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ABSTRACT: The Internet of Things (loT) has not been around for very long. Advances in information and
communication technologies have led to the emergence of internet of things. The Internet of Things had evolved into a
system using multiple technologies, ranging from the Internet to wireless communication. The usage of loT
technologies brings convenience of physicians and patients, since they are applied to various medical areas. The recent
advances in wireless sensor networks and embedded computing technologies, miniaturized pervasive health monitoring
devices have become practically feasible. The body sensor network (BSN) technology is one of the core technologies
of 10T developments in healthcare system, where a patient can be monitored using a collection of tiny-powered and
lightweight wireless sensor nodes. In addition to that of monitoring and analysis of physiological parameters, the
recently proposed Body Sensor Networks (BSN) incorporates context aware sensing for increased sensitivity and
specificity, but development of the body sensor network (BSN) technology in healthcare applications without
considering security makes patient privacy vulnerable. At the specification, we mainly concentrate on the major
security requirements in BSN-based modern healthcare system. Subsequently, the propose of a secure loT-based
healthcare system using BSN called BSN-Care, in which it can efficiently accomplish the security requirements.

KEYWORDS: BSN, data privacy, data integrity, authentication.

I INTRODUCTION

The last few decades have witnessed a steady increase in life expectancy in many parts of the world leading to
a sharp rise in the number of elderly people. A recent report from United Nations predicted that there will be 2 billion
(22% of the world population) older people by 2050. In addition, research indicates that about 89% of the aged people
are likely to live independently. However, medical research surveys found that about 80% of the aged people older than
65 suffers from at least one chronic disease causing many aged people to have difficulty in taking care of themselves.
Accordingly, providing a decent quality of life for aged people has become a serious social challenge at that moment.
The rapid proliferation of information and communication technologies is enabling innovative healthcare solutions and
tools that show promise in addressing the aforesaid challenges. Now, Internet of Things (IoT) has become one of the
most powerful communication paradigms of the 21th century. In the 10T environment, all objects in our daily life
become part of the internet due to their communication and computing capabilities.

IoT extends the concept of the Internet and makes it more pervasive. loT allows seamless interactions among
different types of devices such as medical sensor, monitoring cameras, home appliances so on. Because of that reason
IoT has become more productive in several areas such as healthcare system. In healthcare system, 10T involves many
kinds of cheap sensors (wearable, implanted, and environment) that enable aged people to enjoy modern medical
healthcare services anywhere, any time. Besides, it also greatly improves aged peoples quality of life. The body sensor
network (BSN) technology is one of the most imperative technologies used in 10T-based modern healthcare system. It
is basically a collection of low-power and lightweight wireless sensor nodes that are used to monitor the human body
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functions and surrounding environment. Since BSN nodes are used to collect sensitive (life-critical) information and
may operate in hostile environments, accordingly, they require strict security mechanisms to prevent malicious
interaction with the system. In this article, at first we address the several security requirements in in BSN based modern
healthcare system. Propose of a secure 10T based healthcare system using BSN, called BSN-Care, which can guarantee
to efficiently accomplish those requirement.

1. LITERATURE SURVEY

David Malan et al [1] propose the completion of an initial design of CodeBlue and prototypes of several of the
components described herein. The pulse oximetry method has been completed and development of an ECG mote is
currently underway. The use of an adaptive spanning-tree multi-hop routing algorithm, based on the Tiny OS Surge
protocol, and the incorporation of a dynamic transmission power scaling to minimize interference. A lightweight public
key infrastructure based on elliptic curve cryptography is currently being tested. A sophisticated programming model
using abstract regions for routing, data sharing, and aggregation has also been developed. The disadvantages are i)
Communication challenges: The first challenge is secure, reliable, ad hoc communication among groups of sensors and
mobile, handheld devices. ii) Computational challenges: Sensor nodes have very limited computational power, and
traditional security and encryption techniques are not well-suited to this domain.

Jason W.P.Ng et al [2] describes the ubiquitous monitoring system is presented for continuous monitoring of
patients under their natural physiological states. The system provides the architecture for collecting, gathering and
analyzing data from a number of biosensors. Particularly, the concept of BSN node is implemented which could form
the basis for wireless intelligent modules for wearable and implantable sensors. In addition to the physiological
parameters, the context awareness aspect is also included in the system to enhance the capturing of any clinical relevant
episode. The demerit is the issues in the development of wearable/implantable sensors in BSN
Sideny Katz et al [3] propose the Index was originally derived from observations of old people with fracture of the hip,
it was necessary to determine whether it could be applied to others as well. Observations of 1,001 individuals, to date,
supported the original finding of an ordered relationship and demonstrated wide applicability. Of the 1,001 people,
96% could be classified by the Index (Table 3). Ninety per cent were 40 years old or older, and more than 60% were 60
or over. Most had more than one chronic disease. The primary clinical diagnoses associated with ADL disability were:
fracture of the hip (250 persons), cerebral infarction (239), multiple sclerosis (138), arthritis ( 60 ), malignancy ( 30 ),
cardiovascular dis— ease exclusive of cerebral infarction (38), and amputation, paraplegia, or quadriplegia (67). In 38
other patients, the diagnoses were: cerebral palsy, Parkinson's disease, amyotrophic lateral sclerosis, peripheral
neuropathy, or other neurological disease. Less commonly, primary diagnoses included such chronic diseases as
asthma, emphysema, diabetes, blindness, cirrhosis, alcoholism, malnutrition, and obesity.The problem is they are not
able to keep the track of chronic diseases.

Rajiv Chakravorty et al [4] describes the vast opportunity in the ‘point-Of-care’ access and the capture and

transmission of patient information will continue to drive the healthcare industry towards increased mobility. The
importance is in the shifting awareness that mobility in healthcare settings increasingly refers to — the mobility of
sensor/actuator devices, the healthcare providers (health ‘outsourcing’) and of the patient (users) themselves. MobiCare
leverages the point-of-care patient access to offer important benefits like quality healthcare, a programmable service
architecture, flexible service composition and a full-scale medical systems integration. MobiCare is an ongoing project
and much work remains to be done. Besides a proof-of-concept prototype, there is a process of investigating other long-
term, challenging research problems in MobiCare including the body sensor network security, reliable and secure
sensor code updates and upgrades, the potential legal hurdles involved and the privacy issues that arise with dynamic
remote code updates. The disadvantage is it is not reliable and secure.
Arun Kumar et al [5] elaborates the presentation of the first experimental evaluation of prominent device pairing
methods. Results show that some simple methods (e.g., Visual Number and Image Comparison) are quite attractive
overall, being fast and secure as well as acceptable by users. They naturally appeal to settings where devices have
appropriate-quality displays. HAPADEP variant seems to be preferable for more constrained devices: it is fast, error-
free and requires very little user intervention. LED Button or Vibrate-Button are best-suited for devices lacking screens,
speakers and microphones. The demerit is user evaluation for each method is not yet done.
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1. PROPOSED METHODOLOGY AND DISCUSSION

A. METHODOLOGY

Body Sensor Network (BSN) allows the integration of intelligent, miniaturized low-power sensor nodes in, on or
around human body to monitor body functions and the surrounding environment. Generally, BSN consists of in-body
and on-body sensor networks. An in-body sensor network allows communication between invasive/implanted devices
and base station. On the other hand, an on-body sensor network allows communication between non-invasive/wearable
devices and a coordinator. Each sensor node is integrated with bio-sensors such as blood pressure sensor, motion
sensor, ECG etc.

Fig.1: Hardware connections

i Data Collection
Sensors collect the physiological parameters and forward them to a coordinator called Local Processing Unit

(LPU), which can be a portable device such as PDA, smart-phone etc. The LPU works as a router between the BSN
nodes and the central server called BSN-Care server, using the wireless communication. When the LPU detects any
abnormalities then it provides immediate alert to the person that wearing the bio-sensors. When the BSN-Care server
receives data of a person (who wearing several bio sensors) from LPU, then it feeds the BSN data into its database and
analyzes those data. Subsequently, based on the degree of abnormalities, it may interact with the family members of the
person, local physician, or even emergency unit of a nearby healthcare center.

ii. Lightweight Anonymous Authentication Protocol
The division of all security requirements (mentioned above) into two parts: network security, and data security.
Network security comprises authentication, anonymity, and secure localization. On the other hand, data security
includes data privacy, data integrity, and data freshness. Now, to the best of the knowledge there is no two-party
authentication protocol which can achieve all the aforesaid properties of the network security. Hence, in order to
achieve all the network security requirements a lightweight anonymous authentication protocol is used. Subsequently,
to accomplish all the data security requirements we adopt OCB authenticated encryption mode.

In BSN-Care system, when a LPU wants to send the periodical updates to BSN-Care server, then the server
needs to confirm the identity of LPU using a lightweight anonymous authentication protocol. In this section we
describe our anonymous authentication protocol in details. The proposed authentication protocol consists of two
phases: In Phase 1, the BSN-Care server issues security credentials to a LPU through secure channel, this phase is
called registration phase. The Phase 2 of the proposed authentication protocol is the anonymous authentication phase,
where before data transmission from the LPU to BSN-Care server, both the LPU and the server will authenticate each
other. So, the objective of our proposed lightweight authentication scheme is as follows:

e To achieve mutual authentication property.
To achieve anonymity property.
To achieve secure localization property.
To defeat forgery attacks.
To reduce computation overhead.
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V. RESULT ANALYSIS

In the proposed work the Sensors are used to monitor elder people’s body status and surrounding environment.
The Elder people can be in touch with the family, doctor or care taker from remote place. During abnormal condition
Automatic alert is sent to the family, doctor or care taker and automatic Control of the home appliances is achieved
based on the body condition.

The data are collected using different sensors fig.1. The fig.2 describes the data stored in Android application,
where P represent the Pulse, T represent Temperature, AS represent movement of object and CO represent the gas level
of the environment. The predefined threshold level is fixed for pulse, temperature and toxic gas of the surrounding, if
the values of any one of the mentioned point crosses the threshold value immediately message will be sent to the
doctor, family members and to nearby hospital along the patient name, contact number and location as shown in fig.3

BN v s dnmoun S @ FEm YT 4 A e 1297

3746

N

suja is in danger, Pulse is 94
mobsle user location

s

~

suja is In danger, Pulse 594
mobsle user location

L]

LN

=2P:60=T:28.00=A5:A=N0Z:0.00=

T T S
l,’
< O O

Fig.2: Data Stored In Android App Fig.3: Message Intimation

V. CONCLUSION

The security and the privacy issues in healthcare applications using body sensor network (BSN).
Subsequently, found that even though most of the popular BSN based research projects acknowledge the issue of the
security, but they fail to embed strong security services that could be preserve patient privacy. Finally, the proposed
system has a secured 10T based healthcare system using BSN, called BSN-Care, which can efficiently accomplish
various security requirements of the BSN based healthcare system.
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Abstract—In recent past, the current Internet architecture has
many challenges in supporting the magnificent network traffic.
Among the various that affect the quality of communication in
the massive architecture the challenge in maintaining congestion
free flow of traffic is one of the major concerns. In this paper, we
propose a novel technique to address this issue using cross layer
paradigm based on stochastic approach with extended
markovian model. The cross layer approach will bridge the
physical layer, link layer, network layer and transport layer to
control congestion. The resource provisioning operation will be
carried out over link layer and the mechanism of exploring the
congestion using stochastic approach will be implemented over
the network layer. The Markov modeling is adopted to identify
the best routes amidst of highly congested paths and it is carried
out at the transport layer. An analytical research methodology
will be adopted to prove that it is feasible to develop a technique
that can identify the origination point of congestion and share the
same with the entire network. It is found that this approach for
congestion control is effective with respect to end to end delay,
packet delivery ratio and processing time.

Keywords—Distributed ~ Network  System;  cross
congestion; Traffic Flow; Rate Control Metric

layer;

. INTRODUCTION

Internet plays a vital role in dissemination of knowledge
and servicing seamless and ubiquitous communication in the
present era. With the advancements in technologies like cloud
computing and optical network, offering high speed data
delivery, data storage and retrieval is not an impossible task [1]
yet, there is still a problem with the existing internet
architecture. A closer look into the existing internet
architecture revels that it is packed with various complexities
Viz. incompatible in allowing connectivity with heterogeneous
networks and its respective protocols, operating with various
distributed networks [2][3]. The existing internet design
principles can only permit networking with less complexity in
its routing and communication process. These principles are
not scalable for the requirement of the future internet
architecture. The reason behind this is untrusted
communication, more customer-oriented user environment,
availability of many commercial network operators, data-
centric utilities, and the worst part is intermittent connectivity
[4]. Another challenging problem is its inclination towards
Internet Protocol (IP) paradigm that makes it suitable for static
internet users but not for mobile internet users. Therefore,
whenever an application meets heterogeneity, it introduces a
great deal of challenges for the network-based architecture and
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at the same time, it also leads to significant problems of
resource allocation that can potentially affect the quality of
performance. The connection technique of this architecture is
characterized by one-to- many and many-to-many connections
and also supports smart virtualization process. The significance
of user-based participation is quite high with compatibility of
multi-hop transmission scheme [5]. Unfortunately, none of the
above mentioned schemes are present even to a lesser extent in
the existing internet architecture.

The present paper deals with the problems related to
congestion control in future internet architecture. Although
understanding the user-behavior over traffic and predicting it is
an NP(nondeterministic polynomial time) hard problem, there
are studies existing in past that has already focused on
congestion control mechanism but less evidence of studies
have focused towards congestion control in future internet
architecture. Essentially, this is built over three components
viz. service, architecture and infrastructure. The next problem
is interoperability. Given a scenario of multiple and
heterogeneous network, it is a challenging task to process the
control messages. This phenomenon is definitely a big
impediment towards congestion. The next issue is for a given
congestion over the dynamic network, it is quite challenging to
maintain a balance between identifying the point of congestion
and processing heterogeneous control messages. Hence, it can
be said that it is quite a difficult task to identify and mitigate
the level of congestion in this architecture.

This paper presents a joint algorithm that incorporates cross
layered mechanism with stochastic approach and Markov
modeling to mitigate the potential issues of congestion in
massive distributed system (future internet architecture).
Section Il reviews the existing literature for congestion control.
The motivation and problem identification is discussed in
section 1ll. Section IV deal with the proposed study and its
significant contribution. The algorithms that are implemented
to attain the goals are presented in section V. The results of the
proposed study are analyzed in Section VI. The concluding
remarks are discussed in section VII.

1. RELATED WORK
The existing research in this area is reveled here.

Gholipour et al. [6] have carried out an investigation on
congestion problems in sensor network. The working principal
of the sensor network operate with distributed algorithm. Here
the authors discussed a technique based on cost metric. The
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results were compared with respect to energy and packet.
Efthymiopoulos et al. [7] have presented a study on congestion
minimization pertaining to real-time streaming. The authors
have introduced a technique that can provide traffic
management in different domains of the network based on the
bandwidth. The system is purely made for the internet-based
peer-to-peer traffic. Jose et al. [8] have presented a congestion
minimization technique that evaluates the rate of
communicating signals in highly distributed manner. The
outcome of the study was evaluated with respect to
transmission rate and found that it offers better rate control
mechanism for minimizing the congestion. Zaki et al. [9] have
presented a solution towards mitigating congestion that is
witnessed over highly unpredictable mobile networks. The
authors tested their finding over the continuous date occurred
on 3G network. The outcome of the study was evaluated with
respect to throughput and delay to find that proposed system
offers better resiliency for internet-based congestion. Ichrak et
al. [10] have also investigated the problems of congestion in
TCP-IP(Transmission Control Protocol/Internet Protocol)based
connection. Sonmez et al. [11] have presented a technique that
focuses congestion identification and reduction owing to
multimedia transmission. The study focuses on the congestion
control and its effect on the quality of the transmitted
multimedia files using fuzzy logic mechanism. The outcome of
the study was evaluated with respect to Peak Signal-to-Noise
Ratio (PSNR).

Reddy and Krishna [12] has presented cross layer approach
in order to mitigate the congestion issues in mesh network
using TCP New Reno protocol. They focused on efficient
channel capacity optimizing during the massive multimedia
transmission and the results were assessed using packet
transmission rate and delay. A scheme for controlling the
congestion over TCP-IP based network was presented by the
authors Carofiglio et al. [13]. They has used the principle of
active queue management to control the congestion and found
that the technique possessed an effective window size, round
trip time, and queue size. Further studies towards distributed
system were carried out by Antoniadis et al. [14]. Although
they worked on a small network, the principle applied was
considered as a guiding factor for large scale distributed
network as it focuses on addressing an effective traffic
management technique using game theory. Cai et al. [15] have
presented a model for controlling congestion in TCP-based
communication system. The proposed methodology controls
congestion over the wireless network based on node-to-node
interactions. Using the case study of adhoc-based network,
they have proved that their method offered better congestion
control. Under the constraint of the fading channel, Ye et al
[16] used probability theory to show that the congestion control
model for vehicular network offered improvement in the
energy efficiency and data packet transmission over adhoc-
based networks. Similar kind of work was carried out by
Bouassida and Shawky [17] .They presented dynamic
scheduling algorithm based on the priority of the messages.
The focused on improving data reliability of real-time
vehicular network.

Kas et al. [18] have presented a technique for performing
scheduling over dynamic channels. The aim of this is to
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increase the throughput from application viewpoint. A specific
level of weight is assigned to each node that is arbitrarily fine-
tuned based on saturation level of the queue. The results were
evaluated with respect to end-to-end delay and packet delivery
ratio over Constant Bit Rate traffic. Li et al. [19] have
investigated congestion control for delay-based network. The
authors have compared their work with respect to voice and
data traffic and showed that it can control congestion based on
the available delay information. Misra et al. [20] has presented
a unique technique based on automata theory for managing the
congestion over wired network. The author have also applied
stochastic-learning based mechanism and cellular automata for
managing an effective queue size. The outcomes were assessed
using sequence number, queue factor, etc. Uthra et al. [21]
have proposed a rate control mechanism for governing the
traffic so that efficient throughput can be managed to ensure
transmission free from any sorts of collision. The outcome of
the simulation-based study is recorded and compared with the
existing predictive-based mechanism to control congestion and
found that the presented system minimizes the traffic
congestion and also enhances the traffic performance.

The following section presents the problem that is
identified after reviewing the work that was carried out by
researchers in the field of congestion control.

1l. MOTIVATION AND PROBLEM IDENTIFICATION

The following are the areas to be considered for efficient
performance of future Internet. The prevailing research in this
area fail to address the following:-

e The network quality parameters like delay, latency and
channel capacity are not considered efficiently for
congestion control mechanism.

e The current cross layer design allows manipulation of
various layer parameters which leads to complication
of congestion control and error management. In
addition to that it is observed that the complexity of
identifying the source of congestion is difficult because
of the inefficient handling of randomness of traffic in
heterogeneous network.

V. PROPOSED SYSTEM

The aim of the proposed system is to develop a novel
algorithm that can identify the origin of congestion in
distributed network system. Here, the emphasis on network
resource allocation for dynamic data flow control is given. As
future internet architecture will possess all the possible
complexities of existing internet as well as other networking
standards (owing to reconfigurable nature), it is essential to
address the issues through empirical and analytical modeling.
In addition to regular quality parameters our research addresses
the issues related to air medium e.g interference and different
levels of noise over wireless channel for modeling the traffic.
This paper is a continuation of our work where we have offered
a packet level congestion by introducing a parameter i.e., Rate
Control Metric (RCM)[24] . This metric is designed to offer an
efficient control over the highly distributed network. The
system is designed with the principle of cross layer paradigm.
The randomness in the heterogeneous network is studied
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through stochastic based probability model. This system is
viewed as a massive network through graph theory modeling
for better analysis of traffic congestion. In order to study and
mitigate the traffic congestion in heterogeneous network
(Future internet architecture) the performance metric were
analyzed through RCM.

In this research we have considered cross layer approach
for effective communication between networks. The resource
provisioning technique is enhanced through stochastic based
approach where, the model based on markovian modeling
provides an optimized search for favorable node for routing.
This model supports in identifying the best possible node
amidst of congested nodes for speedy transfer of data which
enhances the throughput of the network.

A. Cross Layer network model

Identifying the origination point of congestion and
determining the control messages for processing the routing
process to mitigate congestion requires a robust mechanism.
Cross-layered approach is used to overcome this problem by
controlling physical layer, data link layer, network layer, and
transport layer in the protocol stack of future internet
architecture. The cross layer network model plays an important
role in arbitrary provisioning of network resources for
congestion control. The presented scheme uses a significant
routing factor that supports dynamic communication through
multiple hops. It also uses a scheme that controls and manages
the rate of traffic flow to achieve the fairness in sharing of
network resources. A cost efficient provisioning algorithm is
designed that models a novel queuing technique for
maintaining queue stability. One of the significant focuses of
the presented technique is to include the scenarios of noise and
interference. This approach helps in processing control
messages of multiple layers to adjust the rate of traffic flow
during peak hours and also select favorable nodes for
communication between two different networks. Hence, the
cross-layer scheme offers flexibility to process the control
request with less delay and also ensures that it is applicable for
distributed network with heterogeneity.

B. Stochastic Approach

The stochastic approach of the proposed system mainly
involves an integrated implementation of resource
provisioning, communication and controlling the traffic
directions. This approach initializes the discrete networking
states followed by selection of highly stabilized links, and
apply provisioning. The system uses graph theory to design an
algorithm that works over the distributed machines. The
significant contribution of this approach is to develop a
network model that uses noise and signal power to categorize
the quality of the links. It also consider the constraints of first
two layers (link, physical) where there is no assured link rate
for assigned time instances in distributed networking system.
There is also a possibility that the capacity of the route may
vary over a period of time that will lead to a significant
stochastic problem. In order to solve this issue, we have
implemented Rate Control Metric (RCM) [24] that can extract
the exact information about the traffic rate thereby giving
more information about the capacity of the routes. In order to
solve the problems related to computational complexity, we
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also initialize a hypothetical matrix that stores and extracts the
best provisioned values, which acts as alternative for the
congestion states of traffic. Hence, there is no significant
control overhead due to this. Moreover, the provisional matrix
is regularly updated which makes the proposed system
independent from any degree of congestion found in a specific
transmission area.

C. Markov Modelling

The main aim of Markov Modeling is to optimize the
stochastic approach used for congestion control. The goal of
this module will be to minimize the end-to-end delay in
distributed networking system. We apply probability theory
along with Markov model to find out alternate routes by
exploring non-congested paths for routing. Markov chain is
used for mapping the network model that uses queuing theory
over the layered design. (The study doesn’t emphasize much
on queuing mechanism explicitly as there is already robust
mechanism specific to routing protocols in distributed
network). The system maintains two types of traffics in a
matrix i.e. local traffic and global traffic. Local traffic can be
accessed at any instance of time and global traffic information
can be accessed only when the node has better residual energy.
The energy model based on first order radio model or Radio
Frequency (RF) circuitry principle [26] will be implemented in
the proposed system. The next section discusses the
implementation of cross layer algorithm, stochastic approach
algorithm and markov modeling.

V. ALGORITHM IMPLEMENTATION

A. Algorithm for Cross-Layer Approach

In this work, we address the mitigation of congestion in the
distributed network system through cross layer approach. The
algorithm and implementation are as depicted below.

Algorithm:

Input: n (nodes), p (queue)

Output: updation of Link

Start

1. init n, p, // n is the number of nodes & p is the queue size

2. Estimate generated packets pkt on condition

I
P
J o

3. Define link cost
Ca(t) =arg, [Ap]
4. L[t]=>{Ls,d[t]}

5. Define enhancement in cross-layer provisioning
L

L) = [ (pIx], (L, — L))dx
0

6. Select>rand[t]eL || rand[t]=Lc[t]
7. update L[t]
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End

The algorithm is formalized by considering the number of
nodes n and initial queue size p. Fig.1 illustrates the complete
process flow of the proposed cross layer based provisioning.

The queue stability of the distributed networking system is
defined by the following equation which is used to filter out all
the links that have their queue size tending to infinity.

Iimtcum—mo | p(t) |< o0

Abort it

Set N/W
cap
Generate
pkt
Define
Link cost

Provisionin Enhance
9 Cross Layer Update
Value o T
Provisioning provisioning

Matrix
———

Storeitin | |

Fig. 1. Process flow for Cross Layer Provisioning

The link capacity of the network is expressed in terms of
the pkt. Here, it is assumed that at time t the nodes in the
network generate data packets equivalent to queue size p with
controlled variables | and J (I and J are positive integers) are as
shown in line2 of the algorithm. As the future internet
architecture supports higher range of heterogeneity in device
integration, there are possibilities of signal collision that leads
to channel interference. In order to distinguish the quality of
links (or routes) a new measurement link cost C is considered
and is estimated based A p, where the variable A p represents
difference between the source queue ps and destination queue
pq at the time t. The link provider metric L[t] that is equivalent
to Lgq4[t], where L represents a matrix of provider that consist of
non-colliding links between any source(s) and destination(d) is
considered as the main parameter of the algorithm. It is
assumed that initially the buffer is shared among each recipient
node. The link provisioning matrix is updated considering the
maximum value of the two arguments i.e. queue p[x] and
difference between outgoing capacity of link Lo and incoming
capacity of link Li.

The link provider will arbitrarily select an element from the
matrix that satisfy the condition i.e. probability of selected
element is equivalent to enhanced value (Line-6). It is updated
as follows

L. (®) = [ (oIx], (L, — L,))dx
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Here, the link metric L[t] is estimated in terms of its queue
size and the link capacity helps in the route selection process.

B. Algorithm for Stochastic Approach

In distributed networking system the traffic may undergo
uncertainties like dynamic topology, random mobility etc. in
high degree of randomness. The state of the network with
uncertainty is analyzed through stochastic process in which the
future node is identified with the theory of cross layer
architecture. The nodes are initialized and their details are
maintained on a data structure managed by graph theory.
Owing to the distributed nature of the system, we assume that
the control messages are free from errors or noise. After the
implementation of cross-layer approach, we assume that there
is no deviation or variance in the route capacity over the
advancement of time.

Algorithm

Input: Es(energy for transmitting), 6s,d (gain factor of the
power), B (capacity of the channel), v (noise density)
Output: Provisioning state

Start
1. Evaluate SNR
E..0.
SNR, , = —>—¢
By

2. Evaluate capacity of link
Lcap = f log2(1+SNRs,d)
3. Define duplicated groups
dp={dpS|s,deN,dpS =N, "N,}
4. Function for duplicated groups
f(s,dp) ={dpS | (s € dpS)™ (dpS = dp)* (| dpS |= 2)}

5.1f S< S Than
forall di= Dy

6.

7. rem(t) €<argmin(rcmmax, scaler_mult(t));

8. Apply Algorithm-1

9. Transmit data from s to d

10. Update scalar_multi(t) > state of provisioning
End

The algorithm is implemented by defining a network
model, Signal-to-Noise Ratio (SNR) and Link Capacity (Line-
1 and 2 of the algorithm). The duplicate control messages for
analysis purpose are generated using Line-3 of the algorithm.
In the above algorithm the source node s is identified as sjy and
matrix of duplicate control messages containing information
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about s as s.dp. The duplicated groups are formulated using the
equation as shown in Line-4. The cross layer architecture of the
future internet is designed in such a way that each source node
S can access its routing table Ns. For reliable routing during
peak traffic the algorithm allows node s to construct multiple
hops with other nodes for providing alternate routes. The one
dimensional matrix is generated by scalar multiplication of s
and dp and the same is stored at every node. However, for all
the duplicate control messages dpS, only the node that has
highest value of id is chosen and is used in the computation
process. The algorithm looks for all the source nodes s (S is
total source nodes) and attempts to control the flow of packets.
It then checks all the respective destination nodes and uses rate
control metric (RCM) [24] to further enhance the provisioning
for the data transmission. Finally, with the help of cross layer
provisioning algorithm the date is transmitted towards the
destination d.

The significance of the stochastic based approach algorithm
is that it further enhances the resource provisioning offered by
cross-layer based provisioning technique at the link layer and
also supports better communication in the network layer by
favoring multiple hops routing in distributed networking
system. Finally, the data transmission is improved by applying
rate control metric [24] which assigns an appropriate rate at the
transport layer for effective end to end communication. Hence,
the algorithm completely supports the cross-layer paradigm for
future internet architecture to ensure interoperability among
heterogeneous networks and achieve efficient data
transmission.

C. Algorithm for Markov Modeling

The Markov modeling is used to further strengthen the
algorithm discussed in the above sections and to apply
stochastic modeling to further enhance the congestion control
algorithm and offer a better solution to control traffic
congestion. In Markov modeling each node is represented as
Mc that is composed of the total number of layers
corresponding to Lcap+1 (numerically). The amount of data
packets pkt processed on each layer should be equivalents to
Lcap such that O<pkt<Lcap. We consider two different forms
of layers Viz. passive layer PL and active layer AL. Passive
layer represents the passive process when the nodes doesn’t
have any packet to forward (pkt=0) whereas in active layer,
nodes always have packets for forwarding (pkt>0). As the
future internet architecture possess different wireless nodes it is
assumed that there are other feasible communication outages
that will call for retransmission phenomenon. We denote ¢ as
the amount of retransmission and Wn to be amount of unit trail
of transmission. The algorithm for Markov modeling is given
below.

Algorithm

Input: pkt (Packet), Lcap (Link capacity w.r.t queue),
PL(Passive Layer), AL(Active Layer), ¢ (Maximum amount
of retransmission)
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Output: Identification of free/busy routes
Start

1. init pkt, Lcap, PL, AL, ¢

2. Determine TP, PP, yP, IP.

3. Define area of collision A

g 8d}e A VA =ANA

5. Obtain |Fs,d|=As / As,d

6. Evaluate size matrix |As,d|, |Fs,d|, and |Fd,s|

7. Estimate number of Nodes

size(JAs,d|, |Fs,d|, and |Fd,s|).network density

8. Estimate the probability of minimum transmission
Py =1-9

9. Evaluate b1, b2, b3 & Mc=Algorithm-2{b1, b2, b3}
10. Find busy routes and free routes.

End

The problem of congestion in future internet architecture
leads to network jamming that disrupt the process of
identifying the best nodes for forwarding the data packets. This
problem can be addressed by designing an algorithm that
applies Markov modeling for evaluating the free and busy
routes at the peak traffic situation. The algorithm takes the
required inputs and computes maximum probability of passive
state transition TP, preliminary state component PP, passive
state probability component per states yP, and inter-arrival
probability IP. Fig.2 shows the process flow for Markov
modeling.

The Markov model is designed by considering three
probability matrices viz. b1, b2 and b3. The matrix bl and b2
represents the probability of a node identifying the busy
channel in the first and second Markov process. The matrix b3
represents the feasibility that the packet forwarding process
fails due to data packet collision or interference or noise. Line-
3 shows the collision area A for the source node s. The area A
is defined as a transmission zone where there is interference of
the neighboring nodes resulting in traffic congestion in that
particular transmission area. Hence, area A represents the
possible congestion area. As shown in Line-4, it can be
interpreted that both the sender node s and destination node d
will lie within As,d. There can also be another possible
transmission zone Fs,d as per Line-5 which may be undetected
in the area As.d. It means that there may be an area e.g. F,
which goes undetected and the state of congestion is not
determined owing to dynamic mobility of nodes in mobile
networks. In this case a source node or any intermediate node
in area Fs4 cannot forward the message to destination node d.

196 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

S

] —
< Initialize

a :
a | modeling I
§| Parameter
£

[=8

‘ Estimate the
probability of

minimum
transmission

p, =1-9

Construct Mc

\ A
Define Layers Extract
l communicating
AL

]

pd

U
-

0<pd

0

nodes
\J

Determine
by, by, by

Determine

Area of ANA,
Collision

Formulate routes

\

( stop )

Determine Fs g4

Fig. 2. Process Flow for Markov Modeling

The next phase of the algorithm is to compute the size of
the transmission zones as per line-6. The algorithm computes
the number of nodes in transmission zones by scalar
multiplication of network size and network density as per line-
7. The probability of minimum number of nodes required for
forwarding data packets is computed as per Line-8. We use a
simple variable 9 that is equivalent to summation of the
probability of all nodes carrying out data packet forwarding
divided by total probability of the nodes forwarding data
packets from the congested area. This phenomenon will mean
that proposed Markov modeling attempts to find the existence
of atleast one node which is in fair position to perform data
transmission. The Markov modeling proceeds further to find
similar kind of nodes and updates the matrix of data
communication path that was previously managed by the
algorithm of stochastic approach. The updated matrices helps
to find the links between favorable nodes as the best possible
alternate routes for packet forwarding during the peak traffic
condition.

VI. RESULTS AND DISCUSSION

This section discusses about the results generated from the
network simulation through NS2 simulator. The simulation
parameters are as shown in Table 1.

Vol. 8, No. 3, 2017

TABLE. I. SIMULATION PARAMETERS
Parameter Value Parameter Value
Network area( 1000 x Control packet 32 bits
Simulation) area 1200 m2 size
. . . 200 - 2000
Simulation Time seconds Data packet size bytes
- Omni-
Routing Protocol NetFlow Antenna Model directional
Pathloss exponent 0.5 Maximum Speed 50 m/s
of node
MAC Type 802.11 Minimum Speed 1mis
node
Traffic Model CBR/VBR | lransmission 10m
range
Transmission
Mobility Model Random Energy 051
consumption
Receiving Energy
Channel Model Urban consumption 0.25J
Ideal mode
Channel capacity 300 Mbps Energy 0.035J
consumption
. Sleep mode
t(i?rr:qae}nnel sensing 0.2 sec Power 0.02)
consumption
Initial battery
Energy of each 10J
node

The proposed work focuses in finding an effective solution
for congestion control in distributed networking system. The
performance parameters like packet delivery ratio, end-to-end
delay and processing time are considered to analyze the
effectiveness of the proposed system. It is benchmarked with
similar studies of Otoshi et al. [25] and Sahuquillo et al. [27].
Otoshi et al. [25] who have presented a stochastic modeling
with predictive analysis for identifying discrete states of traffic
in distributed networking system. This technique has used a
predictive control scheme to minimize the possibilities of
predictive error considering network constraints e.g number of
hops, length of the hops etc. The mean length of the hops was
considered as cost function, which was subjected to
optimization using CPLEX solver. The outcome of the work
was quite convincing as it has offered better scalability for
future internet architecture. Similarly, we consider the work
carried out by Sahuquillo et al. [27] as it offers solution to the
congestion control for a practical case study of distributed
networking system eg. High Performance Computing. The
authors have used a mechanism that integrates injection throttle
and segregation of congested traffic. We perform a minor
modification to techniques introduced in [25] [27] in order to
make a suitable testbed for carrying out the comparative
analysis. The parameters considered for analysis are end-to-end
delay, packet delivery ratio and processing time.
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A. Comparative Analysis of End-to-End Delay

The end to end analysis is carried out by transmitting the
test data of 2000 bytes. The result is as shown in Fig.3.

The graph shows that proposed system is able to minimize
the end-to-end delay to a larger extent as compared to existing
studies of Otoshi et al. [25] and Sahuquillo et al. [27]. The
reason behind this is the technique that is adopted for
processing search request and control messages by the
proposed system.
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Fig. 3. Comparative Analysis of Delay (sec)

In the proposed system, owing to Markov modeling, it
becomes essential for a node to obtain the significant address
information of another communication node which could
possible reside in transmission zone of Fsg or Agg. As both Fgq
and A4 are different transmission zones, extraction of the node
address will be a quite difficult. We simplify this problem by
developing a cross layer paradigm that can carry out the task of
processing control messages in transport layer thereby
minimizing the complexity.

Here, the task of one layer is to aggregate the respective
addresses of the nodes and keep on exchanging it with other
layers. This operation of interoperability is managed by the
network layer. It is the responsibility of the network layer for
carrying out the processing of control message as it maintains
the communication standards of each transmission zone. This
process helps in identifying the point of congestion and makes
it aware to the entire network. This process has two advantages
viz. i) all nodes can quickly decide about alternate routes and
decrease the impact of congestion during peak traffic and ii)
degree of congestion at the origination point is reduced by
implementing active queue management that directs the
packets from highly congested area to less congested point.
Hence, end-to-end delay of the proposed work is reduced in the
presence of mobility of the nodes which varies at every
simulation track points. The problem explored in Otoshi et al.
[25] is a predictive scheme. Here, the stochastic processing is
adapted to predict and identify the possible prediction error.
Hence, the delay factor using this technique cannot be
implemented for distributed system of dynamic nature like that
of future internet architecture. Similarly, the work done by
Sahuquillo et al. [27] have focused on identifying congestion
by using control messages which is quite time consuming in its
nature. Using Markov modeling, proposed system offers
optimized solution for identifying the point of congested and
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also offers best quality routes for packet forwarding thereby
reducing the delay.

B. Comparative Analysis of Packet Delivery Ratio

Packet delivery ratio is computed by analyzing the amount
of data packets received by the destination node to total
amount of data transmitted by the source node. The result
shown in Fig.4 exhibits that the proposed system offers better
packet delivery ratio compared to Otoshi et al. [25] and
Sahuquillo et al. [27]. This is because the proposed system
provides a better processing of data generated by multiple
networking domains in future internet architecture through
cross layer paradigm. We start by analyzing the work done by
Sahuquillo et al. [27]. The authors have implemented a
technique where the incoming packets are organized at the
input ports of the switches. The system emphasizes more on
organization and less on queuing. This operation when
implemented in our scenario reduces the packet delivery ratio.
Moreover, the process of identification of the congestion and
notify it to other nodes for updates are not discussed in that
paper [27]. It is also not sure whether the updates were done
over the highly congested area. This issue creates a negative
impact on other neighboring nodes by consuming more time to
take decision for routing. Hence, packet delivery ratio will be
affected when this technique is used in future internet
architecture.
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Fig. 4. Analysis of Packet Delivery Ratio

The technique proposed by Otoshi et al. [25] has used the
concept of traffic engineering. This technique was
implemented through stochastic modeling which is more
predictive in nature. The predictive analytic model is assessed
for its accuracy of traffic modeling using randomness by
adopting traffic engineering with cost as a function on the
stochastic model. This is much better than the technique
discussed by Sahuquillo et al. [27] as it can accomplish better
packet delivery ratio. The main drawback of this technique is
that it uses control server to optimize the cost function which
leads to less efficient distributed routing. Although, the authors
have used relaxation mechanism to sort out this problem, but
the probability factors assumed is less when compared to real-
time traffic constraints. Hence, its packet delivery ratio is not
better than the proposed system. The proposed system
overcomes this problem by the algorithm-2 (stochastic) and
algorithm-3 (Markov Modeling). These algorithms assist in
identifying the best possible routes from non-congested area as
well as congested area. The updating mechanism is quite
instantaneous with a pause time of 0.0025 seconds in
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simulation study that leads to better packet delivery ratio for a
longer period of time.

C. Analysis of Processing Time

It is known that an effective congestion control mechanism
must have a reduced processing time as far as possible. Lower
the processing time means the network can ensure better
instantaneous data delivery process. We analyze the processing
time with increasing traffic load (packets per seconds). A
closer look into the Fig 5 shows that processing time gets
reduced linearly with increasing traffic load, which is one of
the unique patterns of the proposed study. Usually with
increased network traffic, the processing time should be
increasing but due to cross layer approach the time complexity
is reduced.

The cross layer approach bridges physical layer, link layer,
network layer and transport layer. The provisioning operation
is carried out over link layer, the mechanism of exploring the
congestion using stochastic is implemented over network layer
and Markov modeling for further optimizing the best routes
(even from highly congested area) is carried out at the
transport layer.
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Fig. 5. Analysis of Processing Time

Hence, the system maintains different functionalities over
different layers of protocol stack resulting in reduced
processing time in the proposed system. For a given simulation
environment, Otoshi et al. [25] and Sahuquillo et al. [27] work
doesn’t meets the demands of the distributed traffic scenario
with dense congestion leading to higher processing time when
compared to proposed system.

VII. CONCLUSION

Owing to the complexity in the design principle of
distributed networking systems e.g. future internet architecture,
the existing algorithms and techniques do not provide solution
for mitigating congestion. The proposed system, therefore,
presents a technique that uses conglomeration of cross layered
approach, stochastic approach, and Markov modeling for
addressing the problems of congestion in highly distributed
networking system. We have adopted an analytical research
methodology to prove that it is feasible to develop a technique
that can identify the origination point of congestion and share
the same with the entire network. The interesting point of
implementation is that proposed technique attempts to use the
existing network resources for harnessing the channel capacity
in accordance with the state identified by the proposed system.
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The outcome of the study were compared with existing system
respect to end-to-end delay, packet delivery ratio, and
processing time and found that proposed system offers better
solution for congestion control.
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Abstract: DNA cryptography is a new technology that uses biological concepts for encryption and decryption of data. There is a
lot of growth in the field of mobile devices using for e-transaction using internet and wireless network. So To achieve secure
communication and mutual authentication; two schemes are constructed from DNA hybridization and DNA digital coding
techniques. Two factors authentication uses the OTP (One Time Password) and SAC (Server Authentication Code) for the better
security. This paper presents a secure and efficient authentication mechanism for mobile e-banking services using RSA
encryption and DNA cryptography. The comparative analysis between these schemes shows that DNA cryptography based
authentication provides more security than the RSA based authentication in terms of computational complexity.

Keywords: DNA cryptography, DNA computing, Challenge-Response Authentication, Mobile security, Attacks.

I.  INTRODUCTION
There are wide types of electronic services receiving smart phones have been growing rapidly. Using wireless technology the mobile
phones started using e-service applications. The mobile phone users can access the internet through wireless communication in the
field of wireless networks. All the mobile phone users are concerned about the security issues to use the e-services through the
wireless internet. In order to achieve secured e-services, the four security functions such as integrity, confidentiality, non-repudiation
and user authentication must be provided in wireless internet as in wired internet. By using any technology or applications to the
wireless technology the security should be comparable with the wired technology.
Secure communication is nothing but a secure authentication is done to secure user and secret session key is established for
confidentiality. As the methods and schemes grows for the cryptography, in parallel the same security schemes should be developed
for the user authentication and key agreement. At the beginning of the cryptography the security is based on the passwords. The very
first key agreement schema has been implemented by the Diffie and Helmen during the introduction of asymmetric key in the
cryptography and since it does not provide secured authentication and vulnerable to attacks. Lamport has designed and proposed the
very first authentication scheme based on the passwords. Most of these schemas depends public key cryptography. To overcome the
drawbacks the hash function came into existence. By the Adleman’s pioneering work DNA computing came into existing. By the
design of his
DNA algorithm for solving the Hamiltonian problem, Adleman set the foundation for the research in the field of bio computing.
Many researches thought after the results Adleman’s experiments, because DNA’s parallelism and large information storage capacity
DNA computing can used in the field of cryptography to achieve the strong authentication. DNA cryptography increases the
complexity of the problem by increasing its size so that an attacker requires huge number resources and efforts to break
This paper includes design and development of two protocol based on public key cryptography and DNA cryptography. By using the
advantages of RSA algorithm and DNA techniques the problems in the web authentication scheme can be solved. Security analysis is
done to prove that DNA based authentication scheme provides higher security than the public based scheme in terms of
computational complexity and number attacks they overcome. Both the protocols two factors authentication schemes is done using
OTP and SAC value, which are computed with different mathematical functions and DNA conversions.

1. LITERATURE SURVEY
Includes various types of authentication schemes, brief overview of the DNA cryptography and different techniques used in the DNA

cryptography.
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A. Authentication Scheme

There are many ways to provide the credentials for the authentication. The most commonly used method but not more secured is

password authentication. Now a day the competitive e-commerce demands for methods that provides more protection when network

resources includes highly sensitive data [9]. Smart cards and biometric authentication types provide this extra protection.

1) Computer Recognition System: it requires the installation of some small authentication software in the system. In the
authentication process this can be verified as second authentication factor.

2) Password Authentication: is the most commonly used authentication form. Here user provides the username with password. The
username are mostly a string of characters, numbers so it is vulnerable to guessing attack. Password may be easy to guess. By
using digests for authentication the risk of eavesdropping can be minimised.

3) Single Factor Authentication: is a process where single credential is used to secure the critical data unauthorized access to system.

4) Two factor authentication: is a process where two credentials are used secure the unauthorized access to system and critical data.

5) One Time Password (OTP): OTP authentication is a method to reduce the possibilities of compromised user credentials using
login passwords that are only valid once. If an attacker is successful in sniffing the password that a user has used to enter in a
site, it is of no use because the password is no longer valid. Moreover, it is highly difficult to predict the next password based on
the previous one. Each time the OTP generated by the password-generating token are unique [3]. The function that generates
such passwords must be non-invertible. There are three types of schemes to generate one-time passwords:

Based on time, such as Secure Id. Time-synchronization is required between the authentication server and the client providing the

password. Based on a challenge (e.g. a random number chosen by the authentication server or transaction details) and a counter.

Based on some internal data (e.g. the previous password) or counter (e.g. systems based on hash chains, such as S-Key [10])

Authentication is the very big issue now a day; the new protocol is designed for the purpose of achieving the high secured

authentication using the public key encryption and DNA technology.

B. DNA Cryptography

With the lot of advances in the field of DNA computing the new technology has come into existence called as DNA cryptography
which is far better than the traditional cryptography in point of providing authentication, security, integrity, storage capacity etc. In
the DNA cryptography the encryption is done by converting the human readable form into bases of DNA strands, which creates a
strong base for the authentication and digital signature. There are some techniques such a DNA digital coding and DNA indexing
used for hiding the data. DNA indexing and DNA digital coding techniques are the most important for DNA Cryptography, a brief
description about these two techniques are discussed in the previous chapter. The other few DNA Encryption Techniques are as
described below:

C. DNA Digital Coding
DNA digital coding is the important technique used for encryption and decryption process which is based on the mapping of base
pairs. DNA coding is done based on nucleotide bases A, C, T, G. such that A always makes pair with T and C always makes pair
with G of two strands. In the mathematical point of view it is possible to produce 24 patterns but according to DNA complementary
rules only 8 patterns are identified correctly such as 0123/CTAG, 0123/CATG, 0123/GTAC, 0123/GATC, 0123/TCGA,
0123/TGCA, 0123/ACGT, 0123/AGCT and among these 8 patterns, 0123/CTAG perfectly reflects the biological characteristics of
four nucleotide bases.
Tablel: DNA digital coding pattern [6]

Digital coding DNA code

00(0) A
01(1) T
10(2) C
11(3) G
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1. CURRENT PRACTICES
There are many ways to provide the credentials for the authentication. The most commonly used method but not more secured is
password authentication. Now a day the competitive e-commerce demands for methods that provides more protection when network
resources includes highly sensitive data [9]. Smart cards and biometric authentication types provide this extra protection.
There are some OTP solutions based on a mabile phone. In [14, 15] a multichannel communication is used (Internet and GSM) in
order to improve the security of the authentication scheme. In [13] a user logs in the web site using a username and a password. Then,
a one-time password is sent via SMS to his mobile, and the user enters this data in the web authentication form. If it is correctly
verified, the user is authenticated into the application. In this system the mobile is used as a mere point of reception, not as a
hardware token that stores and computes keys.
On the other hand, In [14] what is sent though the GSM channel is a challenge. The mobile computes a one-time password using this
challenge and sends it to his computer through a bluetooth connection. Finally, the password is forwarded to the server. The main
trouble of these two schemes that rely on SMS messages to perform the authentication is that the session establishment between the
user and the server is slow because SMS messages are not real-time. Thus, the system is not practical. On the other hand, users may
want to connect to their Internet bank accounts from places in which there is no cellular connectivity (in some sensitive environments
GSM signals are blocked), and these models do not allow it.
Other OTP solutions [15, 16] deal with a password generation in the mobile using as input a server challenge sent through the
Internet connection. Once in the PC, the challenge is transferred to the mobile using a bluetooth channel. The problem is that
bluetooth is usually not available from public access computers. Besides, it presents some relevant vulnerabilities and threats [17, 18]
-most of which due to faulty implementations- that jeopardize the system.
Some other OTP mobile schemes focus on the speed of the process and base the generation of the one-time password on a time factor
(no server challenge is needed). This is the case of the Free Auth Project [17]. The inconvenient of using this approach in a mobile
context is the required time synchronization between the mobile and the server. Users roughly configure the clock of the mobile
phone when they travel, and they are not very much concerned on setting the correct time zone. Hence, protocols based on absolute
time are not feasible.
The MP-Auth scheme [18] uses the mobile as a secure device to store keys and encrypt passwords for web authentication. It is a one
factor authentication mechanism that safeguards passwords from keyloggers, phishing attacks and pharming. Nevertheless, if an
attacker learns a user password he can impersonate that user.

IV. PROPOSED SCHEME
The proposed scheme provides the secure authentication to the e-services. Both Asymmetric and DNA-OTP protocol follows same
architecture for the communication.

A. DNA-OTP Scheme

The DNA-OTP scheme comprises of web server, a browser. Data transmission is very simple between mobile phone and client PC,
S0 it does not require any communication channel like Bluetooth, it can entered by using keypad. The DNA-OTP scheme consists of
three phases those are registration phase, authentication phase, transaction phase. In the registration phase the server sends the
initialization key in DNA form to user who is interested in registration. These initialization keys are stored in the mobile phones for
future authentication. After successful registration the user can access to the web services through the second phase that is
authentiation phase.

In the authentication phase the user sends his ID to the server, which computes the challenge in DNA sequence using DNA digital
coding, replies with the challenge to user. The user computes the DOTP using challenge and other parameters and sends to the server.
Server verifies the freshness of the submitted DOTP and determines whether the user is accepted or not. If the user is accepted the
server will send the DSAC to the user. The user compares the received DSAC value with one he has computed using mobile phone.
Once the DSAC values matches the transaction phase starts.

B. Asymmetric OTP Scheme

This scheme also includes three phases such as registration phase, authentication phase and transaction phase. In this scheme the
public key encryption is used to generate the two factors required for the authentication. In the registration phase user provides the
details to get register to the application service. Once the service is granted, server replies with the initialization key. Both user and
server store their details in the DB. In authentication phase user provides username and password to gain access to the application.
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Server replies with CH value if the login is successful. The client application computes OTP using RSA algorithm and enters the
computed OTP value in the web site. Server verifies the received OTP if the value matches then first step of authentication is
successful and displays SAC1 value. The user manually compares the both the values if matches then transaction phase starts. In the
transaction phase the server sends the transaction ID to client and client generate the transaction authentication code and sends to the
server and if the TAC is correct then actual transaction money takes place.
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~~~~~
-

Request

— 7/,
: Response %
> \ : ) Storing &
! accessing
ClientPC
: CHALLENGE RESPONSE PROTOCOL
with user
¥

Server DB

Figure2: System architecture.

V.  SYSTEM DESIGN
The Figure3 shows the sequence diagram of the DNA-OTP deals with all three phases of the protocol, in registration phase the
subscribed user sends his credential to register for the application. One the server receives the details of the user he generates and
sends the DKO that is initialisation key along with user id and server id. The user upon receiving the DKO and other details, the user
stores it in his mobile database by creating separate database for this server. At the same time the server creates database with user id.
Server maintains the separate database for each individual user.
In the authentication phase comes after the registration phase, in this phase user sends the UID to server and server generates the
DNA based DCH using random DNA sequence generator. User upon receiving the channel computes the temporary key by using the
DCH and DKO. First he takes the hash of DCH using SHA 2 and resultant value is XOR with the DKO. Since DNA-OTP is two
factors authentication schema so authentication is done in two steps using two generated secured values such as DOTP and DSAC.
The user and server both computes the values of the DOTP and DSAC values using the details stored in their data base. The user
sends the DOTP to server and verifies whether the OTP computed by his is matches with this or not: if matches server will send the
DSAC1 value to the user if not authentication fails at first step. After the success of first step authentication server sends the DSAC1
to user and user compares with his own generated DSAC value if matches then second step of authentication are successful if not
authentication fails. Once the user authenticated successfully in both the steps the protocol enters to transaction phase. Here the
server generates the DTID value and sends to user. The user upon receiving the DTID value he computes the DTA and sends to
server, the server will verify the received DTA.

VI. COMPARATIVE SECURITY ANALYSES

In the asymmetric OTP there is a complexity in the key creation. RSA algorithm is limited to the prime numbers hence efficiency of
generating primes are relatively low and difficult to generate secret one. The security of the RSA algorithm depends on the factoring
the large prime numbers. The security can be threatened with the algorithm that decomposes a large number. The encryption and
decryption needs a lot of calculation and speed of execution is slow and increases the time complexity. This scheme is vulnerable to
the impersonation, even is users private keys are not available. The drawbacks of the asymmetric encryption scheme are overcome by
DNA-OTP scheme.

The DNA-OTP scheme is developed using symmetric encryption, OTP, SAC and DNA hybridization to reduce the time complexity
(0(n)). Time complexity of the encryption and decryption is increased in DNA algorithm because lot data conversions takes place
while generating key value i.e. from normal text to ASCII then ASCII to binary and then binary to DNA sequence. To provide hybrid
security in the authentication for e-banking DNA cryptography is combined with the traditional cryptography.
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VII. EXPERIMENTS AND RESULTS
This chapter involves the average time taken by the RSA and DNA algorithm to encrypt and decrypt the file size of 2MB using
different key size. In the following graph the decryption take taken by the DNA algorithm is more compare to RSA algorithm. From
security point of view the algorithm which has higher decryption time lower transmission time is said to be highly secured. The
DNA algorithm provides the higher complexity in generating the key values for the authentication and involves lot of data
conversion for encrypting and decrypting the text file.
Table2: Values for the above graphs

Key RSA algorithm DNA algorithm
size(bits)
Encryption | Decryption | Encryption | Decryption
time (ms) | time(ms) | time(ms) | time(ms)
512 110 215 190 230
768 175 281 255 295
1024 251 348 300 375
1280 328 413 386 455
1536 404 479 425 570
1792 479 546 518 618
2048 552 611 585 699

Table3: Transmission time taken by the RSA and DNA-OTP schemes.

Transmission time (ms)
RSA algorithm DNA algorithm
512 3315 3229.85
768 3320 3233.8
1024 3326 3239.85
1280 3308 3222.8
1536 3317 3235
1792 3322 3240.34
2048 3340 3250
oE
-
£ 480
L 8 7
= 50 ——RSA
= 2 i
%g ] —=-DNA
VoD A D Lo B
NOAGT VT ADT (DB AOY X
AT S
KEY SIZE (in bits)+2MB FILE

Figured: Encryption time of DNA and RSA algorithm.
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Figureb: Decryption time for DNA and RSA algorithm.

TRANSMISSION TIME

3160 11T 1T 1T
VP A D L0 B
N AT VAP (DAY X
RPN P

KEY SIZE (bits)+FILE

Figure6: Transmission taken by RSA and DNA algorithm.

(Total taken to encrypt)

The average encryption time taken by the RSA algorithm =

(Total number of keys)
(100 + 175 + 251 + 328 + 404 + 479 + 552)ms  2289ms
= = 327ms
7 7
Total taken to encrypt
The average encryption time taken by the DNA algorithm = ( ypt)
(Total number of keys)
(215+ 281 + 348 + 413 + 479 + 546 + 611)ms 2893ms
7 = = 413.28ms
Total taken to encrypt
The average decryption time taken by the RSA algorithm = ( ypt)
(Total number of keys)
(190 + 255 + 300 + 386 + 425 + 518 + 585)ms  2659ms
= = 379.85ms

7

(Total taken to encrypt)

The average encryption time taken by the DNA algorithm = (Total number of keys)
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(230 + 295 + 375 + 455 + 570 + 618 + 699)ms _ 3232ms

7 =461.71ms

From the above calculations the DNA algorithm takes 86.28 ms more than the RSA algorithm to encrypt the 2MB, 81.15ms more
time than RSA algorithm to decrypt the and 0.08156 sec less transmission time than RSA algorithm when the different key size is
used.

VIII.  CONCLUSION

Current days e-services are very importance in many applications such as e-shopping, e- banking, e- ticket etc. but authentication is
the main concern in all these applications. The aim of the protocol is to achieve the double layer authentication. One for
authenticating the user with his ID and another is for authentication the server with his ID. The proposed protocol is providing the
two step authentication with two different factors such as DNA-OTP and DSAC. The reason for the DNA technology for this
protocol is because of its high computational power and unbreakable cipher text. An authentication done using RSA algorithm is less
secured than the DNA based authentication in terms of complexity involved in logical computation, data conversions and matrix
form involved in the DNA algorithm reduces time complexity of encryption and decryption.

IX. FUTURE WORK
In future, the designed protocol will be developed and implemented for real time application in any smart phone. This protocol will
be implemented in the cloud for the purpose of storing the user details and focuses mainly on reducing possible attacks on it.
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Using Clustering Technique with MLA
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Abstract: Network traffic classification is the process of categorizing network traffic according to various parameters into
a number of traffic classes and it is necessary to maintain smooth operation of the network. There are so many methods to
classify the network traffic. The proposed methods use machine learning algorithm i.e (MLA) approach. In MLA
approach, a system learns from empirical data to automatically associate objects with corresponding classes. There are
two types of MLASs one is supervised and the other is unsupervised. Supervised methods consist of labeled data to classify
any flows into pre-defined traffic classes, but they cannot deal with unknown flows hence we use unsupervised clustering
method along with supervised approach to cluster and classify both known and unknown flows. We applied hybridization
of both supervised and unsupervised algorithm to achieve better accuracy. A number of real world traffic traces have been
used to show the assessment of traffic classes and to test the proposed approach. The experimental results indicate that by
incorporating special features of data packets in the course of clustering, enhances accuracy and cluster purity with
significant improvement.

Keyword : Traffic classification, unsupervised machine learning, clustering, iterative approach, Wireshark, Tranalyzer

I. INTRODUCTION
Traffic classification (i.e., associating traffic flows with their source applications) has attracted increasing research efforts in the last
decade. The explosion of this research area started when the traditional approach of relying on transport-level protocol ports became
unreliable, mainly because of the increasing variety and complexity of modern Internet traffic and application-level protocols. The
reason for the growth in Internet traffic data is due to the bandwidth-hungry applications like File Transfer applications, Video
Streaming, Social Media Network (Facebook, Twitter etc.), Mobile applications, E-commerce websites, Stock Exchange data and
much more. As the traffic data increases it is necessary to analyse, measure, and classify it as ISP and Network Administrators need
it for various perspectives like network planning, traffic shaping, billing and to extract useful information. This task needs to be
performed with various tools available in market (Ex: tcpdump, Wireshark etc.)These tools capture the network traffic and store it
onto a local server for further processing.
Network traffic classification is the process of classifying traffic based on their applications. Nowadays due to the growth of internet
users and bandwidth hungry applications the traffic generated in the network is very high. There are many methods for classification
of network traffic, they all try to classify the network traffic accurately but classification accuracy is less. From the very beginning
of the internet, since there were not so many users and therefore, not so many applications, traffic classification was done using the
well-known ports defined by IANA [16]. Classification based on well-known TCP or UDP ports is becoming increasingly less
effective, due to the numbers of networked applications are port-agile (allocating dynamic ports as needed), end users are
deliberately using non-standard ports to hide their traffic, and use of Network Address Port Translation (NAPT) is widespread (for
example a large amount of peer-to-peer file sharing traffic is using non-default ports ).
Payload-based classification relies on some knowledge about the payload formats for every application of interest: protocol
decoding requires knowing and decoding the payload format while signature matching relies on knowledge of at least some
characteristic patterns in the payload. This approach is limited by the fact that classification rules must be updated whenever an
application implements even a trivial protocol change, and privacy laws and encryption can effectively make the payload
inaccessible.
To overcome the above issues we are using machine learning approach to classify the traffic. In our work we are implementing an
unsupervised clustering approach to classify the network traffic because unsupervised is that of trying to find hidden structure in
unlabelled dataset. Clustering analysis is one of the unsupervised approaches and it is the process of making set objects in such a
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way that objects in the same group are more similar to each other than to those in other group. In our work we proposed automatic-
learning algorithm using clustering techniques. Each flow indicates the packet size, packet length, inter-arrival time etc. So we can
easily get the flow information for classification because these features are known to carry valuable information about the protocol
and the applications that generated the flow.

Il. LITERATURE SURVEY
The author in paper [1] proposes internet traffic classification using supervised learning algorithm and makes comparative analysis
between machine learning algorithms. The main focus in this paper is the selection of feature sets. Hence it is concluded that the
supervised decision tree based algorithms provide better performance and accuracy than the other supervised algorithms like KNN,
naive Bayes etc. But accuracy of these decision tree based algorithms is poor while applying them for classifying P2P applications.
According to author in paper [2] Self-learning classifier is an unsupervised clustering algorithm with an adaptive seeding approach.
It helps to automatically identify the classes of traffic being checked and labelled. This algorithm automatically groups flows into
pure clusters using statistical features. Hence this paper acts as a base to our project as it summarises the state of the art of cluster
analysis and here the main target of the classification is flows. Each flow is characterised by simple metrics, like segment size and
inter arrival times.
According to Zhang, jun, et al. in paper [3] the classification of network traffic was done by correlation information. The traditional
methods suffer from a number of practical problems, such as dynamic ports and encrypted applications so machine learning
techniques have been focused to classify the traffic. Machine learning can automatically search for and describe useful structural
patterns in a supplied traffic dataset. The correlation analysis can improve the classification accuracy and system flexibility. The
proposed approaches can be used for recognising unknown application from captured network traffic and semi supervised data
mining for processing network packets.
We selected paper [4] to understand the self-adaptive approach for network traffic classification. The author presented a novel, fully
automated Packet Payload Content (PPC) Based network traffic classification system. System learns new application in the network
where classification is desired. Hence the proposed algorithms are for distilling the generated signatures, and showed that these
signatures are practical for real time classification in the real world.
According to author in paper [5], this paper can facilitate collaboration, convergence on standard definitions and procedures. The
described Traffic Identification Engine (TIE), an open source tool for network traffic classification, can be applied to both live
traffic and previously captured traffic traces. It is also investigated that the performance of multi classification systems when applied
to early classification. TIE has the ability to configure from which portion of traffic the features passed to the classifier can be
extracted.
The author in paper [7] proposes an unsupervised learning, which is traffic clustering for classification, where labelled training data
is difficult and new patterns keep emerging. In order to improve the accuracy of traffic clustering, they constrained clustering
schemes, which make decisions by considering some background information are proposed. They use Gaussian mixture density and
adapt an appropriate algorithm for estimating the parameters.

I1l. SYSTEM DESIGN AND METHODOLOGY

The proposed system overcomes the limitation of iterative classifiers. The semi supervised classifiers are using the internet traffic
and also overcome the internet bots. The iterative filtering and multi batch seeding is applied to improve the performance. We
propose an unsupervised traffic classification that uses both flow features and packet payload. Using a bag-of-words approach and
latent semantic analysis, some clusters are identified. Auto-Learning achieves better results in terms of classification performance,
provides fine grained visibility on traffic, and offers a simple self-seeding mechanism that naturally allows the system to increase its
knowledge. The proposed homogeneous clustering algorithm achieves much better classification performance than existing traffic
classification like k-means methods. Homogeneous algorithm improves the overall system performance and resource efficient since
traffic reduction is used. The system architecture is as shown in figure.1.
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Fig.1 System Architecture

The functionalities of various software modules are explained below which includes four modules namely collection of dataset, data
pre-processing, traffic reduction, and feature extraction.

A. Collect Dataset

Most commonly a data set corresponds to the contents of a single database table, or a single statistical data matrix, where
every column of the table represents a particular variable, and each row corresponds to a given member of the data set. The data set
lists values for each of the variables, such as height and weight of an object, for each member of the data set. Here the Wireshark
tool is used to collect the dataset.

B. Data Pre-Processing

Data preparation and filtering steps can take considerable amount of processing time. It includes cleaning, normalization,
transformation, feature extraction, and selection etc. Analysing data that has not been carefully screened for such problems can
produce misleading results. Thus, the representation and quality of data is first and foremost before running an analysis.

C. Traffic Reduction

Traffic reduction method is one of the filtering method, it can reduce the data needed to be processed and hence increases the overall
system performance. However, if a filter eliminates data improperly, bot detection rates could increase. Traffic Reduction can
significantly improve the classification performance of many supervised classification algorithms.

D. Feature Extraction

Some of the behavior is distinguishable from normal behavior and hence features of the behavior can be extracted to detect bots. An
ideal feature should be applicable to as many bots as possible. The features are collected in the feature extraction stage, like packet
size, protocol, server port number, IP addresses etc and then the max membership principle is applied to the features to identify
malicious ones. A packet is sent to the feature extraction stage if and only if its source or destination address is listed in the IP
address list.

E. Clustering

Clustering is the process of grouping objects with similar features. In this paper the iterative clustering algorithm is used to classify
the network traffic. In our work we are going to demonstrate how cluster analysis can be used to effectively identify groups of
traffic. We are considering two unsupervised clustering algorithms, namely K-means and iterative homogeneous clustering for
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network traffic classification. We evaluate these two algorithms and compare them with the previously used auto class algorithm,

using empirical internet traces. Number of parameters used is six and based on these parameters there are three clusters formed with

four classes namely FTP, HTTP, Telnet and SMTP. The comparison analysis made between existing K-means algorithm and

proposed cluster algorithm. The graph (fig.7) shows the efficiency of proposed algorithm is better than that of existing algorithm.

Clustering Algorithm analyses each batch of newly collected flows via the ProcessBatch(). It uses doiterative() function to make

pure clusters the below algorithm shows the main loop of proposed algorithm.

This function takes in input

_ B, the batch of new flows or dataset;

_ U, the set of previous outliers that were not assigned to any class when processing the previous batch;

_ S, the set of seeding flows, i.e., flows already analysed in past batches for which iterative clustering algorithm was able to provide

a label;

As output, it produces

_ C, the set of clusters;

__ NS, the set of new seeds that are extracted from each cluster;

_ U, which contains the set of new outliers;

Its main steps are

1) Clustering the dataset to get homogeneous subsets of flows,

2) Flow label assignment (function doLabeling()), and

3) Extraction of a new set of seeds (function extractSeeds()).Note that flows that are not assigned to any cluster are returned in the
U set. Those flows are then aggregated in the next batch, so that they can eventually be aggregated to some cluster. In the
following it details each step of the batch processing. Steps for malware detection or to detect the internet bots

4) Clustering the dataset to get homogeneous subsets of flows,

5) After homogeneous clustering rule reduction method is used

6) Extraction of a new set of rules (the source and destination address should be present in the IP address list)

7) Comparison between k-means and proposed homogeneous cluster method

IV. EXPERIMENTAL RESULTS
To carry out the experiment we have installed JDK 1.8 on our machine with net beans-IDE. It consists of packet sniffer program to
capture and generate a Dataset. The implementation part consists of the following modules namely packet capturing, parameter
selection, iterative clustering, labelling and classification.

A. Packet Capturing

This module is mainly used for capturing the packets to classify the traffic. It uses packet sniffer algorithm to capture the packet or
packet capturing tools like Wireshark, netflow etc. Here Wireshark tool is used to capture the packet, it is one of the data capturing
tools used to provide the structure of different networking protocols. It can also parse and display the fields, along with their
meanings as specified by different networking protocols which are shown in the figure .2.

m!;nmmmnmlmmmummmummmn HITTIN T T TS TRty

Fig.2. Wireshark Traffic Dump

1) Tranalyzer2: Tranalyzer2 is a lightweight flow generator and packet analyzer designed for simplicity, performance and
scalability. The program is written in C and built upon the libpcap library. It provides functionality to pre- and post-process
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IPv4/IPv6 data into flows and enables a trained user to see anomalies and network defects even in very large datasets, this is
shown in figure.3.

T T e

& % ty 4 9:42PM X triveni
root@triveni-virtual-machine: /home/triveni/Downloads

Plugin directory does not exist.

Active plugins:

Start processing file: traffic.pcapng

BPF: (null)

Dump start: 1481209108.597831 sec : Thu 08 Dec 2016 20:28:28.597831
Finished processing, duration of file reading: 0.177565 seconds
Shutting down Tranalyzer 0.5.8...

Dump stop: 1481212696.130075 sec : Thu 08 Dec 2016 21:28:16.130075
Total dump duration: 3587.532244 sec

Number of processed packets: 14023

Number of processed traffic bytes: 8750300

Number of ARP packets: @

Number of RARP packets: ©

Number of IPv4 fragmented packets: ©

Number of IPv6 fragmented packets: ©

Number of IPv4 packets: 14023

Number of IPv6 packets: @

Number of processed IPv4 flows: 1251

A,B IPv4 flow asymmetry: 0.4644

Jnax Number of IPv4 flows: 567

|Average snapped Bandwidth: 19.513 KBit/s

Average full IP Bandwidth: 19.513 KBit/s
| |Average full raw Bandwidth: 19.513 KBit/s

root@triveni-virtual-machine: /home/triveni/Downloads#

Fig.3. parameter selection using tranlyzer2

2) Iterative Clustering: It uses doiterative () function to make pure clusters the below algorithm shows how the iterative clustering
will work.

3) Labelling: Once flows have been clustered, the doLabeling (CO) procedure assigns a label to each cluster. For each cluster I in
CO0, flows are checked. If I contains some seeding flows, i.e., flows (extracted from S) that already have a label, a simple
majority voting scheme is adopted: the seeding flow label with the largest frequency will be extended to all flows in 1, possibly
over-ruling a previous label for other seeding flows. More complicated voting schemes may be adopted. The below fig.2 shows
the accuracy of the proposed iterative algorithm is more than that of the existing algorithms.

The below snapshots show the results obtained in our work which includes data loading, data pre-processing, clustering and the

comparison between existing and proposed system in the form of accuracy.

Flow-Based Traffic Classification using clustering t...
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Fig.4 load data
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First we need to load the dataset for data pre-processing and for feature extraction which is shown in the fig.2. After loading the data,
the data pre-processing phase takes place which is shown in fig.3. It includes cleaning, normalization, transformation, feature

extraction, and selection etc
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Cluster process group objects with similar characteristics. Objects are described by means of selected features which are shown in
fig.4. In fig.5 shows the comparison between the proposed clustering algorithm and the existing K-means algorithm hence it is
concluded that our proposed algorithm is more effective than existing algorithm.
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The accuracy graph shown in the figure .7 is the comparison between existing k-means algorithm and proposed clustering algorithm.
Here X-axis indicates the generated clusters and Y-axis indicates the accuracy percentage. In this graph there are 4 clusters namely
FTP, HTTP, Telnet and SMTP and it shows the percentage values.

V. CONCLUSION
The proposed homogeneous clustering MLA is used for distinguishing different kinds of traffic in a computer network. Here we are
focusing on four different applications like FTP, HTTP, Telnet and SMTP. The homogeneous clustering method gives 90%
accuracy than the existing k-means method in terms of purity or homogeneity of clusters and it also able to distinguish the traffic
which appears to be similar, where an existing system cannot do.

VI. FUTURE SCOPE
The proposed algorithm which is considerably reduces the network traffic. Now the future work will be focusing on providing a
good QOS, network security and minimize the network delay
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ABSTRACT:The proposed system highlights one premium web services authentication system using dual factor in
order to assure enhanced protection. As internet is flooded with illegal and malware application which are almost
invisible to the generic user, hence there is a huge need to safe guard the clients who are actually paying for the services
in order to maintain confidentiality and privacy. The proposed system provides a better score of authentication
guarantee, which is very prominent for implementation purpose. A test bed is creating using windows OS and Android
Mobile Interface (AMI), considering IMEI and IMSI information of a real time cellular phone. The proposed system
highlights a novel dual-factor authentication scheme whereby a user’s device produces multiples OTPs from an initial
seed using the proposed production scheme.

KEYWORDS: One Time Password, Dual Factor Authentication, Android mobile interface
1. INTRODUCTION

Two-factor authentication is commonly found in electronic computer authentication, where basic authentication is
the process of a requesting entity presenting some evidence of its identity to a second entity. Two-factor authentication
seeks to decrease the probability that the requestor is presenting false evidence of its identity. The number of factors is
important as it implies a higher probability that the bearer of the identity evidence indeed holds that identity in another
realm (i.e.: computer system vs. real life). In reality there are more variables to consider when establishing the relative
assurance of truthfulness in an identity assertion, than simply how many "factors" are used. Two-factor authentication is
often confused with other forms of authentication. Two factor authentications require the use of two of the three
regulatory-approved authentication factors. These factors are: Something the user knows (e.g., password, PIN);
something the user has (e.g., ATM card, smart card); and something the user is (e.g., biometric characteristic, such as a
fingerprint). According to proponents, TFA could drastically reduce the incidence of online identity theft, and other
online fraud, because the victim's password would no longer be enough to give a thief permanent access to their
information. However, many TFA approaches remain vulnerable to Trojan controlled websites and man in the middle
attacks.[3] In addition to such direct attacks, three aspects must be considered for each of the 2 (or more) factors in order
to fully realize the potential increase in confidence of authentication:

e The inherent strength of the mechanism, i.e. the entropy of a secret, the resistance of a token to cloning, or the
uniqueness and reliability of a biometric.

e Quality of provision and management. This has many aspects, such as the confidence you can have that a token or
password has been securely delivered to the correct user and not an imposter, or that the correct individual has
presented himself for enrollment of his biometric, as well as secure storage and transmission of shared secrets,
procedures for password reset, disabling a lost token, re-enrollment of a biometric, and prompt withdrawal of
credentials when access is no longer required.

e Proactive fraud detection, e.g. monitoring of failed authentication attempts or unusual patterns of behavior which
may indicate that an attack is under way, and suitable follow-up action.

Another solution suggests the utilization of signature chains to address the chain length restriction by involving
public key techniques. This technique, however, also increases computation costs. Moreover, time-synchronized OTP
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systems, which are typically based on an internal clock synchronized with a main server, are not applicable for mobile
phones. In addition, due to the general nature of maobile phones (e.g., out of network, etc.); such synchronization cannot
typically be guaranteed. To overcome the restrictions discussed above, this proposed system will discuss OTP
production in the forward direction. This production will completely eliminate the mentioned limitations. Our idea is to
produce multiple OTPs from an initial seed in a parallel process with the service provider itself, e.g., an online bank, by
utilizing two different types of hash functions, which come with a nested chain. The resulting chain provides
forwardness and infiniteness.

1. RELATED WORK

D.Parameswari and L.Jose [1] describes a method of implementing two factor authentication using SMS OTP - One
Time Password to Secure an E-Transaction (SET). D.Parameswari and L.Jose provides the reader with an overview of
the various parts of the system and the capabilities of the system. Generated One Time Password is valid for only a short
user defined period of time and it is generated and verified using Secured Cryptographic Algorithm. FadiAloul, Syed
Zahidi, Wassim El-Hajj [2] describes a method of implementing two factor authentication using mobile phones. They
generated One Time Password is valid for only a short userdefined period of time and is generated by factors that are
unique to both, the user and the maobile device itself. Additionally, an SMS-based mechanism is implemented as both a
backup mechanism for retrieving the password and as a possible mean of synchronization. FadiAloul proposes and
develops a complete two factor authentication system using mobile phones instead of tokens or cards.

Bogdan Groza, DorinaPetrica [3] Leslie Lamport in his paper Password Authentication with Insecure
Communication proposed the use of one-way functions in order to obtain one time passwords. Because of their
simplicity cryptographic hash functions are commonly used for such purpose. HavardRaddum, Lars Hopland Nest’as,
and KjellJergen Hole [4] suggested two minor changes to Encap’s protocol designs, one to bring the activation
protocol’s key generation in line with “best practice,” and one to simplify the designs without reducing the security. The
seriousness of the attacks shows how important a system-level analysis and testing can be to determine the level of
security provided by protocols in a real system.

Stephen Chan, Stephen Lau, Jay Srinivasan, Adrian Wong [5] presented a prioritization of the work that needs to be
done. OTP has very broad ranging effects and it is important that the most pressing issues be dealt with first. In addition,
there is technology that needs to be developed and deployed-identified the work that we feel needs to be done, and
prioritized it based on current observations. Chunhua Chen, Chris J. Mitchell, Shachua Tang [6] show how Trusted
Computing can be extended in a GAA-like framework to offer new security services. They then propose a general
scheme that converts a simple static password authentication mechanism into a one-time password (OTP) system using
the GAA key establishment service. Vipul Goyal, Ajith Abraham, SugataSanyal and Sang Yong Han [7] device a novel
construction of hash chains. The basic idea here is to repeatedly require the insertion of user password after a fixed
distance in the hash chain. The links at which the insertion of the password is required may be made public and stored at
the host (server).

Kenneth G. Paterson and Douglas Stebila [8] consider the use of onetime passwords in the context of password-
authenticated key exchange (PAKE), which allows for mutual authentication, session key agreement, and resistance to
phishing attacks. Author describe a security model for the use of one-time passwords, explicitly considering the
compromise of past (and future) one time passwords, and show a general technique for building a secure one-time-
PAKE protocol from any secure PAKE protocol. Our techniques also allow for the secure use of pseudo randomly
generated and time-dependent passwords.

Dinei Florencio and Cormac Herley [9] describe a service that allows users one-time password access to any web
account, without any change to the server, without changing anything on the client, and without storing user credentials
in-the-cloud. Employ a simple mapping of the arbitrary input password to restricted character set OTP's: thus every OTP
is readable without ambiguity no matter what display or font is used, can be transmitted over SMS, and can be entered
even on unfamiliar keyboards without the use of meta keys.

Anders Moen Hagalisletto and Arne Riiber [10] present a commercial protocol, developed by a Norwegian start-up
copmany, for using a mobile terminal as a password calculator that could potentially be used towards any service
provider on the internet. They report theirr experiences by specification, validation, and analysis of the protocol in
particular the threat of phishing attacks is investigated.
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Ryoichi Isawa and MasakatuMorii [11] propose a new one-time password scheme against the Hybrid Theft attack*1.
The proposed scheme has three advantages: 1) secure against all the existing attacks, 2) based on only one-way hash
function, and 3) a mutual authentication scheme. Compared with SAS-X (2), the proposed scheme is more secure
because of the advantage 1, and can compute faster because of the advantage 2. SAS-X (2) is a one-way authentication
scheme

Andrew Tillman [12] presents Many MLSs and associations are looking to implement improved security measures
such as two factor authentication. Existing solutions are problematic in either cost and/or practicalityA solutions that use
SMS would be a cost-effective and practical way in which to provide this functionality and as a result greatly increase
the security of these important online resources. Alberto BenaventeMartinez, Spain [13] designs an authentication model
that uses a onetime password (OTP) mechanism.

Password-authenticated key exchange was first introduced by Bellovin and Merritt in 1992 [14] as a protocol in
which the client and server share a plaintext password and exchange encrypted information to allow them to derive a
shared session key. A later variant [15], often called verifier-based, removed the requirement that the server have the
plaintext password, instead having a one-way transformation of the password. The most extensively used model for the
security of PAKE protocols is the Bellare-Pointcheval-Rogaway (BPR) model [16] and its extension [17] for verifier-
based protocols. This model is the starting point of our model for the security of one-time-PAKE protocols. One
particular such protocol is the PAK protocol [18, 19], which is the basis of our construction in the full version of this
paper. Various authors have noted the value of using one-time passwords in authenticated key exchange protocols [20,
21, 22]. Abdalla et al. [23] (see also [24]) describe the OPKeyX protocol, a verifier-based one-time-PAKE protocol. It
uses a hash chain to derive subsequent one-time passwords from a seed such that the server can verify but not compute
the next password.

11l. PROBLEM DESCRIPTION

This dual-factor authentication system suffers from the following shortcomings:

e SMS Cost: During every login request or transaction process, it is necessary to send an SMS-OTP from the bank to
the user. This, in turn, will be costly to the bank with the consideration of statistics of bank’s transactions

e SMS Lateness: The SMS transmission delay represents one of the major limitations of the traditional system.

e International Roaming: Travelling overseas creates restrictions on the SMS services. Turning off the roaming
service will prevent the bank from sending the SMS-OTP, which in turn, stops the user from resuming any further
processes.

e  SMS Security: It can be said that while designing the GSM system, it had all security measures in mind, but as time
passed and algorithms were cracked by the hackers, SMS-OTP based systems were not kept secure.

IV.PROPOSED SYSTEM

The main aim of the paper is to develop an architectural framework for dual factor authentication system, where the
system will produce one time password (OTP) in the forward direction. The prime idea is to generate multiple OTPs
from an initial seed in a parallel process with the service provider itself, e.g., an online bank, student file management,
financial services etc. by utilizing two different types of hash functions, which come with a nested chain. The resulting
chain provides forwardness and infiniteness and it should run on multiple systems of wired or wireless network. The
cumulative architecture of the proposed system is as shown in Figure 1. The Lamport’s idea has been extended with
some modifications in order to generate infiniteness and forwardness, avoiding the use of public key cryptography. The
shortcoming of those two parameters, infiniteness and forwardness, cause the several vulnerabilities shown with respect
to the related work. A one-time password is valid for only one login session or transaction. OTP avoid a number of
shortcomings which are associated with traditional (static) passwords. Dual-factor authentication is an approach to
authenticate which requires the presentation of two different kinds of evidence that someone is who they say they are. It
is a part of the broader family of multi-factor authentication, which is a defense in depth approach to security.
Authentication is the act of confirming the truth of an attribute of a datum or entity. This might involve confirming the
identity of a person, tracing the origins of an artifact, ensuring that a product is what it’s packaging and labeling claims to
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be, or assuring that a computer program is a trusted one. The proposed work mainly constitutes of two modules e.g.
administrator (or service provider) and student. The administrator basically supervises the application by assisting in
creation of account as well as relaying the services based on the digital content used by the student user. As the
application will consist of a privilege access for the student, so an efficient and robust authentication as well as
authorization is highly required.

Student
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Figure 1: Proposed Architecture

The proposed system is mainly partitioned in three phases:

Enrollment Phase: The student gets the two different hash functions, and an initial seed, established on their Android
enabled mobile phone. To ensure that the information is completely shared with the service provider, the seed is
produced by the shared and unique parameters of the host and user, e.g., the International Mobile Equipment
Identity (IMEI), International Mobile Subscriber Identity (IMSI), and enrollment date.

Login and Authentication Phase: The steps of the login and authentication process between the user and service
provider are like this; the student logs in to the service provider’s website, requesting access. As a response to this
access request, a secure session is established, allowing the student to enter their authentication privileges, i.e.,
student’s name and password, the first factor of authentication, what the student knows. Also the student provides
the server with their OTP’s current status. The current status allows the server to synchronize the generated seed
with the student’s current seed to get the same seed value on both sides before sending a challenge. The server
randomly challenges the student with new indexes. The student enters those indexes, in their OTPgenerator to get
the corresponding OTP. The student responds with this corresponding OTP. The server compares the received OTP
with the calculated one. According to the server check, done in the previous step, the server will transfer an
authorization execution or a communication termination.

Mathematical Illustration: Through the enrollment process, the student gets two different hash functions, which
could be SHA-1, and hg(.), which could be MD5, along with an initial seed, “S;y;,” as the concatenation of the IMEI,

Copyright to JIRCCE DOI: 10.15680/IJIRCCE.2017. 0506102 11578


http://www.ijircce.com

ISSN(Online): 2320-9801
ISSN (Print): 2320-9798

International Journal of Innovative Research in Computer

and Communication Engineering
(An 1SO 3297: 2007 Certified Organization)

Website: wwwv.ijircce.com

Vol. 5, Issue 6, June 2017

IMSI, and registration time, which could be “1234567891234561234567891234507012010200259” assuming IMEI
is “123456789123456,” IMSI is “12345678912345,” and the registration time is “7/1/2012 20:02:59.” After logging
into the service provider’s website using a different and static username and password, the first factor of
authentication, the server asks the user for the OTP’s current status. If the student has generated numerous OTPs
without using them, he might have reached an OTP status of, for example, “17.” The user will submit his current
status to the server to allow the server to calculate the current seed  Sci=Ha''(Sin)
1220848648030773785924867285680707842195071405780, which means that the server has calculated seventeen
cascaded hashes of its initial seed “S;.; ,” using the SHA-1 algorithm, to be synchronized with the client. After that
the server sends a random challenge value of new indexes, e.g., X, y = 3, 4, which means the user has to calculate his
session OTP using this formula: OTP=hg*(Ha>(Scr))= 68606061177919188523363813602016333158. The server
has to calculate the same value in a parallel process, and as soon as the client responds, the server will match the two
values to give either a yes or no.

Static password has been long acknowledged as a big security and management headache to IT administrators of
enterprises. Usually, a simple password was used repeatedly by a user or written down carelessly on a piece of paper.
Unlike the traditional single-factor static password, one time password changes each time the user logs in. Thus, on one
side, the users are forever freed from remembering static password by simply using a detached OTP generator or token;
on the other side, sensitive personal information in the IT systems is better protected against unauthorized access since
relay attacks are effectively prevented. To face the increasing security demands on IT systems nowadays, it is highly
advised that enterprises introduce two-factor authentication methods into their IT infrastructure. The OTP solution, as
the most adaptable and flexible scheme, is becoming the most popular information security solution in the field with
cost-effective user OTP tokens and advanced security.

The proposed scheme can resist an off-line guessing attack because it uses strong passwords produced from strong
hash functions. Moreover, replaying reusable passwords is restricted by encoding passwords to be used one time.
However, it is necessary to prevent another token from becoming an OTP generator for the same user. A manual
process should handle this situation.

V. SIMULATION RESULTS

The proposed system is designed on Windows 32-bit OS with 1.84 GHz processor with broadband connectivity of 100
Mpbs. The programming is done on MyEclipse IDE. The experiment for the proposed system is done on real time
Samsung Galaxy Smartphone with Android 2.2. Hence Android Development Tools (ADT) is used as it is a plug-in for
the MyEclipse IDE that is designed to give a powerful, integrated environment in which to build Android applications.
The proposed system will be experimented with active wireless connectivity between the system and Android enable
device.

Can"t access your accounts
Sicgrs Lipe 8

Figure 2: Student Login Optios

THE ABOVE FIGURE 2 HIGHLIGHTS THE INITIAL AUTHENTICATION LOGIN FOR STUDENT. INITIALLY THE STUDENT
HAS TO SIGN UP A NEW ACCOUNT WHERE THEY HAVE TO FURNISH ALL THE DETAILS AS SHOWN IN FIGURE 3.
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Figure 3: Sign-up Information feeding.

After the successful sign-up, the student can log in to their privilege account using the similar College ID as user ID
and password, which was successfully fed at the time of sign up process
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Figure 4: Captacha Authentication.

Once the student logs and their initial user 1D and password is accepted, then they will be prompted to feed the random
digital information displayed by Captacha application as shown in Figure 4. Now, after the successful sign up, the
student can now perform initial login authentication for which they will be asked to feed OTP and Current status, both
of which is generated at the Mobile interface as shown in Figure 5 and 6.
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Figure 5: OTP & Current Status generation in Mobile interface
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Figure 6: Feeding OTP and Current Status from moblle interface to web interface.

Once the OTP and current status is authenticated, the new index will be generated automatically in web interface as

shown in Figure 7.
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Figure 7: Generation of new Index
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Figure 8: Generation of OTP in Mobile Interface.

Once the new index value is authenticated in the mobile interface, the next sequence, it will generate a new OTP, in
same mobile interface as shown in Figure 9. The student needs to take the newly generated OTP and feed in to their
web-interface for final authentication as shown in Figure 10.
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Figure 9: Feeding newly generated OTP in web interface.

VI. CONCLUSION AND FUTURE WORK

A new two-factor OTP-based authentication scheme has been proposed using Android maobile phones as they are
becoming more and more powerful devices. This new authentication protocol provides forward and infinite OTP
generation using two nested hash functions. The proposed approach has been illustrated to an online authentication
process. This scheme achieves better characteristics than the other schemes discussed above. The proposed system is
not limited to a certain number of authentications, unlike the previously-mentioned OTP hashing-based schemes and
does not involve computationally expensive techniques to provide the infiniteness. The protocol doesn’t require a token
embedded server synchronized clock like. The approach eliminates the problems with utilizing OTPs with an SMS,
consisting of the SMS cost and delay, along with international roaming restrictions. A detailed security analysis was
also performed that covered many of the common types of attacks. The two factor authentication property has been
achieved without restrictions.
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Traffic Sign Recognition Using Convolution
Neural Networks

S.Visalini
Assistant Professor, Dept. of ISE, The Oxford College of Engineering, Bangalore, Karnataka, India

ABSTRACT: Traffic signs have been designed to be easily readable for humans. For computer systems however,
classifying traffic signs is still a challenging pattern recognition problem. Both image processing and machine learning
algorithms are continuously refined to improve the recognition performance. A geo-coded traffic sign data set is
constructed and used for training and testing the data for the recognition of the traffic signs. Instead of using
handcrafted features such as HOG or SIFT which gives an accuracy around 75%, Convolutional Networks (ConvNets)
use biologically-inspired multi-stage architectures that automatically learn hierarchies of invariant features. By
applying ConvNets to the task, traffic sign classification becomes much easier and gives a better accuracy of about
85% - 95%.Using this recognition system, an application for the driver safety purpose is built. The application will
keep the driver updated about the traffic signs which will lead in fewer to no mistakes while driving.

KEYWORDS: Traffic sign; Classification; Image detection, Convolutional Networks.

I. INTRODUCTION

Traffic signs or road signs are signs erected at the side of or above roads to give instructions or provide information
to road users. The earliest signs were simple wooden or stone milestones. Later, signs with directional arms were
introduced, for example, the fingerposts in the United Kingdom and their wooden counterparts in Saxony.

With traffic volumes increasing since the 1930s, many countries have adopted pictorial signs or otherwise simplified
and standardized their signs to overcome language barriers, and enhance traffic safety. Such pictorial signs use symbols
(often silhouettes) in place of words and are usually based on international protocols. Such signs were first developed
in Europe, and have been adopted by most countries to varying degrees.

Road safety signs are primarily of three types:

1. Mandatory Signs - Mandatory signs are road signs which are used to set the obligations of all traffic
which use a specific area of road. Unlike prohibitory or restrictive signs, mandatory signs tell traffic what it
must do, rather than must not do. Most mandatory road signs are circular, may use white symbols on a blue
background with white border or black symbols on a white background with a red border, although the latter is
also associated with prohibitory signs.

O G

Straaght prohibited One way signs
or No eolry Vehicles prohibited in one diroction
No U-turns All motor vehicles Trucks prohibited
prohibited

Fig.1. Mandatory Signs
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2. Cautionary Signs- A warning sign is a type of traffic sign that indicates a hazard ahead on the road
that may not be readily apparent to a driver. While designs vary, they usually take the shape of an equilateral
triangle with a white background and thick red border.

MOUND ASOUT  DANGEROUS D SPEED BREAKER
Fig .2. Cautionary Signs

3. Information  Signs-  Aninformation signis a very legibly printed and very
noticeable placard that informs people of the purpose of an object, or gives them instruction on the use of
something. An example is a traffic sign such as a fuel pump.

PUBLIC PETROL HOSPITAL
TELEPHONE PUMP

Fig .3. Information Signs

The goals and objective of the project is to develop a method for traffic signs detection for vehicles that reduces the
number of accidents while driving. This method will be developed as an automated software-hardware solution that
will be supplied with the vehicle. To build a high performance traffic sign recognition system for Indian roads. Build
dataset of Indian Traffic Road Signs. Build a classification system to recognize the road signs.

Il. RELATED WORK

In [1]To design a good recognizer, many parameters should be taken into consideration. The recognizer should
present a good discriminative power and low computational cost .1t should be robust to the geometrical status of sign,
such as the vertical or horizontal orientation, the size, and the position of the sign in the image. It should be robust to
noise. The recognition should be carried out quickly if it is designed for real time applicationsin [2] There are two main
approaches in this field:Color-based approach allows reducing false positives results in the recognition process. These
are based on segmentation by threshold in color space for image processing. andGreyscale methods concentrate on the
geometry of the model to recognize it, color is used as a complementary technique to eliminate false positive results of
classification. In [3]The images are pre-processed with several image processing techniques, such as, threshold
techniques, Gaussian filter, Canny edge detection, Contour and Fit Ellipse. Then, the Neural Networks stages are
performed to recognize the traffic for sign pattern. Objective is to reduce the search space and indicate only potential
regions for increasing the efficiency and speed of the system. The traffic sign images are investigated to detect potential
pixel regions which could be recognized.In [4]What makes CNNs such a good fit for working with image data?Their
capacity can be controlled by varying their depth and breadth, and they also make strong and mostly correct
assumptions about the nature of images (namely, stationary of statistics and locality of pixel dependencies). Thus,
compared to standard feed forward neural networks with similarly-sized layers, CNNs have much fewer connections
and parameters and so they are easier to train, while their theoretically-best performance is likely to be only slightly
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worse.This is a highly influential paper that kicked off a whole stream of work using deep convolutional neural
networks for image processing. Two factors changed that made this possible: The availability of large enough datasets
specifically, the introduction of ImageNet with millions of images, whereas the previous largest datasets had 'only’ tens
of thousands and The development of powerful enough GPUs to efficiently train large networks.In [5] For localization
the classifier layers are replaced by a regression networks trained to predict bounding boxes at each spatial location and
scale. The regression predictions are then combined, along with the classification results at each location. Training with
multiple scales ensures predictions match correctly across scales, and exponentially increases the confidence of the
merged predictions. Bounding boxes are combined based on the distance between their centres and the intersection of
their areas, and the final prediction is made by taking the merged bounding boxes with maximum class scores.In [6]
The use of ReLU activation "Deep convolutional neural networks with ReLUs train several times faster than their
equivalents with tanh units Faster learning has a great influence on the performance of large models trained on large
datasets"Using multiple GPUs (two!), and splitting the kernels between them with cross-GPU communication only in
certain layers. The scheme reduces the top-1 and top-5 error rates by 1.7% and 1.2% respectively compared to a net
with half as many kernels in each layer and trained on just one GPU.Using overlapping pooling. Let pooling layers be
of size z x z, and spaced s pixels apart. Traditionally pooling was used with s = z, so that there was no overlap between
pools. Krizhevsky et al. used s = 2 and z = 3 to give overlapping pooling This reduced the top-1 and top-5 error rates by
0.4% and 0.3% respectively.

Traffic sign recognition has direct real-world applications such as driver assistance and safety, urban scene
understanding, automated driving, or even sign monitoring for maintenance. It is a relatively constrained problem in the
sense that signs are unique, rigid and intended to be clearly visible for drivers, and have little variability in appearance.
Still, the dataset provided presents several difficult challenges due to real-world variability’s such as viewpoint
variations, lighting conditions (saturations, low-contrast), motion-blur, occlusions, sun glare, physical damage, colour
fading, graffiti, stickers. Although signs are available in the training set, temporal information is not in the test set. The
present project aims to build a robust recognizer without temporal evidence accumulation. Several existing approaches
to road-sign recognition have used computationally-expensive sliding window approaches that solve the detection and
classification problems simultaneously. But many recent systems in the literature separate these two steps. Detection is
first handled with computationally-inexpensive, hand-crafted algorithms, such as colourthresholding. Classification is
subsequently performed on detected candidates with more expensive, but more accurate, algorithms. Although the task
at hand is solely classification, it is important to keep in mind the ultimate goal of detection while designing a classifier,
in order to optimize for both accuracy and efficiency. Traffic Sign Recognition covers two problems: traffic sign
detection (TSD) and traffic sign classification (TSC).The dataset is available only for Belgium and Germany. Mean
accuracy built by A.de la Escalera, J.MaArmingol,M.Mata “Traffic sign recognition and analysis for intelligent
vechicles”using neural network system is 79.42%.This work does not use latest advances in the field of neural
networks like convolutions.

Classification has been approached with a number of popular classification methods such as Neural Networks. Here
we use the convolution neural network, The ConvNet. One advantage of ConvNets is that they can be run at very high
speed on low-cost, small form-factor parallel hardware based on FPGAs or GPUs. Embedded systems based on FPGAs
can run large ConvNets in real time, opening the possibility of performing multiple vision tasks simultaneously with a
common infrastructure.

I11. PROPOSED SYSTEM

Creating a dataset for Indian roads. The solution uses to propose recent advances in deep learning including
convolution layers in addition to the feed forward neural network. Evaluate the performance of the system by
considering additional signal like nearby detected signs. Building an application to demonstrate how this system can be
used to improve driver safety.

. User captured image:

An image with traffic sign is captured by the user. The image must contain at least 1 traffic sign to be
detected. The outcome of the image will also depend on the quality of the image. The better the resolution the
better the accuracy.
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. Traffic sign detection:

The fed image is processed and searched for the traffic signs. The parameter checked are round, triangle,
square, pentagonal, octagonal shapes with red, blue or yellow color surrounding it. A bounding box is put
around the traffic sign.

Predefined dataset
User captured Detect traffic sign - L Convolution neural _
image I in the image Cropthe Imags network algorithm No Right Tumn

Classified image +—

Fig .4. System Architecture Diagram

. Crop image:

Once the sign is detected then that image is cropped. The image within the bounding box is kept and the
rest is discarded. That will help in the recognition process only to focus on the traffic sign.

. Convolution neural network:

A biologically-inspired, multilayer feed-forward architecture that can learn multiple stages of invariant
features. Each stage is composed of a (convolutional) filter bank layer, a non-linear transform layer, and a
spatial feature pooling layer. The spatial

convolutions subsampling convolutions full

l J connection

T

convolutions subsampling

input 1st stage 2nd stage classifier

Fig . 5. Convolution Neural Network Architecture

pooling layers lower the spatial resolution of the representation, thereby making the representation robust
to small shifts and geometric distortions, similarly to “complex cells” in standard models of the visual cortex.
ConvNets are generally composed of one to three stages, capped by a classifier composed of one or two
additional layers.
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Fig .6. CNN feature extractor for Traffic Sign Classification

A gradient-based supervised training procedure updates every single filter in every filter bank in every
layer so as to minimizes a loss function.

. Classified image:

The image comes out of the classifier as a lablled traffic sign, the confidence score.

. Predefined dataset:

Traffic sign images are cropped and labelled which will be used for training the dataset.

. Application:

Using this traffic sign recognition system, an application is built to demonstrate improved driver safety.
The application keeps the driver updated about the traffic signs and violations. This will reduce accidents due
to human error.

IV.PSEUDO CODE

I) Dataset collection

Input: The recognition task requires a set of images with various traffic signs for classification.

Step 1:These images are obtained by taking pictures of traffic signs with geolocation using an android app
developed for this purpose.

Step 2:The app monitors changes in geolocation and uses this information when a picture is taken. This
information is written into a CSV file which is then downloaded to a common machine for aggregation and
processing.

I1)Image detection/processing:

Input:The captured and geocoded images are available in separate CSV files originating from separate
instances of the app.

Step 1:A program merges all this data into a single dataset making it ready for processing.

Step 2:Before the images can be fed into a classifier, the following tasks must be carried out:

i) The traffic signs in the image must be identified and a bounding box has to be marked around the signs

ii)The sign has to be extracted, labelled, for use as training data in the classifier

The size of the bounded area must be uniform across the dataset

Step 3:A web tool loads each image from the dataset onto a web page and the bounding box is marked.
This information is added back into the dataset.

Step 4:The type of sign is also labelled.

Step 5:A script then crops all the bounding boxes and resizes them into a 30px * 30px image ready for the
classification
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V. SIMULATION RESULTS

The proposed Traffic sign recognition using Convolutional neural network and Screenshot for Driver Assistance
Application are as shown in fig.7.
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Fig.7.Screenshot for Drlver A55|stance Application

This web application will have a preloaded data set. Here we have collected traffic signs of 2 locations in Bangalore
(HSR layout, Koramangala) and have loaded it in the map with its geo location. All the different signs are categorised
into different groups (as shown on the right corner).

You can select a particular traffic sign. Here we have selected pedestrian crossing, only the pedestrian crossing tags in
that area are shown and the rest are blurred.
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Fig.8.The dataset of the traffic sign

The dataset of the traffic sign is shown in fig.8.,which was collected and cropped for the recognition purpose. Each of
the image is cropped and resized to 32*32 p. We collected over 500 pictures in these 2 locations.
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Fig .9. Screenshot for Driver Assistance Applicatid‘ri‘f‘c')r‘ ﬂNo parking

While conducting a simulation we need to give a start and a end location to a car, as the car moves in the given path the
nearby traffic sign pops up. If there is any warning sign (hump ahead, school, pedestrian crossing etc,..) a pop up is
shown on the right corner which gives a warning saying ‘go slow’ the pop up remains for 5 sec, every half a sec the
color given to the pop up fades out and the end of the 5th sec it vanishes. when the car reaches the end location, if there
is any no parking sign nearby it gives an alert saying ‘No parking here’ by which its understood for the driver not to
park in that location. The Simulated graph for accuracy and Loss are shown in fig.10. and fig.11.

Accuracy

/

Fig .10. Accuracy for the Recognition Fig .10. Loss/Error rate of the Recognition

VI. CONCLUSION AND FUTURE WORK

By applying ConvNets to the task, traffic sign classification becomes much easier and gives a better accuracy of
about 85% - 95%.Using this recognition system, an application for the driver safety purpose is built. The application
will keep the driver updated about the traffic signs for better driving assistance and safetyln future the driver assistance
system can be used on cars to work according to the traffic signs and the recognition system can be used on self driving
cars to learn and understand the traffic signs
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Abstract

Optical biosensors are powerful detection and analysis tool that has vast applications in biomedical research, healthcare,
pharmaceuticals, environmental monitoring, and the battlefield. Biosensors consist of a biological entity that can be an enzyme,
antibody, or nucleic acid that interacts with an analyte and produces the signal that is measured electronically. A variety of substances
including nucleic acids, proteins (particularly antibodies and enzymes), lectins (plant proteins that bind sugar moieties) and complex
materials (organelles, tissue slices, microorganism), can be used as the biological components. Fluoride content in drinkable
groundwater directly affects the quality of drinking water. In this paper we have demonstrated a 2-dimensional photonic crystal based
biosensor with line defect which can detect different fluorides in water. Simulation and analysis has been done for calcium fluoride,
cesium fluoride, potassium fluoride, lithium fluoride and strontium fluoride and peak has been observed. One such major detection
is to detect dental fluorosis caused by the fluorides present in water. Finite Difference Time Domain (FDTD) method has been used

for the analysis. MEEP is Maxwell's Electromagnetic Equation Propagation simulation tool. The application of FDTD method is

computation of transmission spectrum. MEEP is simulation package for the computation of transmission/reflection spectra, field

patterns, resonant modes & frequencies in dielectric structures.

< | Previous Next | >

Keywords
PBG fluorosis

1. Introduction

Dental fluorosis is a alteration in the advent of the tooth's enamel. These variations can vary from hardlyperceptible white spots in
mild forms to staining and pitting in the more severe forms. Dental fluorosis only occurs when younger children devour too much
fluoride, from any source, over long periods when teeth are evolving under the gums. The advantageous effects of fluoride on dental
caries are due predominantly to the topical effect of fluoride after the teeth have vented in the oral cavity. Biosensors function by
coupling a biological sensing element with a detector system using a transducer [1] and biosensor for living cell [2]. Optical biosensors
are powerful detection and analysis tool that has vast applications in biomedical research, healthcare, pharmaceuticals, environmental
monitoring, and the battlefield [3]. Fluoride is a naturally occurring compound derived from fluorine, the 13th most abundant

element on Earth. The basics of knowledge of Fluoride and Causes of fluoride in drinking water [4].

The organic bio molecules get excited from lower energy state to higher energy state, when optical beam is incident and lose their

energy in the form of photons and relax to the ground state [5]. Maxwell's Curl equations are expanded in rectangular Coordinate
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Abstract and Figures

The world is facing an unprecedented problem in safeguarding 0.4?% of potable water,
which is gradually depleting day-by-day. From a literature survey it has been observed that
the refractive index (RI) of water changes with a change in salinity or total dissolved solids
(TDS). In this paper we have proposed an automatic system that can be used for real-time
evaluation of salinity or TDS in drinking water. A photonic crystal (PhC) based ring
resonator sensor has been designed and simulated using the MEEP (MIT Electromagnetic
Equation Propagation) tool and the finite difference time domain (FDTD) algorithm. The
modelled and designed sensor is highly sensitive to the changes in the RI of a water
sample. This work includes a real-time-based natural sequence follower, which is a
machine learning algorithm of the naive Bayesian type, a sequence of statistical algorithms
implemented in MATLAB with reference to training data to analyse the sample water.
Further interfacing has been done using the Raspberry Pi device to provide an easy
display to show the result of water analysis. The main advantage of the designed sensor
with an interface is to check whether the salinity or TDS in drinking water is less than
1000?ppm or not. If it is greater than or equal to 2000?ppm, the display shows ?High
Salinity/TDS Observed?, and if ppm are less than or equal to 1000?ppm, then the display
shows ?Low salinity/TDS Observed?. The proposed sensor is highly sensitive and it can
detect changes in TDS level because of the influence of any dissolved substance in water.
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Abstract and Figures

Quantum-dot cellular automata is a promising successor of CMOS technology. QCA
proposed by Lent et al. is an emerging technology that offers an innovative approach for
computing at nano-scale by monitoring the position of a single electron. This technology
allows the implementation of logic devices using quantum dots instead of transistors,
diodes. QCA technology has large potential in terms of high space density and power,
possible to achieve miniaturization of circuits and high speed processing. The paper
provides an efficient design and layout of code converters based on quantum-dot cellular
automata using QCADesigner tool. In this paper a number of new results on binary to gray
and gray to binary code converters and detailed simulation using QCAD designer tool is
presented. We have performed a comparative study of proposed design with recent
previous designs and proved that proposed design is efficient in terms of complexity, cell
count, area usage and clocking.
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A Novel Image Compression Using Block Local
Binary Pattern (LBP) with LZW
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Abstract: Image compression is aimed at reducing the data quantity, without degrading the image Quality beyond an
acceptable threshold. The main advantage of LBP is it can give local texture pattern in an efficient manner. In this LBP
values are used for the image compression. The description of image's local pattern results in an eight-bit binary
description, but in order to restore the image from such a LBP description, the value of each central pixel is also
needed. LZW coding which is simple and lossless technique is used for the LBP data compression. Finally result
analysis is made based on performance parameters PSNR, MSE, SSIM.

Keywords: local binary pattern, local texture classification, Lempel-Ziv-Welch (LZW).

I. INTRODUCTION

In recent vyears, the development and demand of
multimedia product grows increasingly fast, contributing
to insufficient bandwidth of network and storage of
memory device. Therefore, the theory of data compression
becomes more and more significant for reducing the data
redundancy to save more hardware space and transmission
bandwidth. In computer science and information theory,
data compression or source coding is the process of
encoding information using fewer bits or other information
bearing units than an unencoded representation.
Compression is useful because it helps reduce the
consumption of expensive resources such as hard disk
space or transmission bandwidth. Nowadays, an amazing
amount of data is generated every minute, e.g. (1) Google
will receive 2 million search requests (2) facebook users
upload and share more than 6,94,000 pieces of content
(3)more than 184.8 billion e-mails are sent and received
during a day. From above examples it is understood that
image compression is important for many purposes. The
Internet population globally has grown 6.59 percent from
2010 to 2011 and now it is all most 2.1 billion people, are
using it to communicate, share, or store information.
Mainly photos and videos occupy most of the space, with
more than 8,000 photos shared each minute, e.g. Instagram
share 3,600 new photos. Because of the explosively
increasing information of image and video in various
storage devices and Internet, the image and video
compression technique becomes more and more important.
Considering an average of 20MB/photo and a compression
rate of 0.15, the predicted quantity of archived information
is about 550 billion, 20MB i.e.73 bytes. In this project hew
method of image compression using LBP is proposed, this
will saves more space when compared to the existing
compression algorithms.

Il. THEORTICAL ASPECTS

A. LOCAL BINARY PATTERN

The concept of Local Binary Pattern (LBP) was
introduced by Ojala [1] as a fine texture scale descriptor,
used to summarize the local structure of images. LBP

Copyright to IJIREEICE
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labels the image pixels and creates a binary number used
for classification in computer vision This method takes
each pixel and compares it with its neighbour’s colour
value. LBP is tolerant to monotonic illumination changes,
an important advantage being its computational simplicity,
therefore making possible real-time analysis. The LBP
description is created by dividing the image into small 3x3
pixel matrices. The colour value of each central pixel is
then compared with its eight neighbours whether these
neighbour colour values are greater or less than the central
point and a binary value is accordingly assigned to the
corresponding bit. The algorithm is applied on a 3x3
neighbourhood, so for each central point there are eight
neighbours, leading to an eight-bit value and a subsequent
distinct label.

Fig.1 shows the local binary pattern for Small portion
considering (3x3) block and its binary values.

B. Lempel-Ziv-Welch (LZW)

LZW is dictionary based algorithm, which is lossless in
nature. This method was developed originally by Ziv and
Lempel, and subsequently improved by Welch. As the
message to be encoded is processed, the LZW algorithm
builds a string table that maps symbol sequences to/from
an N-bit index. The string table has 2N entries and the
transmitted code can be used at the decoder as an index
into the string table to retrieve the corresponding original
symbol sequence. The sequences stored in the table can be
arbitrarily long. A particular LZW compression algorithm
takes each input sequence of bits of a given length (for
example, 13 bits) and creates an entry in a table
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(sometimes called a "dictionary" or "codebook™) for that
particular bit pattern, consisting of the pattern itself and a
shorter code.

111. BLOCK DIAGRAM

1.The original image can be grey image or colour image if
it is greyscale image then no operation is performed ,if
suppose it is colour a image is divided into R,G,B pixels
separately and converts into bitmap image.

LZw
Encoder

Read Convert Store sign
into 3X3 and

Extract Subtract
— central with |-
Image
block pixel neighbour difference
¥

LBP Encoder

LBP
Decoder

| LW
Decoder

Performance Collecting
] A

data

l '.
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!

Compression

PSNR MSE S5IM

index

Fig. 2Block diagram of proposed system

2. From original image, two smaller images are created:-
one made of LBP codes and other containing the values
for neighbourhood’s centre pixels.

3. Pixels greyscale image is divided into 3*3 matrices. If it
does not divide into image width or height, the borders
matrices are filled in with random value 0’s.

4. For every 3*3 matrix, the LBP code is calculated for
every central grey value in each neighbourhood and results
in eight-bit binary code.

5. Eight-bit pattern obtained based on conditions:

a) The value is “17if pixel value is equal or greater than
central pixel.

b) The value is “0”if pixel is less than central pixel.

6. Then its stores the value o central pixels, difference and
the sign (i.e binary value).

7. Further LZW encoding algorithm is used to reduce the
size of image.

8. Reconstruction can be done by decoding using LZW
decoding algorithm. Further data regarding central pixel,
sign and differences are collected and LBP decoder is used
to retrieve the original information.

9. Finally the performance of original
proposed model is examined.

image with

IV. RELATED WORK ON IMAGE COMPRESSION

Image compression is a method of reducing the data
quantity, without degrading the image quality beyond an
acceptable threshold. This can be done by removing the
redundancy present in the image. In information theory,
data compression is the process of encoding information
using fewer bits than the encoded representation, with the
advantage of reducing the consumption of significant
resources such as disk space or transmission bandwidth.

Compression of an image requires storing the image in a
bit flow/stream which is in binary 0’s and 1’s as compact
as possible and decoding the image as accurately as
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possible. The needed elements are an encoder and a
decoder. The encoder receives the image and converts it
into a series of binary data which are then transmitted or
stored. The decoder re-creates the image as accurately as
possible. The flow compression is described in Fig. 3.

Encoder

101111011111..........

Decoder

B

Fig.3 flow of image compression

Types of compression
a. Lossy compression
b. Lossless compression.

a. Lossy compression: It is a technique in which
reconstructed image is not same as that of original image.
It is irreversible process.

Eg. JPEG, MPEG.

b. Lossless compression: It is a technique in which
reconstructed image is same as that of original image. It is
reversible process.

Eg. LZW, Huffman coding

The important properties of a compression algorithm are
the compression ratio and the reconstruction quality. The
compression ratio is the report of bits numbers needed to
represent the data before and after compression.

V. PROPOSED MODEL

The main aim of compression is not to degrade the image
quality performance but can decrease the data quantity. In
this paper the original image can be colour or grey scale
image .If the image is colour then it is converted into grey
scale image before applying it to LBP encoder.fig.4 shows
the colour image and its grey scale.

(a)
Fig 4 : image (a) shows colour image (174kb),image(b)
shows grey scale image(174kb).

(b)

After converting the image to grey scale, the image is
resized to 600*600 to make out blocks easily, then LBP
encoding process is carried out where the image is divided
into 3*3 blocks and for each block the central pixel value
is obtained and their neighbouring pixel values and
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difference is calculated and stored. The fig.5 shows the better the accuracy and similarity between images. An
output of LBP encoder. As the LZW algorithm is important advantage of the approach is the compression
dictionary based system it converts decimal value to rate, especially when considered in the context of good

ASCII values to encode the pixel values.

Fig5 Output of LBP encoder

(b)

Fig.6 (a) reconstructed image based on 17% uniform
distribution. (b) reconstructed image based on 17% of
Gaussian distribution.

VI. EXPIREMENTAL RESULTS

The proposed method is implemented and analysis is done
in MATLAB. The results are illustrated using different
images shown in Fig 7. (a) Portrait image (b) ultrasound
medical image

(@)
Fig 7 Shows test images taken to compare the
performance

(b)

For testing purpose the reconstruction was performed on
each image using four different percentage values for
dispersion [8]. The uniform and Guassian distribution are
considered more the percentage of dispersion more is the
pixel variation .Table | summarizes the results.

However, results proved that the lower the percentage, the
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SSIM values. Table Il shows a comparison between the
original image and compressed image .PSNR is the peak
signal to noise ratio which should be more.MSE is the
mean square error should be less. The compression ratio is
original image to compressed image

TABLE | QUALITY OF RECONSTRUCTION OF
IMAGES WITH STRUCTURAL SIMILARITY INDEX
METRIC (SSIM)

) o Limits of dispersion around central pixel
Fig7 Distribution
17% 9% 6% 2%
(a) Uniform 0.92457 0.87229| 0.81673| 0.4834
Gaussian 0.82878| 0.77649| 0.72094| 0.3876
(b) Uniform 0.92851| 0.87622| 0.82067 0.48733
Gaussian 0.84814| 0.79585 0.7403| 0.40637

TABLE Il COMPRESSION PERFORMANCE
COMPARISION BETWEEN ORGINAL IMAGE (Kb)
AND COMPRESSED IMAGE (Kb)

Seecf
Test Image |Size of Orginl Compression
‘ Compreseed  Redundancy | S| PSR | MSE
el | el Retio

Image(i)
] 13947 A0 A3 076%62) 092457 39.3892) 189653
] W78 2% S 0801) 092851 20.0205) B0

VII. CONCLUSION

The public internet is a world-wide computer network
through which images are sent, received and stored on
hard disk or database. The main aim is to reduce the
bandwidth and to maintain image quality. The multimedia
technology is also developing rapidly. In the recent years,
images has been widely used in day-to-day life such as, in
financial records, military purpose, medical images,
archaeological field. Hence the promising approach is
image compression and also requires easy reliable
restoration and retrieval. Therefore this paper presents the
image compression using local binary pattern technique
with LZW algorithm. The drawback can be information
losses. SSIM is used to evaluate the quality of restoring
i.e. upto 0.92.Apart from this in this proposed algorithm
the performance of proposed system’s PSNR, MSE,
redundancy and compression index values are evaluated
with original images it shows proposed method as better
reliability and retrieval quality.
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The present paper describes the process optimization study for crude oil degradation which is a continuation of our earlier work
on hydrocarbon degradation study of the isolate Stenotrophomonas rhizophila (PM-1) with GenBank accession number KX082814.
Response Surface Methodology with Box-Behnken Design was used to optimize the process wherein temperature, pH, salinity, and
inoculum size (at three levels) were used as independent variables and Total Petroleum Hydrocarbon, Biological Oxygen Demand,
and Chemical Oxygen Demand of crude oil and PAHs as dependent variables (response). The statistical analysis, via ANOVA,
showed coefficient of determination R* as 0.7678 with statistically significant P value 0.0163 fitting in second-order quadratic
regression model for crude oil removal. The predicted optimum parameters, namely, temperature, pH, salinity, and inoculum size,
were found to be 32.5°C, 9, 12.5, and 12.5 mL, respectively. At this optimum condition, the observed and predicted PAHs and crude
oil removal were found to be 71.82% and 79.53% in validation experiments, respectively. The % TPH results correlate with GC/MS
studies, BOD, COD, and TPC. The validation of numerical optimization was done through GC/MS studies and % removal of crude

oil.

1. Introduction

Bioremediation is an ecologically acceptable technology that
employs the use of microorganisms to efficiently degrade
pollutants [1]. The strain Stenotrophomonas rhizophila (PM-
1) showed potential crude oil and PAHs degrading ability
in our earlier report [2]. In the present study, an attempt
has been made to optimize the process of bioremediation
through Response Surface Methodology (RSM), which is a
reliable and powerful tool for modelling and optimization of
bioremediation processes [1].

In RSM, the Box-Behnken Design is having the maxi-
mum efficiency for an experiment involving three factors and
three levels; further, the number of experiments conducted
for this is much less compared to a central composite design.
Box-Behnken Designs always have three levels for each factor
and are purpose built to fit a quadratic model [3, 4]. The

Box-Behnken Design does not have runs at the extreme
combinations of all the factors but compensates by having
better prediction precision in the centre of the factor space.
While a run or two can be botched in these designs the
accuracy of the observations in the remaining runs is critical
to the dependability of the model. Categoric factors can be
added to these designs; however, the design is duplicated for
every categoric treatment combination. It is well established
that, in biological treatment processes, various operational
parameters such as the level of temperature, salinity concen-
tration, inoculum size, and pH directly influence the bacterial
degradation performance of PAHs and crude oil [5]. Thus,
to make the process more efficient, faster, and practically
applicable, studies on the effect of each factor on the bacterial
degradation of PAHs and crude oil appear essential [6].
Hence in this context, the present study was designed with
an attempt to optimize cultural (pH, temperature, dose of



TABLE 1: Experimental range and the variables showing the limiting
factors.

Name Unit  Type Low High
Temperature °‘C  Factor 25 40
pH Factor 5 11
Salinity Factor 5 20

Factor 5 20
Response

Inoculum size ml
Total Petroleum Hydrocarbon (TPH) %
Biological Oxygen Demand (BOD) mg/L Response
Chemical Oxygen Demand (COD) mg/L Response

inoculum, and salinity concentration) factors using conven-
tional (one-factor-at-a-time) and statistical Response Surface
Methodologies (RSMs) for degradation of crude oil and PAHs
by the strain Stenotrophomonas rhizophila PM-1.

The present work discusses the use of Box-Behnken
Design approach to plan the experiments for crude oil degra-
dation with an overall objective of optimizing the process to
degrade the crude oil.

2. Materials and Method

2.1. Soil Sampling and Isolation of Bacteria. The soil samples
were collected from different localities of Western Ghats
of Karnataka State, covering the oil spilled areas and the
hydrocarbon degrading bacteria were isolated using R,A
media followed by serial dilution using standard protocols.

2.2. Preliminary Degradation Studies, PAHs, and Crude
Oil Utilization Studies. The preliminary degradation was
studied using redox indicator 2,6-dichlorophenolindophenol
(DCPIP) [7]. The 2% PAHs and crude oil utilization by the
bacterial isolate using Bacto Bushnell Hass broth was studied
using decanol, hexadecane, toluene, dodecane, engine oil,
benzene, octane, oleic acid, and naphthalene as sole carbon
source and checked for utilization.

2.3. Experimental Design. The Box-Behnken factorial exper-
imental design had employed four independent variables,
namely, temperature (25, 30, 35, and 40°C), pH (5, 7, 9,
and 11), salinity (5, 10, 15, and 20), and inoculum size (5,
10, 15, and 20 ml) as mentioned in Table 1. Each of the
independent variables was studied at three levels (1, 0, and
+1), with 29 experimental runs and one control. The levels
were selected based on the results of experimental designs
as shown in Table 2. The full strength media with 2% crude
oil/PAHs act as a control. The statistical software Design-
Expert® 10 (Stat-Ease, Inc., Minneapolis, MN, USA) was used
to evaluate the analysis of variance (P < 0.05) to determine
the significance of each term in the fitted equations and
to estimate the goodness of fit in each case. In order to
visualise the relationship between the experimental variables
and responses, 3D plots are generated from the models. The
optimum variables are obtained from the response surface.

2.4. Extraction of Residual Oil and Total Petroleum Hydrocar-
bon (TPH) Analysis. Based on the preliminary degradation
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TaBLE 2: Full-factorial Box-Behnken Design levels for the four
independent variables showing total of 29 sets of experimentation
work.

Std Run Temp ("C) pH Salinity Inoculum size (ml)
8 1 32.5 8 20 20
16 2 32.5 1 20 12.5
12 3 40 8 12.5 20
18 4 40 8 5 12.5
23 5 32.5 5 12.5 20
6 6 32.5 8 20 5
1 7 25 8 12.5 20
20 8 40 8 20 12.5
14 9 32.5 1 5 12.5
29 10 32.5 8 12.5 12.5
25 1 32.5 8 12.5 12.5
22 12 32.5 1 12.5 5
21 13 32.5 5 12.5 5
19 14 25 8 20 12.5
1 15 25 5 12.5 12.5
28 16 32.5 8 12.5 12.5
13 17 32.5 5 5 12.5
5 18 32.5 8 5 5
10 19 40 8 12.5 5
7 20 32.5 8 5 20
21 40 1 12.5 12.5
9 22 25 8 12.5 5
27 23 32.5 8 12.5 12.5
15 24 32.5 5 20 12.5
3 25 25 1 12.5 12.5
24 26 32.5 1 12.5 20
2 27 40 5 12.5 12.5
17 28 25 8 5 12.5
26 29 32.5 8 12.5 12.5

results, the potential bacterial strains were selected and
checked for the utilization capability of the crude oil. The
isolates were inoculated into the conical flask containing
Bacto Bushnell Hass broth in artificial sea water along with
2% crude oil and dextrose as additional carbon source [2].
The flask was monitored at regular intervals of time up to 15
days. The flasks were observed for any changes in the physical
nature of the oil.

2.5. Biological Oxygen Demand (BOD) and Chemical Oxygen
Demand (COD) Analysis. In order to assess the rate of
degradation and PAHs utilization by the isolate S. rhizophila
KX082814, the BOD and COD analysis were performed by
following standard methods (APHA, 2001, and IS-3025).

2.6. GC/MS Analysis to Validate the RSM Design. The GC/MS
analysis was performed using a MS-5973 spectrometer cou-
pled to a Hewlett-Packard Model 6890 and GC equipped with
a cool-on-column inlet and capillary direct interface. The
instrument conditions were the following: capillary column
HP-IMS, 60m x 0.2mm; helium column flow 1ml/min;
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TABLE 3: Showing the % TPH, BOD, and COD results of 29 experimental designs using S. rhizophila KX082814 when crude oil was used as

sole carbon source on 15th day of incubation period.

Std Run Temp (°C) pH Salinity Inoculum size (ml) % TPH BOD (mg/1) COD (mg/l)
8 1 32.5 8 20 20 53 153 226.8
16 2 32.5 1 20 12.5 56 189 245.6
12 3 40 8 12.5 20 52 178 286.5
18 4 40 8 5 12.5 51.89 196.5 258
23 5 32.5 5 12.5 20 68.5 221 356
6 6 32.5 8 20 5 61.53 216 341
1 7 25 8 12.5 20 67.84 256 382
20 8 40 8 20 12.5 53.52 188 256
14 9 32.5 1 5 12.5 65.23 225 358
29 10 32.5 8 12.5 12.5 70.25 241 442
25 1 32.5 8 12.5 12.5 69.05 221 395
22 12 32.5 1 12.5 5 65.2 198 305
21 13 32.5 5 12.5 5 62.59 225.6 298.5
19 14 25 8 20 12.5 53 184.2 219.9
1 15 25 5 12.5 12.5 61.52 205 298.5
28 16 32.5 8 12.5 12.5 64.25 236.5 336.8
13 17 32.5 5 5 12.5 68.54 295.6 358
5 18 32.5 8 5 5 60.21 258 356.5
10 19 40 8 12.5 5 58.5 187.5 265
7 20 32.5 8 5 20 63.25 225 398.5
21 40 1 12.5 12.5 55.26 198 268
9 22 25 8 12.5 5 59.25 189.65 258
27 23 32.5 8 12.5 12.5 64.58 242.6 421.2
15 24 32.5 5 20 12.5 61.22 215.8 395.8
3 25 25 1 12.5 12.5 60.25 210.5 298.5
24 26 32.5 1 12.5 20 62.54 235.6 329.5
2 27 40 5 12.5 12.5 58.21 189.58 298.5
17 28 25 8 5 12.5 59.52 178.5 258.5
26 29 32.5 8 12.5 12.5 55.68 153.8 221.35

pressure 18.5 psi; and split ratio 20 : 1. The initial temperature
was 70°C and kept for 5 minutes with a temperature ramp of
14°C per minute and final temperature of 280°C was kept for
10 minutes with total run time 3024 minutes. A solvent delay
was employed in order to prolong detector lifetime from 0
to 4.5 minutes. The solvent front reached the detector in 4.0
minutes and initial analyte retention time was approximately
7 minutes, so there was no loss of resolution due to initial
solvent delay. The solvent used in all analyses was mixture of
hexanes.

2.7. 165 rRNA Sequencing and NCBI Gene Bank Deposition.
Bacterial identification was carried through 16s rRNA se-
quencing. Bacterial genomic DNA was isolated using the
Insta GeneTM Matrix genomic DNA isolation kit Catalog #
732-6030. Using 16s rRNA universal primers gene fragment
was amplified using MJ Research PTC-225 Peltier Thermal
Cycler. The sequence obtained is deposited in the NCBI gene
bank using the tool Sequin.

3. Results and Discussions

The present study was undertaken to examine the cumu-
lative effect of four different parameters on degradation of
crude oil and PAHs. The second-order polynomial coefficient
for each term of the equation was determined through
multiple regression analysis using the Design-Expert v.10.
The experimental design and response for each trail were
mentioned in Table 3. Maximum degradation was observed
in case of run number 10 followed by 11, 17, and 7, where
% degradation was found to be 70.25, 69.05, 68.54, and
67.84, respectively. It was noticed that the similar results
were observed in case of runs number 10 and 11; this may
be due to the identical experimental conditions, whereas in
case of runs number 7 and 17, although the experimental
conditions are different, the results show the highest rate of
degradation was almost equal to the runs number 10 and 11.
Hence according to the model, the runs number 10 and 11 as
standard optimized conditions were selected as the optimum
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TABLE 4: Diagnostics case statistics, experimental design, and results of Box-Behnken Design for crude oil and PAHs degradation.
Internally  Externally Influence
Run order ~ Actual Predicted Residual Leverage stt.lden— Stl‘lden— (.:ook’s on fitted Standard
value value tized tized distance value order
residual residual DFFITS
15 61.52 63.19 -1.67 0.583 -0.694 —-0.681 0.045 -0.805 1
27 58.21 58.69 -0.48 0.583 -0.201 -0.194 0.004 -0.229 2
25 60.25 61.34 -1.09 0.583 -0.455 —-0.442 0.019 -0.523 3
21 55.26 55.17 0.092 0.583 0.038 0.037 0.000 0.044 4
18 60.21 59.94 0.27 0.583 0.115 0.111 0.001 0.131 5
6 61.53 60.66 0.87 0.583 0.363 0.352 0.012 0.416 6
20 63.25 65.70 —2.45 0.583 -1.019 -1.021 0.097 —-1.208 7
1 53.00 54.85 -1.85 0.583 -0.770 -0.759 0.055 —-0.898 8
22 59.25 5717 2.08 0.583 0.866 0.858 0.070 1.015 9
19 58.50 59.38 —-0.88 0.583 -0.368 —-0.357 0.013 —-0.422 10
7 67.84 64.69 3.15 0.583 1.312 1.350 0.161 1.597 11
3 52.00 51.81 0.19 0.583 0.078 0.075 0.001 0.089 12
17 68.54 65.01 3.53 0.583 1.471 1.542 0.202 1.824 13
9 65.23 63.28 1.95 0.583 0.812 0.801 0.062 0.948 14
24 61.22 60.90 0.32 0.583 0.132 0.127 0.002 0.150 15
2 56.00 5727 -1.27 0.583 -0.527 -0.513 0.026 -0.607 16
28 59.52 62.06 —2.54 0.583 -1.060 -1.065 0.105 -1.260 17
4 51.89 52.65 -0.76 0.583 -0.319 -0.308 0.009 -0.365 18
14 53.00 52.93 0.074 0.583 0.031 0.030 0.000 0.035 19
8 53.52 51.67 1.85 0.583 0.772 0.760 0.056 0.899 20
13 62.59 64.26 -1.67 0.583 —-0.698 —-0.685 0.045 -0.810 21
12 65.20 65.87 -0.67 0.583 -0.278 -0.268 0.007 -0.317 22
5 68.50 68.52 -0.025 0.583 -0.010 -0.010 0.000 -0.012 23
26 62.54 61.56 0.98 0.583 0.410 0.398 0.016 0.470 24
11 69.05 64.76 4.29 0.200 1.290 1.324 0.028 0.662 25
29 55.68 64.76 -9.08 0.200 —2.732 -3.852 0.124 -1.926 26
23 64.58 64.76 -0.18 0.200 -0.055 -0.053 0.000 -0.026 27
16 64.25 64.76 -0.51 0.200 -0.154 -0.149 0.000 -0.074 28
10 70.25 64.76 5.49 0.200 1.651 1.773 0.045 0.886 29

conditions to enhance the degradation. Further, the obtained
optimized conditions from the RSM-BBD were confirmed
and validated by experimental studies at standard conditions.

The obtained results were checked for their fitness to the
model and obtained data was illustrated. The predicted and
actual values for the model, CooK’s distance, and studentized
residuals illustrate the normal distribution and constant
variance of the residuals; according to Table 4 and Figure 4,
there were no points that were potentially powerful due to
their location in the factor indicating the goodness of fit.

By the model, F-value of 3.31 implies that the model is
significant (Table 5). Values of “Prob > F” less than 0.0500
indicate model terms are significant. In this case A, C, A, and

C? are significant model terms as values greater than 0.1000
indicate the model terms are not significant. The lack of fit F-
value of 0.19 implies the lack of fit is not significantly relative
to the pure error. There is a 98.50% chance that a lack of fit
F-value this large could occur due to noise. Nonsignificant
lack of fit is good and we want the model to fit. The “Pred
R*” of 0.3240 is not as close to the “Adj R*” of 0.5355 as one
might normally expect; that is, the difference is more than 0.2.
This may indicate a large block effect or a possible problem
with our model and/or data. Things to consider are model
reduction, response transformation, outliers, and so forth.
All empirical models should be tested by confirmation runs.
“Adeq Precision” measures the signal to noise ratio.
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TABLE 5: Analysis of variances using ANOVA for response surface by quadratic model.

Source Sum of squares df Mean square F-value P value, Prob > F
Model 639.46 14 45.68 3.31 0.0163 Significant
A-temperature 85.33 1 85.33 6.18 0.0262
B-pH 21.60 1 21.60 1.56 0.2316
C-salinity 76.86 1 76.86 5.56 0.0334
D-inoculum Size 1.875E — 003 1 1.875E — 003 1.357E — 004 0.9909
AB 0.71 1 0.71 0.051 0.8245
AC 16.61 1 16.61 1.20 0.2914
AD 56.93 1 56.93 4.12 0.0618
BC 0.91 1 0.91 0.066 0.8010
BD 18.36 1 18.36 1.33 0.2683
CD 33.47 1 33.47 2.42 0.1419
A? 231.68 1 231.68 16.77 0.0011
B 4.27 1 4.27 0.31 0.5871
c? 101.60 1 101.60 735 0.0169
D’ 176 1 1.76 0.13 0.7268
Residual 193.42 14 13.82

Lack of fit 62.13 10 6.21 0.19 0.9850 Not significant

Pure error 131.28 4 32.82
Cor total 832.88 28
Final Equation in Terms of Coded Factors —0.021222 * pH « Salinity - 0.095222 * pH

Total Petroleum Hydrocarbon (%TPH) » Inoculum Size —0.051422 « Salinity

16476 -2.67 + A—134% B—253 % C —0.013 % Inoculum Size — 0.10625 * Temperature2
* D —042 * AB+2.04 « AC—-3.77 « AD 1 +0.090120 * sz —0.070359 * Salinity2
—0.48 «* BC—2.14 * BD —2.89 « CD — 5.98 —9.24741E — 003 * Inoculum size”
2)

* A +0.81 x B> —3.96 « C* — 0.52 * D*,

where A, B, C, and D are the coded values of the test variables
(Table 6), temperature ("C), pH, salinity, and inoculum size
(ml), respectively. The equation in terms of coded factors can
be used to make predictions about the response for given
levels of each factor. By default, the high levels of the factors
are coded as +1 and the low levels of the factors are coded as
—1. The coded equation is useful for identifying the relative
impact of the factors by comparing the factor coeflicients.

Final Equation in Terms of Actual Factors

Total Petroleum Hydrocarbon (TPH)
= —71.82338 + 7.08541 * Temperature + 0.17307
* pH + 1.05685 * Salinity + 3.81374
# Inoculum Size — 0.018667 * Temperature
* pH + 0.036222 * Temperature * Salinity

- 0.067067 * Temperature * Inoculum Size

The equation in terms of actual factors can be used to make
predictions about the response for given levels of each factor.
Here, the levels should be specified in the original units for
each factor. This equation should not be used to determine
the relative impact of each factor because the coefficients
are scaled to accommodate the units of each factor and
the intercept is not at the centre of the design space. The
Diagnostic Plots are as shown in Figures 1-5. Figure 1 shows
the normal probability plot of the studentized residuals to
check for normality of residuals. Figure 2 shows studentized
residuals versus predicted values to check for constant error
in the design. Figure 3 shows externally studentized residuals
to look for outliers, that is, influential values of the design.
Figure 4 shows Box-Cox plot for power transformations,
where CooK’s distance and studentized residual illustrate the
normal distribution and constant variance of the residuals
and Figure 5 shows the interactions among factors that
influence crude oil and PAHs degradation by the isolate S.
rhizophila (PM-1) KX082814.

The response surface curves show the relative effects of
two variables, by keeping the other variable at fixed level,
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FIGURE I: The Diagnostic Plots obtained by the Box-Behnken Design
to evaluate the normal plot residuals using the normal % probability
versus externally studentized residuals by the bacterial isolate S.
rhizophila KX082814 for its crude oil degradation ability.
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FIGURE 2: Predicted versus actual plot obtained by the Box-Behnken
Design based on the % TPH of crude oil and PAHs degradation
using the bacterial isolate S. rhizophila KX082814.
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FIGURE 3: The Diagnostic Plots showing the recommended stu-
dentized residuals obtained by the Box-Behnken Design using
the residual versus predicted by the bacterial isolate S. rhizophila
KX082814 for its crude oil degradation ability.

TaBLE 6: Coded values of the test variables.

Coeflicient Standard 95% CI 95% CI

Factor df VIF
estimate error Low  High
Intercept 64.76 1 166 6120  68.33
A-temperature -2.67 1 1.07 -497 -0.37 1.00
B-pH -1.34 1 107 -3.64 096 100
C-salinity -2.53 1 1.07 -4.83 -0.23 100
D-inoculum Size —-0.013 1 1.07 -231 229 100
AB —-0.42 1 1.86 -441 357 100
AC 2.04 1 186 -195 6.02 1.00
AD -3.77 1 186 =776 021 1.00
BC -0.48 1 186 -4.46 351 1.00
BD -2.14 1 186 -613 184 1.00
CD -2.89 1 186 -6.88 1.09 100
A? -5.98 1 146 -911 -2.85 1.08
B 0.81 1 146 =232 394 108
c? -3.96 1 146 -709 -0.83 1.08
D’ -0.52 1 146 -3.65 2.61 108

on crude oil degradation. The 3D plots and cubic designs
are shown in Figures 6-9. The result obtained shows that
pH of 8, temperature of 32.5°C, inoculum size of 12.5ml,
and salinity concentration of 12.5 were the best conditions to
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by the bacterial isolate S. rhizophila KX082814 for its crude oil degradation ability.

TABLE 7: Assessment of rate of degradation by measuring BOD,
COD, % TPH, and TPC for the bacterial isolate S. rhizophila (MP-1)
KX082814 for observed and predicted optimum conditions through
RSM-BBD.

Observed optimum
parameters through

Validation of predicted

Test parameter optimum condition

RSM-BBD through RSM-BBD
TPC (cfu/ml) 48%x10°° 6.7%x107°
TPH (%) 71.82% 79.53%
BOD (mg/L) 253.5 325.2
COD (mg/L) 816 835.4

obtain maximum degradation of crude oil and PAHs using
the bacterial isolate S. rhizophila KX082814. The optimal
values for the variables as predicted by the RSM were found
within the Box-Behnken Design region.

Validation of Optimization Process. Validation experiments
were conducted in triplicate to determine the performance of
S. rhizophila KX082814 and reproducibility of the results by
evaluating the level of BOD, COD, TPC, % TPH, and GC/MS
studies at the optimum favourable conditions through Box-
Behnken Design and RSM (Table 7; Figure 10). The results
showed 79.53 + 2.5% of crude oil removal efficiency. The
percentage error between the predicted and actual values was
found to be 0.75%. The GC/MS study clearly indicates the

removal of majority of both aromatic and aliphatic hydrocar-
bons present in the crude oil (Figures 11 and 12; Table 8). A
total of 42 different hydrocarbon components were observed
in control sample, where after the bioremediation treatment
with the isolate S. rhizophila (KX082814), it was noticed that
only 20 hydrocarbon components remained in the test sample
after 15th day. It was observed that majority of the compo-
nents in the control samples are completely degraded and
some peaks are converted to simpler hydrocarbon moieties.
From the results the noticeable difference in the degradation
process was clearly observed.

4., Conclusion

This study reveals the bioremediation of crude oil and PAHs
utilization by the isolate Stenotrophomonas rhizophila (PM-
1) with gene bank accession number KX082814 could be
achieved up to 79.53 + 2.5% by maintaining the optimum
parameters, namely, temperature, pH, salinity, and inoculum
size. The GC/MS studies also indicate that the degradation
of majority of the hydrocarbon components, the statistical
analyses, and the closeness of the experimental results and
model predictions show the reliability of the regression
model.
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FIGURE 10: Validation of degradation using predicted optimum conditions (at temperature of 32.5°C, pH of 9, 12.5 of salinity, and 12.5 ml of
inoculum size). From left the Media Control (FSM-ASW), Positive Control (FSM-ASW + 2% CO), and Test (FSM-ASW + 2%CO + PM-1
bacterial isolate) on 15th day of incubation time.
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FIGURE 11: GC/MS chromatogram for 2% crude oil at 15th day of incubation shows persistence of total 40 different hydrocarbon components.
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FIGURE 12: GC/MS chromatogram for 2% crude oil at 15th day of incubation shows persistence of total 23 different hydrocarbon components
after being treated with the bacterial isolate S. rhizophila KX082814 on 15th day.
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TaBLE 8: Validation of crude oil degradation by GC/MS analysis after treatment with S. rhizophila (PM-1) KX082814 on 15th day.

Major components of crude oil GC/MS Major residual components of crude oil after treatment

Peak R. time Linear & branched % area Peak R. time Linear & branched % area

1 7.447 C10H22 2.19 1 22.97 C14H30 6.4

2 10.113 Cl1H24 3.18 2 25.20 CloH34 7.7

3 11.625 Cl6H33Cl 0.63 3 29.35 Cl6H34 8.29

4 12.877 CI2H26 4.96 4 33.13 CleH34 7.53

5 15.592 C13H28 7.4 5 36.59 Cl6H34 5.85

6 19.728 Cl6H34 2.41 6 38.21 Cl6H34 4.2

7 20.682 CI15H32 8.66 7 31.28 C21H44 8.02

8 23.035 Cl6H34 8.56 8 17.55 C8H171 0.69

9 25.273 C20H42 8.41 9 41.28 C9HI191 1.77

10 27.392 CI8H38 7.6 10 29.20 Cl1H24 1.43

11 29.413 CI8H38 7.03 1 18.15 CI2H26 2.66

12 34.932 C24H50 3.68 12 27.52 CI2H26 4.61

13 36.617 C24H50 2.61 13 39.77 CI3H28 3.23

14 38.234 C24H50 1.74 14 25.32 C20H42 10.23

15 39.790 C27H56 117 15 27.33 C20H42 713

16 41.291 C27H56 0.67 16 34.89 C20H42 6.89

17 42.739 C27H56 0.55 17 42.73 C6H14 1.01

18 44.137 C27H56 0.34 18 26.53 Cl1H24 0.64

19 45.485 C27H56 0.25 19 21.89 CI12H26 0.63

20 46.792 C28H58 0.15 20 30.72 CI12H26 0.71

21 48.057 C34H70 0.14

22 8.046 Cl1H24 0.86

23 11.743 CI2H26 0.18

24 11.859 CI2H26 0.4

25 13.242 CI13H28 0.87

26 14.287 CI13H28 0.09

27 14.336 CI13H28 0.02

28 24.106 CI18H38 2.83

29 25.390 C19H40 6.38

30 27.561 C20H42 2.91
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Abstract:

The present study primarily aims at developing an effective fungal consortium for the bioremediation of Poly
Aromatic Hydrocarbons (PAHs) and crude oil. The hydrocarbon utilization capabilities of the potent isolated strains
were studied for test hydrocarbons like benzene, toluene, naphthalene, paraffin and crude oil as model
hydrocarbons for a period of 10 days. Degradation process was assessed by measuring percentage of TPH in
residual oil, biological oxygen demand (BOD), chemical oxygen demand (COD), total plate count, UV
spectrophotometric analysis and GC-MS studies. The study revealed that, among 45 isolated strains from
PAHs/crude oil contaminated soil; four strains showed maximum degradation of crude oil & PAHs.18s rRNA
sequencing was used to identify the strains and, was identified as Aspergillus terreus, Aspergillus aculeatus,
Scedosporium boydii and Aspergillus sp. The degradation process for this consortium was further optimized using
Response Surface Method (RSM). The fungal isolates were also screened for biosurfactant production,
Immobilization of the isolates on sodium alginate beads will be used as model of bioremediation studies.
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Abstract— This article presents the comparative study of
response of a symmetric and asymmetric structure when
they are subjected to response spectrum analysis using the
response spectrum developed using the equations provided
in the Indian code book 1S:1893:2002 and the response
spectrum developed using the attenuation equation. The
final results are studied to ascertain if there is any variation
in the response of the structures subjected to both the
response spectrums.

Key words: Response Spectrums, Asymmetric Structures

. INTRODUCTION

Seismic hazards are one of the most devastating natural
hazards among the various hazards due to their high degree
of unpredictability and possibility of large scale damage to
life and property in a matter of few seconds. With the
advancement in various fields such as construction methods,
designing of structures and methods of execution of the
various typical projects, a need has been felt for the further
revision of the Indian code book 1S:1893:2002 which was
last revised-in the year 2002. Many changes were made in
the code book such as updating various cities from zone 2 to
zone 3 but the cause of which are still obsolete. The
response spectrum provided in the Indian code has been
used for a long time and has not been revised as per the
needs. This response spectrum provided in the code book is
used for every region of the country which appears to be
inadequate. Different parts of the country has different
seismic conditions and for every region using the same
response spectrum is inappropriate as the results obtained
may not properly ascertain the seismicity level of the region
completely. Hence in order to take into consideration
various factors such as the distance of the source from the
site i.e., hypocentral distance, a site specific response
spectrum is needed. In this article we have developed one
such response spectrum using the attenuation equation. The
attenuation equation used here is developed by S T G
Raghukanth. This attenuation equation has been used for
many other research work such as preparation of
microzonation map for new Delhi city, preparation of
seismic zonation map for Mumbai city and has also been
used in the NDMA in the development of probabilistic
seismic hazard map of India. The equation has also been
used to study the seismicity of Bangalore city. Both the
response spectrums acceleration values i.e., one from the
code book developed for a certain time period and the other
response spectrum developed using attenuation equation for
the same time period are entered into the software ETABS
2013 for the symmetric and asymmetric structures. Analysis
is carried out for the structures and the results are studied to
ascertain whether there are any variations in the results of
the structures for both the response spectrums. From the
results we try to conclude the importance of updating the

response spectrum of the Indian code such that it can be
applied to every region effectively.
Il. METHODOLOGY

In order to carry out the comparative studies, firstly we have
to develop the symmetric and asymmetric models
respectively. The dimensions of the various components of
the structures are determined by trial and error method.
After the determination of the dimensions the symmetric
and asymmetric models are prepared in the software ETABS
2013. The models developed are also checked using
equivalent static method by comparing the base shear values
obtained in the software with the base shear values
calculated manually. Now the response spectrum is
developed for a specific period using the equations from the
code book 1S:1893:2002 and the attenuation relation. It is to
be noted that the response spectrum provided in the code
book is not considered and the response spectrum is
developed for different time period. The acceleration values
obtained was using the formula from the 1S:1893:2002
which is as follows

TABLE la
. Accelerat
. Acceleration X
Periods | Acceleration | - NFR ion
mm/s2,CRS ' mm/s?,FF
S

RS
0 1 0.315 0.0877
0.01 1.015 0.314 0.0873
0.015 1.0225 0.592 0.1635
0.02 1.03 0.679 0.1873
0.03 1.045 0.723 0.2008
0.04 1.06 0.713 0.1985
0.05 1.075 0.687 0.1918
0.06 1.09 0.646 0.1828
0.075 1.1102 0.607 0.1705
0.09 1.135 0.578 0.1627
0.1 2.5 0.542 0.1537
0.15 2.5 0.433 0.1257
0.2 2.5 0.374 0.1096
0.3 2.5 0.287 0.0855
0.4 2.5 0.238 0.0724
0.5 2 0.206 0.0633
0.6 1.666 0.177 0.0542
0.7 1.4286 0.157 0.0489
0.8 1.25 0.14 0.0438
0.9 1.1111 0.124 0.0387
1 1 0.116 0.0364
1.2 0.8333 0.093 0.0295
15 0.6667 0.072 0.0232
2 0.5 0.051 0.0167
2.5 0.4 0.04 0.0132

3 0.333 0.03 0.01
4 0.25 0.02 0.0068

Table 1:
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Sa/g=1+1.5T (0.00 <T <0.10) Table 1: Story Displacements Symm Str
Sa/g=2.50 (0.10 <T <0.40) S E CRS NFRS FFRS
Sa/g=1.00/T (0.40 <T <4.00) m mm mm mm
Where, T - Time period 15 | 49 | 0.06223 | 0.00649 | 0.00213
Salg — Acceleration values 14 [ 45.8 | 0.0607 | 0.00633 | 0.00208
The acceleration values for the other response 13 | 42.6 | 0.05865 | 0.00612 | 0.00201
Spectrum were obtained using the fO”OWing attenuation 12 1 394 0.0561 0.00585 | 0.00192
quuagg” é‘gg&’f”gﬂowc'gﬁlsa(/g)&; N(CTM)+CEHog(r) 11 | 36.2 | 0.05313 | 0.00554 | 0.00182
+ + + r+ n(r+ e + og(r +
n(e) Where C1, C2, C3, C4, C5, C6, C7, C8, o(g) are 190 23;)38 88223; 06000054189 888%;
constants obtained from NDMA report(Development of 8 26'6 0'04205 0 '00439 0'00144
Prcr:babilistic seismic hazard map of India) 7 23'4 0.03776 0'00394 0'00129
Where : - : :
r — Hypocentral distance in meters, 6 |20.2| 00332 | 0.00347 | 0.00114
M — Earthquake magnitude. 5 | 17 | 0.0284 | 0.00296 | 0.00097
The hypocentral distance is taken as 12km(r) to 4 1138 | 0.02337 | 0.00244 | 0.0008
obtain near field acceleration values and for far field it is 3 | 10.6 | 0.01812 | 0.00189 | 0.00062
taken as 52km(r). The magnitude M is taken as 7 for both 2 | 74 | 001266 | 0.00132 | 0.00043
the cases. Using the above two equations the values of 1] 42 |0.00698 | 0.00073 | 0.00024
accelerations are obtained. The values of acceleration are 0] 0 0 0 0
obtained for a specific time period. The time period and the Table 2:
acceleration values using the code book equations and the
acceleration values obtained using attenuation equation for DISPLACEMENTS
near and far field are shown in the table 1a. These values 16
obtained using the equations are entered in the software | I
ETABS 2013 along with the respective periods for 14 |
individual symmetric and asymmetric structures. These } f
values are entered in the software in the sub command 12 ‘
‘Response spectrum’ in the command ‘Function’. After 10 ) f
defining the response spectrum command we have to define i —4—CODE
the case RSX and RSY i.e., response spectrum in x — o BOEESS
direction and y — direction in the load cases. After defining & . —B—NEAR
the load cases analysis is carried out and the required results 6 t‘-‘ FIELDRS
are extracted for the purpose of comparison. JE / FAR
i ,‘q / FIELDRS
l1l. RESULTS 2
After the analysis of all the models is carried out the results L
are to be extracted for the purpose of comparison of the 0 o0
response of the structures. Here we developed and used 0 0.05 01
three symmetric models and three asymmetric models for ACCELERATIONS,mm/s*

the purpose of analysis. One of the symmetric and Fia 1 Disol
asymmetric model is analysed using the response spectrum Ig. 1: Displacements

developed using the acceleration values obtained using the CRS NFRS FFRS
equation from the 15:1893:2002. Similarly one of the m mm mm mm

wn
m

symmetric and asymmetric model is analysed using the 15| 49 | 0.06602 | 0.00678 | 0.00223
response spectrum developed using the acceleration values 14 | 45.8 | 0.06425 | 0.0066 | 0.00217
obtained using attenuation equation for near field and one 13 | 42.6 | 0.06195 | 0.00636 | 0.00209
symmetric and asymmetric is analysed using the response 12 | 39.4 | 0.05914 | 0.00607 | 0.002
spectrum for far field. In order to carry out the comparison 11 | 36.2 | 0.05589 | 0.00574 | 0.00189
the results are obtained for the following parameters 10 | 33 | 0.05225 | 0.00537 | 0.00176
1) Story displacements 9 | 29.8 | 0.04826 | 0.00496 | 0.00163

26.6 | 0.04396 | 0.00452 | 0.00148
23.4 | 0.03938 | 0.00405 | 0.00133
20.2 | 0.03454 | 0.00356 | 0.00117
0.02946 | 0.00304 | 0.00099
13.8 | 0.02415 | 0.00249 | 0.00081
10.6 | 0.01862 | 0.00192 | 0.00063
7.4 | 0.01288 | 0.00133 | 0.00043
4.2 | 0.00694 | 0.00072 | 0.00023
0 0 0 0 0
Table 2: Story Displacements Asymm STR

2) Story drifts
3) Story Shears

A. Story Displacements

A Story displacement is the amount of displacement that a
structure can undergo when it is subjected to response
spectrum analysis. Table 1 shows the amount by which each
symmetric model subjected to various response spectrums
has displaced and the graphs are shown in Fig 1. Similarly
the displacements of asymmetric structures are shown in
Table 2 and the graphs are shown in Fig 2.

R INW OO
[EEN
~
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DISPLACEMENTS

b4

—+—CODE
OOKRS

EAR
FIELD RS

FAR
FIELD RS

o

I S S S T S S O O S

C)

0 0.05 0.1
ACCELERATION, mm/s?

Fig. 2
B. Story Drifts

The story drifts represent the amount by which each story of
a structure subjected to seismic forces has drifted. The story
drifts for the symmetric and the asymmetric structures
analysed using the various developed response spectrums
are shown in Table 3 and Table 4.

C. Story Shears

Story shear is the amount of shear developed or experienced
at each story of a structure when the structure is subjected to
seismic forces. The story shear for the symmetric and the
asymmetric structures analysed using the various developed
response spectrums are shown in Table 5 and Table 6.
S E CRS NFRS FFRS
m
15| 49 | 1.30E-06 | 5.85E-08 | 1.877E-08
14 | 45.8 | 1.33E-06 | 8.23E-08 | 2.637E-08
13 | 42.6 | 1.38E-06 | 1.03E-07 | 3.284E-08
12 | 39.4 | 1.42E-06 | 1.18E-07 | 3.783E-08
11 | 36.2 | 1.47E-06 | 1.30E-07 | 4.193E-08
10 | 33 | 1.51E-06 | 1.40E-07 | 4.543E-08
29.8 | 1.55E-06 | 1.48E-07 | 4.826E-08
26.6 | 1.58E-06 | 1.55E-07 | 5.049E-08
23.4 | 1.61E-06 | 1.61E-07 | 5.247E-08
20.2 | 1.64E-06 | 1.66E-07 | 5.438E-08
17 | 1.67E-06 | 1.71E-07 | 5.607E-08
13.8 | 1.69E-06 | 1.75E-07 | 5.747E-08
10.6 | 1.71E-06 | 1.80E-07 | 5.876E-08
7.4 | 1.71E-06 | 1.90E-07 | 6.064E-08
4.2 | 1.66E-06 | 1.70E-07 | 5.674E-08
0 0 0 0
Table 3: Story Drifts Symm Str

©
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Fig. 3: Crs Drifts Symm
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16— SYMM
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Fig. 4: Nfrs Drifts Symm
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Fig. 5: Ffrs Drifts Symm
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6 | 20.2| Top | 1.1884 | 0.1243 | 0.0403
Bottom | 1.1884 | 0.1243 | 0.0403

5| 17 Top | 1.2509 | 0.131 | 0.0424
Bottom | 1.2509 | 0.131 | 0.0424

4 | 138 | Top | 1.3137 | 0.1374 | 0.0445
Bottom | 1.3137 | 0.1374 | 0.0445

3 110.6| Top | 1.3809 | 0.1442 | 0.0468
Bottom | 1.3809 | 0.1442 | 0.0468

2 |74 Top | 1.4476 | 0.1513 | 0.0489
Bottom | 1.4476 | 0.1513 | 0.0489

1| 42 Top | 1.4966 | 0.1569 | 0.0505
Bottom | 1.4966 | 0.1569 | 0.0505

0 0 Top 0 0 0
Bottom 0 0 0

Table 5: Story Shears Symm Str

S E L CRS | NFRS | FFRS
m kN kN kN

15| 49 Top | 0.2284 | 0.0247 | 0.0076
Bottom | 0.2284 | 0.0247 | 0.0076

14 | 458 | Top | 0.4348 | 0.0464 | 0.0145
Bottom | 0.4348 | 0.0464 | 0.0145
13426 | Top 0.589 | 0.0621 | 0.0195
Bottom | 0.589 | 0.0621 | 0.0195

12 1 39.4 | Top | 0.6999 | 0.0732 | 0.0232
Bottom | 0.6999 | 0.0732 | 0.0232

11 | 36.2| Top | 0.7864 | 0.0821 | 0.0262
Bottom | 0.7864 | 0.0821 | 0.0262

10 | 33 Top | 0.8616 | 0.09 | 0.0289
Bottom | 0.8616 | 0.09 | 0.0289

9 | 29.8| Top | 0.9291 | 0.0966 | 0.0312
Bottom | 0.9291 | 0.0966 | 0.0312

8 | 26.6 | Top | 0.9909 | 0.1023 | 0.0331
Bottom | 0.9909 | 0.1023 | 0.0331

7 1234 | Top | 1.0509| 0.108 | 0.0351
Bottom | 1.0509 | 0.108 | 0.0351

6 | 20.2| Top | 1.1099 | 0.1142 | 0.0372
Bottom | 1.1099 | 0.1142 | 0.0372

5| 17 Top | 1.1669 | 0.1203 | 0.0392
Bottom | 1.1669 | 0.1203 | 0.0392

4 | 138 | Top | 1.2247 | 0.1263 | 0.0411
Bottom | 1.2247 | 0.1263 | 0.0411

3 110.6| Top | 1.2889 | 0.1329 | 0.0432
Bottom | 1.2889 | 0.1329 | 0.0432

2 |74 Top | 1.3544 | 0.1399 | 0.0453
Bottom | 1.3544 | 0.1399 | 0.0453

1| 42 Top | 1.4023 | 0.1453 | 0.0469
Bottom | 1.4023 | 0.1453 | 0.0469

0 0 Top 0 0 0
Bottom 0 0 0

S E CRS NFRS FFRS
m
15| 49 | 1.3E-06 | 6.66E-08 | 2.13E-08
14 | 45.8 | 1.4E-06 | 9.14E-08 | 2.92E-08
13 | 42.6 | 1.5E-06 | 1.12E-07 | 3.60E-08
12 | 39.4 | 1.5E-06 | 1.3E-07 | 4.11E-08
11 | 36.2 | 1.5E-06 | 1.40E-07 | 4.52E-08
10 | 33 | 1.6E-06 | 1.50E-07 | 4.86E-08
9 | 29.8 | 1.6E-06 | 1.58E-07 | 5.12E-08
8 | 26.6 | 1.7E-06 | 1.63E-07 | 5.33E-08
7 | 23.4 | 1.7E-06 | 1.69E-07 | 5.52E-08
6 | 20.2 | 1.7E-06 | 1.74E-07 | 5.69E-08
5 | 17 | 1.7E-06 | 1.78E-07 | 5.84E-08
4 |13.8 | 1.8E-06 | 1.82E-07 | 5.97E-08
3 | 10.6 | 1.8E-06 | 1.86E-07 | 6.1E-08
2 | 74 | 1.7E-06 | 1.92E-07 | 6.27E-08
1| 42 | 1.7E-06 | 1.71E-07 | 5.56E-08
0 0 0 0 0
Table 4: Story Drifts Asymm Str
CRS DRIFTS
g ASYMM
14
12
10
£ s
& ) {
6 —4—CODE
BOOKRS
a4
2
0 o5
0.00E+00 1.00E-06 2.00E-06
Drift
Fig. 6: Crs Drifts Asymm
S E L CRS | NFRS | FFRS
m kN kN kN
15| 49 Top | 0.2332 | 0.0254 | 0.0076
Bottom | 0.2332 | 0.0254 | 0.0076
14 | 458 | Top | 0.4481 | 0.0482 | 0.0147
Bottom | 0.4481 | 0.0482 | 0.0147
13426 | Top | 0.6136 | 0.0651 | 0.0203
Bottom | 0.6136 | 0.0651 | 0.0203
12 1394 | Top | 0.7366 | 0.0775 | 0.0245
Bottom | 0.7366 | 0.0775 | 0.0245
11362 | Top 0.834 | 0.0876 | 0.0279
Bottom | 0.834 | 0.0876 | 0.0279
10 | 33 Top | 0.9177 | 0.0965 | 0.0308
Bottom | 0.9177 | 0.0965 | 0.0308
9 | 298| Top |0.9918 | 0.1042 | 0.0334
Bottom | 0.9918 | 0.1042 | 0.0334
8 | 26,6 | Top | 1.0593 | 0.1109 | 0.0358
Bottom | 1.0593 | 0.1109 | 0.0358
7 1234 | Top | 1.1243]0.1174 | 0.0381
Bottom | 1.1243 | 0.1174 | 0.0381

Table 6: Story Shears Symm Str
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IVV. TERMS USED AND THEIR FULL FORMS

S — Story, E — Elevation, L — Location, CRS — Code book
response  spectrum  (developed using 1S:1893:2002
equations), NFRS — Near field response spectrum
(developed using attenuation equation for a lower value of
hypocentrals distance), FFRS - Far field response
spectrum(developed using attenuation equation for a higher
value of hypocentral distance)

The results have been obtained and the comparative
study is carried out. It can be seen that the values of
displacements for the structures analysed using the
attenuation equation has lesser amount of displacement for
both the near and far field response spectrum analysis as
compared to the displacement values obtained for the
structure analysed using the equation provided in the

1S:1893:2002. Similarly the values of story drifts and the
story shears are comparatively higher for the structure
analysed using the acceleration values obtained using the
equations from 1S:1893:2002 as compared to the values
obtained for structure analysed using the acceleration values
obtained using the attenuation equation. As the response
values are higher for the structure analysed using the
15:1893:2002 equation the reinforcement to be provided in
the structure are comparatively higher than the minimal
amount required which results in higher dead load stresses
in the structure and also leads to an uneconomical design.
The main advantage of the attenuation equation is that it
takes into consideration the hypocentral distance as well as
the magnitude of the earthquake event consider, as a result
of which we get the values with respect to the amount of
seismicity felt in a specific region due to a certain
magnitude of earthquake from the earthquake source.
Depending upon these values the structural steel can be
designed properly to incorporate the amount of seismicity
felt in that specific region which also results in economical
design. Hence it is very important that the Response
spectrum provided in the 1S:1893:2002 be revised
appropriately so that it can accommodate each and every
region of the country effectively.

V. SUMMARY & CONCLUSIONS

In this article response spectrum analysis has been carried
by separately developing the response spectrums using the
equations provided in the 1S:1893:2002 and the attenuation
equation. First the dimensions of the models to be developed
are ascertained by trial and error method. The models
developed are checked by using equivalent static method by
comparing the base shear values obtained for the models
developed in the software ETABS 2013 and the base shear
values obtained manually. Now the acceleration values
obtained using code book equations and the far field and
near field acceleration values obtained from the attenuation
equation are entered in 3 separate Symmetric and
asymmetric models and analysis is carried out. After the
completion of analysis the results for the parameters
displacements, drifts and shears are obtained. From the
comparative study of the these parameters for various
structures we obtain that the values obtained using
1S:1893:2002 equations are comparatively higher as
compared to the values for the far and near field equations.
The values will lead to an uneconomical design of the
structure and also develop extra stresses for the acceleration
values of 1S:1893:2002 equation, whereas the attenuation
equation values gives results as per the seismic condition of
the site and the distance from the source of seismic action
which helps in providing economical design of structures
and no extra stresses would be bared by the structure.
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Abstract:

Advances in technology, change in life style of people, requirements of present population has increased the growth of tall
buildings. Load action on tall building are very much different than the low rise building, lateral loads due to wind and earthquake
would produce more effect on high rise buildings. There are many lateral load resisting systems mainly classified into interior
structures and exterior structures since diagrid and hexagrid systems are provided at outer periphery of buildings it comes under
exterior structures. Normal bracing systems will be uneconomical, if number of stories are more than 25 hence, a new grid system
has been developed i.e. diagrid system. As compared to other systems diagrid are aesthetically more pleasing and gives better
stiffness to structures. Here, analysis of normal framing system without any load resisting system, diagrid with varied diagonal
angles and hexagrid system will be conducted by using analysis and design software extended three dimensional analyses of
building systems (ETABS V15.2). A regular floor plan of square shape of 30mx30m is considered, all structural members are
designed as per IS 456-2000. Wind and earthquake parameters are considered from 1S875- 1987 (part I11) and 1S1893-2002

respectively. Analysis results are compared in terms of storey drift, storey displacement, time period and overturning moment.

Keywords: diagrid, hexagrid, drift, displacement, overturning moment

I.  INTRODUCTION
Tall building or high rise structures construction are more in
this era; due to increase in population, economic prosperity
and also due to the scarcity of lands high-rise structures are
preferred. Height is main criteria in this kind of buildings,
demand for tall buildings has increased because of increase in
demand for business and residential space, advances in
constructions, high strength structural elements, materials and
also various software like Etabs, Staadpro etc these are
analysis and design software’s have provided growth of high
rise structures.
In 19" century tall buildings were built in U.S.A but now a
days due to people needs tall buildings are constructing every
where this leads to sustainable development of society that is
“development that meets the expectations and needs of present
generation without compromising the ability of future
generations to meet their requirements”. According to studies
and published articles in 1980, most of tall buildings were
located in America and now recent studies shows that number
of tall buildings and construction process is more in Asian
countries, it is of about 32% and 24% in north America and
Europe. Generally tall buildings are constructed and used for
commercial office buildings, apartments etc.
Construction of tall buildings are not easy as that of normal
conventional buildings due to the action of lateral loads,
lateral displacement will induces bending and shear lag effects
will be more so that in order to resist lateral loads new systems
were invented known as lateral load resisting systems some of
them are

a) Interior structures
+« Rigid frame
¢ Shear wall structure
¢+ Outrigger structure
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b) Exterior structures

Tube system

» Diagrid system

Space truss

Exoskeleton structure

» Super frame structure

Braced frames are structural elements those are mainly
designed to resist earthquake loads and wind loads. Bracing
system is highly efficient; they provide more strength and
stiffness against horizontal shear because the diagonal member
elements work in axial stress.

X3

8

o

X3

8

X3

8

o

For tall steel buildings braces are used as lateral resisting
systems in that mainly there are four types

«» Single braces

Double braces

«» Triangular braces and

«+ Eccentric braces.

Usages of braces are not aesthetically good so those braces are
usually provided in the interior of buildings. After braces tube
structures, outrigger structures are introduced in 1960s.
Architectures always wanted some new look for each and in
order to meet their requirements a new load resisting system is
recently introduced that is diagrid system.

R/
0‘0 *

o0

>

Diagrid systems are better than conventional bracing systems

because of following reasons
« Almost all conventional (vertical) columns were
eliminated in case diagrid systems

+«+ Diagrid are used in case skyscrapers (above 150m or
40 stories) and it is more economical but typical

bracings are limited up to25storey building.
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Diagrid are made up diagonal elements they are triangular
structures with supporting beams, this system would provide
more flexibility to interior planning and facade appearance is
also improved because numbers of elements required are
reduced. The diagrid structures are more efficient than
conventional exterior braced systems this is only because
almost all the vertical columns are eliminated, diagonal grid
element alone itself carry all lateral and vertical loads, but
conventional exterior braces carry only vertical loads. One of
main advantage of this system is that up to 20% to 30% of
steel can be saved at outer periphery compared normal
conventional building. By using this system the high rise
structures can be built to any shape like square, rectangle and
curved structures etc.

I. METHODOLOGY

In this work comparison of hexagrid and diagrid with varied
diagonal angles under dynamic loading are carried out. For the
analysis a suitable plan of square shape is considered (G+29
building) dead loads and live loads are considered as per
Indian standards.

In order to evaluate performance of all the models under
dynamic loading seismic analysis is essential, columns are not
provided at outer periphery for both diagrid and hexagrid and
same dimensions are maintained.

111. COMMON BUILDING PARAMETERS

Table I: Building parameters

Description Value
Plan dimension 30mx30m
Height of building 90m
Floor to floor height 3m
Depth of slab 120mm
Number of stories 30
Characteristic strength of concrete 30N/mm’
Characteristic strength of steel 415N/mm*

A) Plan and elevation view:
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Figure 1: conventional building
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Beam and column dimensions
B1 - 250mm*450mm

B2 — 300mm*600mm

C1 - 1000mm*1000mm

C2 —900mm*900mm

B2

B2

B2

Figure 2: plan view for diagrid and hexagrid systems

Beam and column dimensions
B1 — 250mm*450mm
B2 — 300mm*600mm
C1 -900mm*900mm
D1 - 450mm*450mm

— W

(f) 0 =81°

(d) 6 =75°

() 6 =78°

Figure 3: Elevation view of diagrid systems

4758 http://ijesc.org/



U -
(9) Hexagrid
Figure 4: Elevation view of hexagrid system
B) Wind and seismic parameters

Table I11: wind and seismic parameters

PARAMETERS

A) Storey drifts:

Seismic parameters

Wind parameters

Location: Amritsar

Wind speed, Vy: 47m/s

Zone: IV

Terrain category: 3

Importance factor: 1.0 Class C
Response reduction factor: 5 f<3°
Soil type: medium soil k1,k3=1

IV. MODELING AND ANALYSIS

A) Diagrid and hexagrid structures:

In order to study the performance of diagrid and hexagrid
buildings, analysis is done by using ETABS V15.2; this is one
of sophisticated commercially used software for analysis of
tall/high rise structures. This software is also used in the
analysis and design of complex shaped building models
including non-linear behaviors.

The dimensions and structural properties are maintained same
for all models only diagonal angles are changed diagrid
systems

+«» Normal conventional building without any load resisting
system [R1]

Diagrid building with diagonal angle of 45° [M1]
Diagrid building with diagonal angle of 63° [M2]
Diagrid building with diagonal angle of 73° [M3]
Diagrid building with diagonal angle of 75° [M4]
Diagrid building with diagonal angle of 78° [M5]
Diagrid building with diagonal angle of 81° [M6]
Hexagrid building [M7]

2o

%

2o

%

2o

%

2o

%

2o

%

2o

%

2o

%

V. ANALYSISRESULTS

Here, linear static, linear dynamic and non-linear dynamic
analysis are performed and analysis results are represented in
terms
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B) Storey displacement:
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C) Overturning moment:
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Table I11: Time period

Models Modes
1 12
R1 5.433 0.488
M1 3.926 0.198
M2 3.268 0.199
M3 3.577 0.335
M4 3.381 0.26
M5 4.082 0.466
M6 4,382 0.477
M7 3.69 0.319

VI. CONCLUSION
The present work is consists of analysis of diagrid systems
with different diagonal angles i.e. 45°, 63°, 73°, 75°, 78°, 81°
and analysis of hexagrid system. As we can see the results
from above plots and we may conclude that
= Top storey displacement is less for diagrid system
with diagonal angle of 63°
= Between the region 63° to 75° (diagonal angle)
diagrid systems posses better stiffness, storey drift
and storey displacement are less in this regions
= For hexagrid system also same section properties are
maintained in order to study the performances but
this system shows slightly higher storey displacement
and drift compared to diagrid system ( 63° to 75°)
= Here we can notice that difference in storey
displacement and storey drift of hexagrid and diagrid
systems are not so high it is about 20mm to 30mm
= We know that as time period increases stiffness of
member decreases, 63° diagrid system has less time
period compared to other systems.
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ABSTRACT

Fiber reinforced polymer composites (FRPCs) are used in almost all type of advanced engineering
structures like aircraft, boats, ships and, helicopters, automobiles, sporting goods, chemical
processing equipment etc. In the field of composite materials the fiber reinforced composite
consisting of one fiber is used for long time. The results would have appeared for certain area.
This is because use of single fiber consisting of limited property. To overcome this problem the use
of another fiber is made. This results in the form of hybrid composite. In this paper glass and
basalt fibers are used in the form of hybrid composite. The characteristics of both the materials
are discussed here.Epoxy binders are widely used as matrix in many FRPCs. They are a class of
thermoset materials provide a unique balance of chemical and mechanical properties. For epoxy
based fiber laminates, the typical reinforcements are glass, carbon, aramid and basalt fibers have
been used to improve the overall properties of the composite laminate. By adding the filler to the
composite material we can further improve the performance of composites. The filler use in this
paper is the silicon carbide. The silicon carbide is known for its high hardness. Now a days hybrid

composites used in the high level applications.
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Abstract

In MANET, every mobile node acts as both a transmitter and a receiver via bidirectional wireless
links without requirements of any fixed network infrastructure. Intrusion-detection mechanisms effectively
protect MANET from attacks using pre-distributed keys. Many intrusion detection systems were developed
for MANET to improve the security level and to detect the malicious attackers in the network. However
malicious node identification and their subsequent isolation from network and problems posed due to pre-
distributed keys remained unsolved, compromising securing and therefore increasing the routing overhead.
In this research work an Intrusion Detection technique to detect the malicious node by providing better
security and reducing the routing overhead called Integrated Cluster and Highest Connectivity-based Packet
Dropping (IC-HCPD) for mobile ad hoc network is presented. Neighbor Node-based Cluster Formation is
designed in the proposed IC-HCPD technique aiming at reducing the routing overhead by obtaining the
route using minimal distance. Consequently, the neighbor node possessing highest connectivity is selected
as the Detection Manager using Cluster algorithm based on Highest Connectivity. Finally, the Detection
Manager monitors the nodes entering into and leaving the network and identifies the faulty node and isolates
the node from the network through Packet Dropping mechanism. The simulation results show that IC-HCPD
technique can effectively improve average packet delivery ratio, reduces routing overhead for data delivery,
and improves security as compared with those of the tested algorithms.

Keywords: Mobile ad hoc network, malicious node, pre-distributed keys, Highest Connectivity, Packet
Dropping

1. Introduction

Due to the inherent vulnerabilities of mobile ad hoc networks, new intrusion detection measures need
to be developed to efficiently safeguard the route from further being deteriorated. This work focuses on the
detection of intruder nodes and isolating them from the network. Identity of polluters in MANET was
identified [1] by applying a fully distributed technique with low computational overhead. In [2] enhanced
adaptive acknowledgement model was introduced to improve the malicious node detection behavior rate. A
virtual clustering [3] model was applied in heterogeneous network to improve the packet forwarding rate in
the presence of malicious nodes. Another distributed technique [4], called as encounter-based distribution
algorithm to detect the malwares with the aid of content-based signature was presented. Link state routing
[5] is an efficient method to detect malicious node and isolate them from the network, so that the network
does not get further disrupted. Surveying adjacent nodes was another mechanism used in [6] that resulted in
minimizing the false alarm and also sending and checking packet for neighbor nodes being transmission.

Adaptive distribution mechanism for intrusion detection has been used for a long time [7]. This
technique introduced a flexible responsive scheme in various attack scenarios with low network overhead.
Evaluation of classification algorithms to detect malicious activities in MANET and their comparison results
was presented in [8].
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Intrusion detection systems were used in the past by several researchers using different methods to
detect intrusions in networks in an efficient manner. However, most of these methods only detected the
intruders only with high false alarm rate. Intelligent Agent intrusion detection model [9] was presented by
integrating attribute selection, outlier detection, and enhanced multiclass SVM classification methods to
detect anomalies with low false alarm rate. But, with the increase in the congestion rate, intrusion model did
not work efficiently.

In this paper we propose a new intrusion detection method which is called Integrated Cluster and
Highest Connectivity-based Packet Dropping (IC-HCPD). This method detects the malicious node with the
help of the detection manager. The detection manger on the other hand based on the neighbor information
performs clustering and detects the intruder or malicious node through packet dropping mechanism and
isolates the node from the network. Consequently, routing overhead is decreased whereas the packet
delivery ratio malicious node detection behavior rate is increased considerably in this method.

The rest of this paper is organized as follows: Section 2 presents a brief introduction of related
works. Section 3 proposes our Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-
HCPD) method. In Section 4 the simulation results will be described. Finally Section 5 concludes our
discussion.

2. Background and related work

Some recent studies have examined and discussed the problem of intrusion detection methods in
mobile ad hoc network. Some of them will be surveyed in this section. An integrated cultural algorithm and
artificial fish swarm algorithm [13] for anomaly detection of nodes was presented using optimized back
propagation model. In [14], KNN classification algorithm was applied which detected the intrusion with
high detection rate that separated normal nodes from abnormal nodes in purview of identifying the intruder
nodes.

In [15], a new algorithm for preventing the network against jamming attack strategies using heuristic
algorithm was designed. In [16], intrusion rate was reduced by protecting the location privacy using steiner
tree aiming at improving the privacy and reducing the communication cost substantially. In [17], a
framework for wireless mesh networks was designed using cooperative cross layer framework.

In [18], non parametric cumulative sum was used to detect the rate of intrusion against cognitive
radio networks. By learning the normal operational model, the proposed intrusion detection system was able
to detect anomalous or abnormal behavior arising from an attack. Attacks may also arise due to resource
depletion. In [19], routing protocol layer was investigated to measure the VAMPIRE attacks through
network wide energy usage

All of the above said methods perform intrusion detection by either compromising the security when
providing routing overhead and vice versa. In this paper we propose a new algorithm that performs intrusion
detection by identifying the malicious node and isolating the node from the network.

3. Proposed Intrusion Detection technique

In this section, first the problem statement is described, then the novel strategy for intrusion detection
in MANET is proposed and finally the Neighbor Node-based Cluster Formation and Highest Connectivity-
based Detection Manager strategies are presented.

3.1 Problem statement

The nodes in MANETS assume that other nodes seldom cooperate with each other to relay data,
which is exploited by malicious nodes and propagate intrusive attacks across the network. The mobile nodes
in MANET change the topology at a faster rate resulting in the increase in routing overhead.

With autonomous collection of mobile nodes, intrusion detection is one of the major topics being
analyzed in Mobile Ad hoc Network. Distributed techniques were employed to infer the identity of
malicious nodes and digital signature were applied to demonstrate higher malicious behavior detection rates.
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However, conventional distributed techniques cannot isolate the malicious node and with the random nature
of the network application of pre-distributed key pattern, increases the routing overhead substantially.

In our technique, we consider MANET as an undirected graph ‘G = (V,E)’, with transmission
range ‘R’ where ‘V’ represents the set of nodes and ‘E’ represents the set of bidirectional links. However,
due to the presence of intruders that utilize the loophole to carry out the malicious behavior and therefore
nodes gets compromised and more data packets cannot be successfully delivered to destinations.

The cluster head or detection manager selection is invoked on-demand in the proposed technique,
and is aimed to reduce the routing overhead and therefore the communication costs. By classifying the
mobile nodes in the network into clusters, the proposed technique allows the Detection Manager (DM) to
identify the faulty node and isolate the node from the network. To achieve the goal of intrusion detection of
malicious nodes in MANET, in the presence of malicious node, this paper design an intrusion detection
technique where detection manager detect the malicious node and improve the packet delivery ratio and
reduces the routing overhead using clustering technology.

3.2 Neighbor Node-based Cluster Formation

In this section, a Neighbor Node-based Cluster Formation is designed aiming at reducing the routing
overhead and transmitting data packets in an intrusion free model. Fig 1 shows an example of Neighbor
Node-based Cluster Formation for the selection of intermediate nodes.

NG
©
O,

Fig.1 An example selection of intermediate nodes

RN
;
o

®

As shown in fig 1, the source node is denoted as ‘SN’ and destination node by ‘DN’. Nine Neighbor
Nodes ‘NN; — NN;’ exists between the source destination pair. Normal lines indicate the possible neighbor
nodes through which routing can be proceeded whereas the dashed bold line denotes the final neighbor
nodes selected through which transmission is forwarded.
In the proposed technique, the intermediate nodes from the source node ‘SN’ within the transmission
range ‘R’ is measured to ensure secure routing through which data packets are transmitted and is formulated
as given below.

IN = ¥, Min (Dis (SN — NN,)) (1)

From (Eqg.1), the distances between the source node and the neighbor nodes is first evaluated. Then,
based on the result obtained, the minimum distance nodes are then selected as the intermediate nodes. If
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more than one mobile node possesses similar minimal distance, then the residual distance is used as a basis
to obtain the intermediate nodes and is formulated as given below.
IN = Y7, ;_, Min ResidualDis(NN; — NN;) 2)

In this way, by measuring the intermediate nodes, Neighbor Node-based Cluster Formation reduces
the routing overhead and therefore minimizes the communication cost.

3.3 Highest Connectivity-based Detection Manager Selection

To achieve better packet delivery ratio, we need to keep track of the normal and malicious nodes to
accordingly predict which route can be accessed through for packet or file transmission in the near future.
With the intermediate nodes obtained using Neighbor Node-based Cluster Formation, the next step in the
proposed technique is the identification of Detection Manager (DM). Every mobile node in MANET
transmits or receives the data. The task of detection manager in the proposed work is to monitor the nodes
which is entering and leaving the network and also identify the malicious node and isolate the node from the
network.

In this work, a clustering algorithm based on highest connectivity or with maximum number of
neighbors is selected as the cluster head or the Detection Manager (DM). In order to construct highest
connectivity clustering, the node degree is measured on the basis of its’ (i.e. source mobile node) distance
from other mobile nodes in the network. Each mobile node broadcasts its id (i.e. Mobile ID) to the nodes
that are within its transmission range ‘R’. The structure of the broadcast information is as given below.

Mobile ID | NN | NM | Weightyy | Weightyy

Fig 2 Broadcast Information

In order to measure the highest connectivity, the proposed technique obtains two parameters for
selecting cluster head or detection manager along with the mobile node ID ‘Mobile ID’ namely, neighbour
node information ‘NN’ and node mobility ‘NM’ (as listed in fig 2). The neighbour node information
comprises of the weight of neighbouring node ‘Weightyy’ present in its vicinity or transmission range ‘R’.

On the other hand, the weight of the node mobility ‘Weighty,’ symbolizes the mobility of the
nodes in network that depends upon the mobility pattern. Initially, the values of ‘Weightyy’ and
‘Weighty,,’ are set to 0. With changes in the updates, the two values are incremented. These two
parameters (values) along with the mobile node ID are used to measure the node capability. With this node
capability, the mobile node that possesses high capability is selected as the cluster head or the detection
manager ‘DM;’.

DM; = Max Y ,(Weightyy[IN] + Weightyy [IN]) (3)

From (Eq.3), the mobile node with maximum number of neighbors (i.e., maximum degree) is
selected as the cluster head or detection manager. Mobile node possessing highest connectivity is considered
as the detection manager.. If two or more intermediate nodes possess the same capability, then the residual
distance is used as given below.

DM; = Min ResidualDis (Max Y';(Weightyy[IN] + Weightyy[IN])) 4
From (Eq.4), based on the minimum residual distance, detection manager is identified in the
presence of more than one DM. By effective detection of DM, packet delivery ratio is improved
significantly.
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Input: Mobile ID ‘Mobile ID’, Neighbor Node
‘NN’, Node Mobility ‘NM’, weight neighbouring
node ‘Weightyy’, weight node mobility
‘Weightyy’, Source Node ‘SN’, Destination
Node ‘DN’, Intermediate Node ‘IN; — IN;’,

Output: optimizes packet delivery ratio and
reduces routing overhead

1: Begin
2: Set ‘Weightyy’, Weightyy’ to be 0

3: For each Source Node ‘SN’ and Destination
Node ‘DN’

4: Repeat
5: Measure Intermediate Nodes using (1)
6:if (more than one intermediate nodes obtained)

7:Measure Intermediate Nodes based on residual
distance using (2)

8:End if
9: Until (Intermediate Nodes are obtained)
10: Obtain Detection Manager using (3)

11: If (more than one Detection Manager is
obtained)

12:Measure Detection Manager based on residual
distance using (4)

13: End if
14:End for 15: End

Fig 3 Clustering algorithm based on Highest Connectivity

As shown in the fig 3, for each source destination pair, whenever a source node has to identify the
best route to forward packets in MANET, intermediate nodes are measured. In the presence of more than
one intermediate node minimum residual energy is used. Followed by this, the identification of detection
manager is performed based on the highest connectivity. The highest connectivity or the maximum number
of neighbors possessed by the intermediate nodes is then identified as the detection manager.

3.4 Packet Dropping-based Malicious Node Isolation model

Finally, Packet Dropping-based Malicious Node Isolation strategy aiming at improving the security
is presented. As implied by the name, the detection manager in the network isolates the malicious node from
communicating with other nodes in the network. In turn, this prevents the victim node from receiving data
packets from other mobile nodes in the network.
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The idea behind Packet Dropping-based Malicious Node Isolation strategy is that the link
information is prevented from being spread to the entire network. As a result, these nodes will not be able to
build a route to these target nodes. This attack is achieved by exploiting the Detection Manager Neighbor
Node Relay Selection (DMNNRS) algorithm.

Each mobile node selects a set of its neighbor nodes ‘NN’. Only nodes, sclected as ‘NN’ by the
Detection Manager ‘DM’, are responsible for identifying the faulty node and isolate the node from the
network. Fig 4 shows the DMNNRS algorithm.

Input: Mobile Node

‘MN; = MN;, MN,, ..., MN,’, Neighbor Node
‘NN; = NN{,NN,,...,NN,’, Packet ‘P; =

P, P,, .., P’

Output: Improves security and malicious node
behavior detection rate

1: Begin
2: For each Mobile Node ‘MN;’

3: Measure set of its neighbor nodes
‘NN’

4. Obtains packets ‘P;” from its
Neighbor Node ‘NN;’

5: If (‘NN;’ forward ‘P;” with
contents unchanged) or (‘NN; do not drop) then

6: Forward ‘P;’ to its ‘NN;¢’
nodes

7 Else

8: Do not Forward ‘P;’ to its
‘NN;,,’ nodes

9: Remove ‘NN;’ node from the
network

10: End if
11: End for
12: End

Fig 4 Detection Manager Neighbor Node Relay Selection algorithm

As shown in the fig 4, the Detection Manager randomly obtains the incoming packets of its
neighbors. It passively listens to the communication to and from each of its neighbor nodes by auditing the
contents of the HELLO message. If the contents of the HELLO message include the existence of all
neighboring nodes along with the broadcast information (as provided in Fig 2), then the packets are sent to all
the neighboring nodes.
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On the other hand, if the contents of the HELLO message include a node not present in the network,
then the packet cannot be forwarded due to the non-existence of the node and therefore packet drop occurs.
Therefore, the mobile node is presumed as the malicious node by the Detection Manager and therefore
isolated from the network. Here, in the proposed technique, intrusion detection is performed by means of
detecting packet drops and modifications by the neighboring nodes. The deviation from normal behavior of
a neighbor node is used as an indicator to identify the presence of the malicious node and isolate it from the
network.

Fig 5 shows the Packet Dropping-based Malicious Node Isolation strategy to identify the malicious
node and isolate it from the network. In the figure, Node ‘A’ is the attacking node and Node ‘P’ is the target
node. The attacker node ‘A’ instead of sending HELLO messages including ‘{P,Q, R, S}’, it sends a fake
HELLO message that contains ‘{P, Q,R,S,T} that include three neighbor nodes ‘{Q, R, S}’ and one non-
existent node ‘{T}’. According to the protocol, the target node ‘P’ will select the attacking node ‘A’. So the
node ‘A’ is the malicious node which drops the packet as identified by the DM and is isolated from the
network.

OO

Fig 5 Packet Dropping-based Malicious Node Isolation strategy

In this way, a mechanism for detection of intrusion through packet dropping is presented based on
cooperative nature of nodes in mobile ad hoc network. As a result, the faulty node that performs packet drop
is identified as the malicious node and isolated from the network. This in turn ensures the security to a
greater extent.

4. Simulation and performance comparison

To evaluate the proposed technique a real grid test bed simulator is required. However, to establish
and maintain a real test bed is expensive. Instead, we choose a network simulator as the simulation tool.
Many network simulators have been introduced, such as OPNET, NETSIM and NS2, among which NS2 is
chosen since it provides a flexible and extensible simulation environment. In the following simulation, the
existing intrusion detection techniques including Rateless Codes and Belief Propagation to Infer Identity of
Polluters (RC-BP) [1], Enhanced Adaptive ACKnowledge (EAACK) [2] are implemented and compared
with the IC-HCPD on a Mobile ad hoc network.

A random topology with a maximum of 70 nodes over a rectangle field was selected to test the
proposed IC-HCPD and existing techniques RC-BP and EAACK respectively. The total dimension is fixed
as 1500*1500m with the maximum transmission range of each mobile node being 250m and the duration of
the simulation is 600s. Random way point model is used as the mobility model for each node.

The node speed is varied between 2m/s and 25m/s with the mobile node pause time is varied from 0
seconds to 300 seconds. In the result, for each metric, simulation is done for seven different seed values with
taken for the result. Table 1 shows the parameters obtained that finally were used in the experiments.
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Table 1 Parameters and values used in the experiment

Node density

10, 20, 30, 40, 50, 60, 70

Network area

1500*1500m

Transmission range

250m

Packets 9, 18, 27, 36, 45, 54, 63
Simulation period 600s

Minimum node speed 2m/s

Maximum node speed 25m/s

Node pause time

0 — 300 seconds

4.1 Simulation results

The tested algorithms were run on the same experimental environment as listed in table 1 so their
performance can be fairly compared. Several test metrics were used. Routing overhead is obtained on the
basis of the neighboring nodes in network. The mobile nodes in MANET often change their location within
network due to the random changes in topology. As a result, some stale routes are generated in the routing
table resulting in unnecessary routing overhead. A good algorithm is one which reduces the routing
overhead. The routing overhead is formulated as given below.

RO = YT, NN; * Time (NN;) (5)

From (EQ.5), the routing overhead ‘RO’ is obtained on the basis of the neighbor nodes ‘NN;’ and the time
taken to obtain the neighboring nodes ‘Time (NN;)’ in the network. Next, packet delivery ratio is used as
the performance metric to measure the effectiveness of the proposed technigue.

Packet delivery ratio is the ratio of number of packet actually delivered without duplication to
destination verses the number of packet supposed to be received. This number or the packet delivery ratio
represents the effectiveness and throughput of a protocol in delivering data to the intended receiver within
the network.

PDR = % (6)

From (Eq.6), the packet delivery ratio ‘PDR’ is measured using the packets delivered ‘P;’ and the
packets sent ‘P;’ respectively. Finally, to evaluate the efficiency of the proposed technique, the rate of
malicious behavior detection is measured.

Malicious behavior detection rate measures the rate of malicious nodes identified in the network.
Due to different factors such as congestion, collision, packet drop, malicious behavior of a node is said to be
observed. In the proposed technique, packet drop is used as a measure to detect intrusion in the network and
is mathematically formulated as given below.

Packet drops detected (7)
MN;

MBDR =

From (EQ.7), the malicious behavior detection rate ‘“MBDR’ is observed on the basis of the number of
nodes or node density ‘MN;’. In the following, each simulation was performed seven times to obtain the
values of the three performance metrics.
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4.2 Routing overhead

A node density of 70 listed in table were employed to simulate the routing overhead using the three
methods Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-HCPD) Rateless Codes
and Belief Propagation to Infer Identity of Polluters (RC-BP) [1], Enhanced Adaptive ACKnowledge
(EAACK) [2] on mobile ad hoc network.

Table 2 Average node density and routing overhead

Node Density Routing overhead (ms)
IC-HCPD RC-BP EAACK
10 0.38 0.45 0.60
20 0.52 0.59 0.64
30 0.78 0.85 1.09
40 0.95 1.03 1.18
50 1.05 1.12 1.26
60 1.15 1.22 1.35
70 1.28 1.35 1.50

A comparative analysis for routing overhead with respect to different mobile nodes was performed
with the existing RC-BP [1] and EAACK [2] is listed in table. The increasing mobile nodes in the range of
10 to 70 are considered for experimental purpose in MANET.

16
14 |
12 o

) |

0.8 ® |C-HCPD
ERC-BP

EAACK

0.6

0.4

Routing overhead (ms)

0.2

0

10 20 30 40 50 60 70
Node Density

Fig 6 Routing overhead by varying the node density
Fig 6 shows the routing overhead for 70 nodes using the above mentioned intrusion detection
techniques. As illustrated in fig, comparatively while considering more number of mobile nodes. In this
simulation though three techniques have similar routing overhead, but were observed to be comparatively
lesser when IC-HCPD was applied. The IC-HCPD method improves the routing overhead by considering
neighbor node-based cluster formation that uses the minimum distance nodes for routing with respect to
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different mobile nodes. The residual distance using the neighbor node information in IC-HCPD helps for
any number of mobile nodes to obtain their neighbor information in a dynamic manner reducing the routing
overhead by 9.64% compared to RC-BP and 28.50% compared to EAACK.

4.2 Packet Delivery Ratio

The experimental results in previous section have indicated that IC-HCPD method is more efficient
than RC-BP and EAACK CR-DCST framework is more efficient than JSTM-EM and DIDS-WSN
respectively in terms of routing overhead. In this section we compared IC-HCPD method with, RC-BP [1]
and EAACK [2] to illustrate the effectiveness of applying clustering algorithm based on highest connectivity
in terms of packet delivery ratio.

Table shows the performance of IC-HCPD, RC-BP and EAACK over different number of packets in
terms of packet delivery ratio. From the table it is evident that the packet delivery ratio is observed to be
high by applying the IC-HCPD method.

Table 3 Average packet delivery ratio and packets sent

Packets Packet Delivery Ratio (%0)
IC-HCPD RC-BP EAACK
9 92.35 82.45 80.32
18 94.19 84.24 81.12
27 95.23 85.28 82.16
36 89.21 79.26 76.14
45 91.35 81.40 78.28
54 93.28 83.33 80.21
63 95.89 85.94 82.82
$ 100 _
S 80 ' ‘ . .
¢
T 6o
3 . ® |C-HCPD
g 4 m RC-BP
= 20 EAACK
S
g O
9 18 27 36 45 54 63
Packets

Fig 7 Packet delivery ratio by varying the packet density
Fig 7 displays the packet delivery ratio based on the changing number of packets. The mean packet
delivery ratio of IC-HCPD method is improved by 11.15% and 1.46% compared to RC-BP and EAACK
respectively. According to the highest connectivity as detected by the detection manager, the neighbor node
that possesses maximum connectivity is selected as the route node through which the data or packets are
forwarded. Therefore, with the highest connectivity, though existence of malicious nodes cannot be avoided,
with the large number of neighbor nodes, the possibility of packet delivery ratio gets increased using the IC-
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HCPD method when compared to RC-BP and EAACK. In case of the two existing methods, acknowledge
information is used as a measure for data forwarding that ensures packet delivery. But the packet delivery
ratio using IC-HCPD method was observed to be 10.68% improved and 1.39% improved when compared to
the existing methods.

4.3 Malicious behavior detection rate

The malicious behavior detection rate using IC-HCPD method is provided in an elaborate manner in
table with different number of mobile nodes and simulated using NS2 (as listed in table 4).

Table 4 Average malicious behavior detection rate

Node density Malicious behavior detection rate (%0)
IC-HCPD RC-BP EAACK

10 51.35 42.85 34.16
20 62.14 53.09 45.09
30 75.83 66.67 58.67
40 78.14 69.05 63.05
50 80.35 71.28 67.28
60 84.16 75.13 69.13
70 89.23 80.18 73.18

$ 90

= 80

o

= 70

S 60

£ 50 ;‘

3 , ® |C-HCPD

S 40 i

< 30 * = RC-BP

S 20 EAACK

3 10

o >

> 10 20 30 40 50 60 70

Node Density

Fig 8 Measure of malicious behavior detection rate

Fig 8 shows the effect of malicious behavior detection rate for 70 mobile nodes. As node density
increases, malicious behavior detection rate gets reduced. Here IC-HCPD outperforms the other methods as
node density increases. The main reason is that the malicious behavior detection rate in the IC-HCPD
method is made by isolating the malicious node based on the packet dropping rate. So the performance of
the proposed Detection Manager Neighbor Node Relay Selection (DMNNRS) algorithm is improved by
increasing the malicious behavior detection rate by 12.42% and 22.13% compared to RC-BP and EAACK.

160



International Journal of Computing Academic Research (IJCAR), Volume 5, Number 3, June 2016
5. Conclusion

Detecting intrusion in mobile ad hoc network is a complex task due to the intrinsic features of these
networks, such as the higher node mobility, the lack of a fixed network infrastructure as well as the severe
resource constraints. Therefore, there arises an urgent need to safeguard these communication networks and
to propose efficient method in order to detect the intrusion at an early stage. In this article we provide an
Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-HCPD) that can be employed as
intrusion detection method in MANETS. Results show that neighbor node selected based on the cluster
formation may be a good paradigm to use when the goal is just to detect an intruder and isolate the intruding
node from the network. The evaluation of the detection manager is performed considering highest
connectivity that the intrusion detection process is completely distributed and maximum number of neighbor
node exists in the network. Through the experiments using real traces, we observed that our intrusion
detection method provided more accurate malicious behavior detection rate compared to the existing
intrusion detection methods. In addition, our clustering algorithm based on highest connectivity effectively
improved the packet delivery ratio and even reduced the routing overhead.
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1. INTRODUCTION

The well-known means in literature such as arithmetic mean, geometric mean harmonic mean and
contra harmonic mean are presented by pappus of Alexandria. In Pythagorean School on the basis of
proportion and also some of the other means like Heron mean and Centriodal Mean are defined as
follows [1,2] and some interesting results on above said means are discussed in [3-8].

For two positive real numbersa &b;

a+b

Arithmetic Mean = A(a,b): T Geometric Mean = G(aﬂ b): \/%
2 2
Harmonic Mean = H(a,b)= 2ab Contra Harmonic Mean =C(a,b)= a_+b
a+b a+b
2 2
Heron mean = He(a,b): M—m and Centriodal Mean C, (a,b) = 2(a” +ab+b")
3 3(a+b)

Jamal Rooin and Mehdi Hassni [9], introduced the homogeneous functions f(x) and g(x), also

established some convexity results and refinements to Ky-Fan-type inequalities.where

fx)-2 :gx and g(x)=In

X X

a

- _dx for X (~o0,00) anda>b>c > d.

In [10], authors studied the convexity(concavity) of the following ratio of difference of means.

_ C(a,b)-A(a,b) _ A(a,b)-H,_(a,b)
G(a,b)-H(a,b) G(a,b)-H(ab)

M cacr (a,b)

M AH.GH (a,b)

©ARC Page | 13
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_ C(a,b)—H,(ab)
~ G(a,b)-H(a,b)
_ C(a,b)— A(a,b)
" H,(a,b)-G(a,b)

_ C,(ab)-A(a,b)
~ G(a,b)—H(a,b)
_ C(a,b)-C,(a,b)
~ G(a,b)—H(a,b)

M CH,GH (a,b) M CyAGH (a,b)

M can.c (@,D) and M cc,on (8,0)

Some fruitful results related to Schur convexities were also found in [11-22].

In this paper, we study the Schur, Schur harmonic and Schur geometric convexity of ratio of

means M agy (2,0), M oy 61 (8,D) , Mgy o (8,0) & My (@, b) and some applications of these

ratio of difference of means.

2. PRELIMINARY RESULTS AND DEFINITIONS

In 1923, the Schur Convex function was introduced by | Schur, and proved many important
applications to analytic inequalities. In 2003, X. M. Zhang propose the concept of Schur-
geometrically convex function which is an extension of Schur-convexity function. In recent years, the
Schur convexity, Schur geometrically convexity and Schur harmonic convexity have attracted the
attention of a considerable number of mathematicians ([11],- [21]). For convenience of readers, we
recall some definitions as follows:

Definition 2.1.[3,7] Let X = (X, X,, Xgyeeeeeee X, ) @A Y = (Y1, V5, Yg s ¥, ) € R”

k
1. Let X is said to be majorized by y (in symbol x <y) > x; < Z:(:lyi for k=12,3....n and
i=1
k

k
DX=D. Y where X, > ... >X, and y; >...... >y, are rearrangement of x
i=1

and Yy in descending order.

2. QcR" The function ¢:Q — R" issaid to be schur convex functionon Q if X<y on
Q implies (x) < p(y). @ is said to be a Schur concave function on Q if and only if

— @ is Schur convex.

Definition 2.2.[22] Let X =(X,,X,,Xgy. X, ) and Y = (Yy, Yy, Ygro ¥y )€ R™<.Q CR" is

called geometrically convex set if x,“y,”.....x,“y,” € R" forall xand y where a, 8 € [0,1] with

n
a+pf=1. Let QcR". The function ¢:Q — R," is said to be schur geometrically convex
function on Q if (In X v In xn)< (In Y o In yn) on Q implies @(x) < (y). Lete is said to
be a Schur geometrically concave function on ¢ if and only if — ¢ is Schur geometrically convex.

Definition 2.3.[3,7] The set Q —R" is called symmetric set if xeQ implies px e Q for every

nxn permutation matrix p . The function ¢ : Q — R" is said to be symmetric if every permutation
matrix p;  @(px) = @(x). forall xe Q.

we introduce the ratio of difference of means as follows:

M CAGH (a7 b) — C(a! b) - A(a’ b) M CC4GH (a’ b) _ C(a, b) - Cd (a’ b)
M AH.GH A(a, b) -H e (a’ b) M CyAGH Cd (a’ b) - A(a, b)
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C4AGH (a.b) = C,(a,b)—A(a,b) CC4GH (ab) = C(a,b)-C,(a,b)
Muion . A@b)-H,(ab) Muos  A@b)-H,(ab)

C4AGH (a.b) = C,(a,b)—A(a,b) CC4GH (ab) = C(a,b)-C,(a,b)
Muion . A@b)-H,(ab) Muos  A@b)-H,(ab)

Lemma 2.1.[3,7] Let QcR" ¢:Q — R is symmetric and convex function. Then ¢ is Schur

convex on Q.

X X

Lemma 2.2.[9] For a>b>c > d. the function f(X) = where X € (—o0,00) s

X_

i) Convex, if ad —bc >0
ii) Concave if ad —bc <0
iii) Equality holds if ad —bc =0.
Lemma 2.3.[22] Let QcR" be symmetric with non empty interior convex set and let

@:Q— R, be continuous on Q and differentiable on Q° If ¢ is symmetric on Q and for any
on X = (X, Xy, Xgpeeneeen x,) € Q°. Then ¢ is

(i) Schur convex (concave) if s=(x, - xz)(a—(p _0_(/)] > O(S 0).
0%, OX,

(ii) Schur geometrically convex (concave) if s=(Inx, —In xz)[x1 2—(/) — X, 8—¢] > O(S 0).
X

(iii) Schur harmonically convex (concave) if s=(a-— b)(xl2 2—¢ - x22 s_qoj > O(S 0).
Xl X2

3. SCHUR PROPERTIES ON RATIO OF DIFFERENCE OF MEAN

In this section, the Schur, Schur geometric and Schur harmonically convexities on ratio of difference
of mean are established by finding the partial derivatives.

. . Mcc GH .
Theorem 3.1. The ratio of difference of means ——— is

C4AGH
(i) Schur convex.
(ii) Schur geometrically convex.

(iii) Schur harmonically convex is for all a > b.

Mec,on (a,b) = C(a,b)-C,(a,b)

Proof. Let =
M, ac Cqy(a,b) — A(a,b)

2 2 2 2 2
From lemma 2, Consider, f(a,b)=CA-C,*= a” +b (a+bj_ﬂ a“+ab+b
a+b 2 9 a+b
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By finding the partial derivatives of f (a,b) and with simple manipulation gives

of a_g[(a2+ab+b2)a(a+2b)] of _§((a2+ab+b2)b(2a+b)j M

X ¢ Loy
a9 (a+by w7 (a+by

Proof of (i), from eqn (1), we have

o of . (, 8@t+ab+b?’)) . (a®+10ab+b’
_a___(a b)(l 9(a+b)2 j—(a b)( 9(a+b)2 J

2 2
Then s (a—b) & - 01| (a_py[ @ +10ab+b®
9(a+b)

of qj
oa ob

jz 0 forall a &b

This verifies the condition for Schur convexity.

Proof of (ii), from eqgn (1), we have

2 2y (43 _R3 _
adl _p (a2 _pz) 8@ +ab+b ) (e b+ 2ab(a b)) >0forall a &b
da b 9 (a+b)
Thens =(Ina—In b)(ai—bﬂ) =(lna—1In b)a;bs(a4 +b* +14a%’ + 2a°%h + 2ab®) > 0
ga b 9(a+b)

This verifies the condition for Schur geometrically convexity.

Proof of (iii), Asabove we have

>0 for a&b

2 2
of bzq]: (a_p)@ +10ab-+b")

Then s=(a—b) a®*— -
en s=(a {a da b 7 9(a+b)

This verifies the condition for Schur Harmonically convex.

Thus the proof of theorem 3.1 is completed.

. . M CCyGH .
Theorem 3.2. The ratio of difference of means ———— is

AH,GH
(i) Schur convex.
(ii) Schur geometrically convex.

(iii) Schur harmonically convex is forall a>b.

Mec,en (a,b) = C(a,b)-C,(a,b)

Proof: Let =
M .61 A(a,b)-H,(a,b)

From lemma 2, Consider, f (a,b) = CH, — AC,

:[az+b2j(a+b+\/%]_(a+b)g(a2+ab+b2j:@[a+b_2;ab_@j

a+b 3 2 )3 a+b 3 a+b
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By finding the partial derivatives of f(a,b) and with simple manipulation gives

qzx/%(l_(zbz _\/Bj (a .28 \/—jf

oa 3 a+b)’ 2Ja a+b Va

Lo _ab 4ab? 2ab

a6 ({ a_(a+b)2_@J (a+b_?_\/_n @
o of Jab 4a’h 2ab
similarly b%:T[(Zb_m_\/_j (a+b—a——\/_j] (3)

Proof of (i), fromegs (2) & (3) we have

_ of o (a—h) 2 42
Then s=(a— b{aa 6bj (a+b)(m)(4ab+2@(a+b) a b)ZOfora&b.

This verifies the condition for Schur convex.

Proof (ii), from egs (2) & (3) we have

of baf_\/_[2 _Zb_4ab(b—a)J

oa b 6 (a+by

oa ob

Consider,s = (Ina—In b{a%—b%jz(lna—ln b)\/%(j_b)(l+ 2ab Jz 0 for a&b

(a+by

This verifies the condition for Schur geometrically convex.
Proof of (iii), from egs (2) & (3) we have

0f L, of Jab 2ab
——-b"— b) 3a+3b-2vab-——
Ta (a )( ar (a+ b)j

of Vab (a-b) /_

Thens=(a—b) a®*— —b? 3(a’ +b*) +4ab-2vab(a+b)|> 0for a&b
( { oa 6bj 6 (a+ b)( ( ) ( ))

This verifies the condition for Schur harmonically convex.

Thus the proof of theorem 3.2 is completed.

. ) M i
Theorem 3.3. The ratio of difference of means —CACH s

AH,GH
(i) Schur convex.
(ii) Schur geometrically convex.
(iii) Schur harmonically convex is for all a >b.
Proof: Similar argument as discussed in theorem 3.1 and 3.2 gives the proof of theorem 3.3.
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Abstract- Let G =(V,E) pe a graph. The two disjoint proper

subsets D,& D, of V(G) are said to be roman primary
dominating set and auxiliary dominating set of G respectively, if

every vertex not in D,& D, is adjacent to at least one vertex in

D, & D2. The domination number ypfi(G) is the minimum
cardinality of a primary dominating set and the domination

number 7aux(G) is the minimum cardinality of an auxiliary

_ <
dominating set. Note that/ Pri (G) <7 (G)
initiate a study of this new parameter.

. In this paper, we

Index Terms- domination number, primary domination number,
and auxiliary domination number.

l. INTRODUCTION

he graphs considered here are simple, finite, nontrivial,

undirected, connected, without loops or multiple edges or
isolated vertices. For undefined terms or notations in this paper
may be found in Harary [1].

Let G =(V, E) e a graph. A set DcV(G) js o
dominating set of G if every vertex not in D is adjacent to at

least one vertex in D. The domination number 7(G) is the
minimum cardinality of a dominating set.
While various parameters related to domination in graphs have

been studied extensively. Let G=(V.,E) bea graph. The two

disjoint proper subsets D,& D, of V(G) are said to be roman
primary dominating set and auxiliary dominating set of G

respectively, if every vertex not in D,& D, is adjacent to at

least one vertex in D, & Dz. The domination number 7 ri ©)
is the minimum cardinality of a roman primary dominating set

and the domination number 7aux (©) is the minimum cardinality

of an auxiliary dominating set. Note that” P (G) < Ve (G)
In this paper, we initiate a study of this new parameter.

For example, Airspace control increases operational
effectiveness by promoting the safe, efficient, and flexible use of
airspace while minimizing restraints on airspace users (pilot and
co-pilot). Airspace control (dominate) includes coordinating,
integrating, and regulating airspace to increase operational
effectiveness. Effective airspace control reduces the risk of
unintended engagements against friendly, civil, and neutral
aircraft, enhances air defense operations, and permits greater
flexibility of joint operations. This motivates to our primary and

auxiliary dominating sets. And another example, parallel
processing is the simultaneous use of more than one processor
core to execute a program or multiple computational threads.
Ideally, parallel processing makes programs run faster because
there are more engines (cores) running it. In practice, it is often
difficult to divide a program in such a way that separate cores
can execute different portions without interfering with each
other. Most computers have just one Processing unit, but some
models have several, and multi-core processor chips are
becoming the norm. Thus, we initiate a study of this new
parameter.

Il. RESULTS

We use the notation PP, Wp, KP, and CP to denote,
respectively, the path graph, wheel, complete graph, cycle graph

with P vertices; the star graph with p+1 vertices, and Kmv“
the complete bipartite graph with M + N vertices (see [1]).

We obtain the exact value of /| pfi(G), Yax(G) and

|V o (Dl + D2)| for some standard graphs, which are simple, to
observe, hence we omit the proof. As usual, for a real number s,

let LSJ be the greatest integer less than or equal to s, and N be
the least integer greater than or equal to s.

Propositionl. For any complete graph K” with P 23

vertices,
7pri(Kp) = yaux(Kp) = 7(G) :1_

Proof. Suppose G is a complete graph with p=3
vertices, since every pair of its vertices is adjacent. Clearly, by

definition it proves thatypfi(KP) - yaUX(Kp) =7(G) :l.

- C .
Proposition 2. For cycle P, with

(=] 2]
vertices, .

7aux(cp) = p_3[£J

any

p>4

and
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proof. Let G =(V,E) bea graph. The two disjoint proper
subsets D,& D, of V(G) are said to be primary dominating
set and auxiliary dominating set of G respectively, Suppose

Every vertex of D, set is contributing twice the number of
V- (Dl Y Dz)

vertices in

W
Proposition 3. For any wheel P, with p25vertices,
7pri(Pp) :1’ and 7aux(G) =P-4.
Prof. Suppose the graph is a wheel then we know that a

wheel P having one vertex say V of maximum degree A, and
remaining all other vertices are having degree three. Now, a

vertex ¥ and another two non adjacent vertices of = P are also

belongs to V- (Dl ~ D2) . Since primary domination number

\Y _(Dl N Dz)

having exactly one vertex and contains three

vertices. Therefore auxillary domination number is P-4

Proposition 4. If G is a star, then 7p”(G):1 and
yaux(G) = A(G) _l_

Proof. Suppose G is a star and v being a vertex of

A(G) =

the definition every vertex not in

maximum degree, then number of pendent vertices. By

D,& D

one vertex in D, & D2, such that every pendant vertex of G
D, or DZ. Hence 713”(6) -1

2 is adjacent to at least

must be belongs to
and Vaux (G) = A(G) _l_

Proposition 5. If G is a complete bipartite graph with

m<n vertices, where, M= 2 then 7P”(Kmv”) :1,

7aux(Km,n) =m _1_
Prof. Obviously follows from the definition; Hence we omit
its proof.

Proposition 6. If G is a complete bipartite graph with
m<n vertices. then 7pri (G) +7aux (G) = 7(6) = m.
Proof. Obviously, V(G):m'lt is easy to notice that

Y pri (G)+7a (G)=n =m. Hence the theorem is proved.

Proposition 7. Let G be a complete bipartite graph with
M < N vertices, where, M= 2 then 7p”(Kmv“) < y(Kmv“).
Proof. Obviously follows from the Proposition 4.

Proposition 8. If X be a pendent vertex of a graph G ,

then X € D, or Dz_

D,& D

at least one vertex in D, & Dz. Hence every pendant vertex of
D, . D,

Proof. Clearly, every vertex not in 2 is adjacent to

G must be belongsto —1 or

Next, we obtain a relationship between primary domination
numbers with the domination number, since their proof are
trivial, we omit the same.

Theorem 9. If G
then 7 pri () =7(G)
Theorem 10. If G be a complete bipartite graph with

is a star or complete graph,

M < N vertices, where, M= 2 then 7 pri (G)<7(G) _
Proposition 11. If Gisa complete bipartite graph with

m<n vertices, then 7pri (G) + 7 aux (G) = 7(6) = m.
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Roman Domination Number of a Graph
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Abstract- A dominating set D of a graph G=(V, E)is
roman dominating set, if S and T are two subsets of D and
satisfying the condition that every vertex U in S is adjacent to
exactly one to one a vertex V in V —D as well as adjacent to
some vertex in T. The roman domination number

of 7rds(G) of G is the minimum cardinality of a roman
dominating set of G. In this paper many bounds

on Yrds (G) are obtained and its exact values for some standard
graphs are found. Also relationship with other parameter is
investigated. We introduce Roman dominating set in which the
interest is in dominating contains two types of subset.

Index Terms- Domination, Roman domination.

l. INTRODUCTION

he graphs considered here are simple, finite, nontrivial,

undirected, connected, without loops or multiple edges or
isolated vertices. For undefined terms or notations in this paper
may be found in Harary [1].

Let G=(V, E) be a graph. A set DcV(G) js o
dominating set of G if every vertex not in D is adjacent to at

least one vertex in D. The domination number 7(G) is the
minimum cardinality of a dominating set.

Roman Emperor Constantine had the requirement that an
army or legion could be sent from its home to defend a
neighboring location only if there was a second army, which
would stay and protect the home. Thus, there are two types of
armies, stationary and traveling. Each vertex with no army must
have a neighboring vertex with a traveling army. Stationary
armies then dominate their own vertices, and its stationary army
dominates a vertex with two armies, and the traveling army
dominates its open neighborhood, which motivates to our roman
domination number of a graph.

A dominating set D of a graph G =(V, E) is roman
dominating set if S, T are two subsets of D and satisfying the
condition that every vertex U in S is adjacent to exactly one to
one a vertex V in V —D as well as adjacent to some vertex in

T . The roman domination number of %a(G) of G is the
minimum cardinality of a roman dominating set of G.

Il. RESULTS

We use the notation PP, Wp, KP, and CP to denote,
respectively, the path, wheel, complete graph, and cycle with p

vertices; Klvp star with p + 1 vertices, and Kmv“ complete

bipartite graph with (M+1N) vertices (see [4]).

Theorem 1.

" )| 2fe1, p23
). 7rds(Kp): p—l, p23
(3)_ 7rds(\Np):3! p24

7rds(Pp):’7£—|i p23
(4).

(5). 7rds(Km,n) =M, where M< n
(6). 7rds(K1, p): p=q :A(Kl, p)

Proof. Since, follows directly from the definition.

Theorem 2. For any graph G, 7ras (G)<p-1. equality
holds when G a complete graph or a star.

Proof. Let D be a roman dominating set of G, such that S
and T are two subsets of D, clearly, by the definition of roman
dominating set the number of vertices in S are adjacent to a

number of vertices in (V —D) are equal. Then the number of
vertices are in T are adjacent to a number of vertices in

(V—-D) are greater than or equal to zero. Hence

Veds (G) < p -1.
Further, the complete graph or star achieves this bound.

G p=3

Theorem 3. For any graph vertices, a set S of

. m . . .
independent | | cut vertices and each cut vertex is adjacent to a

Vs (T) = Zdeg m;
i1

pendent vertex. Then

Proof. We know that, a dominating set D of a graph
G =(V, E) is roman dominating set if S, T are two subsets

of D. Obviously, every cut vertex of Sis adjacent to a pendent
vertex Uin V = D aswell as adjacent in

Thus,
INEs]| =
= |N(S)|

www.ijsrp.org
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p-2
Vs (T) = degreeU; eS.

i=1

Theorem 4. For any graph G, 7'rés (G)=7(G) _

Proof. Clearly, by the definition, roman dominating set is
also a dominating set.

P
G —= Y rds (G)
Theorem 5. For any graph A+1 .

p
<7(G)
Proof. It is known that A+1 and
p
—— <7, (G)
sinceA+1 e , result holds
Theorem 6. For any graph G, Vras ©G)<p _1. And this

bound is sharp.
Proof. Let D be a minimum dominating set of G . Then

every vertex of V-D except one vertex ¥ € (v D), then
Du(v-D)-1 is a roman dominating set. Thus

DUV -D)-1

y+P—-y-1

P-1

K
The Complete graph P achieves this bound.

Theorem 7. If T is a tree with M cut vertices and if each
cut vertex is adjacent to at least one end vertex except one is

adjacent to exactly one end vertex, then Vs (G)=m .

Proof. Let C be the set of all cut vertices of tree T

with |C|:m. Then V —C is a dominating set of all end

. . - >m
vertices with [V C| . We know that S and T be the

subset Stationary and travelling respectively of a roman
dominating set. Here a cut vertex Y which is adjacent to one

: : C-u :
end vertex is belongs to stationary set and | | cut vertices

are belongs to travelling set, therefore C isaroman dominating

set. Hence, the roman domination number ofG Y rds (G) =m .

Corollary 8. For any tree T , with M > 2 cut vertices, then

7/rds(T) <m.
Proof. Suppose, the tree T contain M number of cut vertices.
Follows form the theorem 6. If some cut vertices is

vV-D, by the definition 7 rds (T)y<m.

belongs
The following propositions, corollary are straight forward
and the proofs are omitted.

Propositions 9. If a graph G has cut vertex Vand is
adjacent to an end vertex, then

2<7,,(G)=P-1.

Corollary 10. If a graph G has cut vertex, P = 4 vertices
and every cut vertex has adjacent to at most two end vertices,
then

Y rds (G) =P-e

where
€ be the end vertex.

REFERENCES
[1] Allan, R.B. and Laskar, R.C. (1978) — On domination, independent
domination numbers of a graph, Discrete Math., 23, pp.73 — 76.

[2] Cockayne, E.J. and Hedetniemi, S.T. (1977) - Towards a theory of
domination in graphs. Networks, 7, pp.247 — 261.

[3] Cockayne, E. J., Dreyer, P.A., Hedetniemi, S.M. and Hedetniemi, S.T.
(2004) - Roman domination in graphs, Discrete Math., 278, 11 — 22.

[4] F.Harary, Graph Theory, Addison Wesley, Reading Mass., 1972.

[5] lan Stewart (1999)-Defend the Roman Empire!, Scientific American,
281(6),136-139.

[6] Haynes, T. W., Hedetniemi, S.T. and Slater, P.J. (1998) - Domination in
Graphs: Advanced Topics, Marcel Dekker, Inc., New York.

[71 Haynes, T. W., Hedetniemi, S.T. and Slater, P.J.(1998) - Fundamentals of
domination in graphs, Marcel Dekker, Inc., New Y ork.

[8] V R Kulli and M B Kattimani, Global Accurate Domination in Graphs,
International Journal of Scientific and Research Publications, VVolume 3,
Issue 10, October 2013, ISSN 2250-3153.

AUTHORS

First Author — Dr. Mallikarjun Basanna Kattimani,
M.Sc.,M.Phil.,PGDCA,Ph.D., Professor and HOD, Department
of Engineering Mathematics, THE OXFORD COLLEGE OF
ENGINEERING, Bommanahalli, Hosur Road, Bangalore-68
mallikarjun_8@yahoo.co.in, mathshodoxford@gmail.com
9740254828

Second Author — Mrs. N C Hemalatha, Asso. Prof.
Department of Engineering Mathematics, THE OXFORD
COLLEGE OF ENGINEERING, Bommanahalli, Hosur Road,
Bangalore-68, Sharumunna7@gmail.com

www.ijsrp.org


http://ijsrp.org/

CHILDREN'S EDUCATION SOCIETY (Regd.)

THE OXFORD COLLEGE OF ENGINEERING
(Recognised by the Govt. of Karnataka, Affiliated to Visvesvaraya Technological University, Belagavi.
Approved by ALCTE. New Dalhi.
Recognised by UGC Under Section 2(f)
Bommanahalli, Hosur Road, Bangalore - 560 068,
Ph: 0B0-61754601/602, Fax: 080 - 25730551
Ermail: engprincipal@thecxford.edu Web: www.theoxfordengg.org

Sl. | Title of paper Name of the author/s | Depa | Name | Year | ISSN | Link towebsite | Link to Is it listed in
N rtmen | of of numb | of the Journal | article/paper/abstract of | UGC Care
O t of journal | publi |er the article list/Scopus/
the cation Web of
teach Science/oth
er er, mention
1 MQTT-based
Home
Automation
System Using Chandana P M, Clint
Raspberry PI 3 | Ulahannan https://ijcrt.org/archive.ph
Model B Thomas,Harshith 2320- | https://www.ijcr | p?vol=6&issue=2&page=1 | Google
Ramesh Rai,Namita Y | ISE IJCRT |2017 |2882 |t.org Scholar
2 MABIDaaS:
Mutual
Authentication
and Financial
Transaction
Between Mobile
Users using Akshatha B M, 2320-
Blockchain Manasa J, Meghana K 2882 https://ijcrt.org/archive.ph
based ID as a S, Sonal Salian, Dr. D. https://www.ijcr | p?vol=6&issue=2&page=1 | Google
Service Jayaramaiah ISE IJCRT | 2017 t.org Scholar



https://www.ijcrt.org/
https://www.ijcrt.org/
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://www.ijcrt.org/
https://www.ijcrt.org/
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://ijcrt.org/archive.php?vol=6&issue=2&page=1

CHILDREN'S EDUCATION SOCIETY (Regd.)

THE OXFORD COLLEGE OF ENGINEERING

(Recognised by the Govt. of Karnataka, Affiliated to Visvesvaraya Technological University, Belagavi.
Approved by ALCTE. New Dalhi.

Recognised by UGC Under Section 2(f)

Bommanahalli, Hosur Road, Bangalore - 560 068,
Ph: 0B0-61754601/602, Fax: 080 - 25730551

Ermail: engprincipal@thecxford.edu Web: www.theoxfordengg.org

Study and
Analysis of
Most Sought
after Big data
Platforms and
their
Application for

https://www.ijcr

https://ijcrt.org/archive.ph

Network 2320- |t.org p?vol=6&issue=2&page=1 | Google
Analytics Thendral N ISE IJCRT |2017 | 2882 Scholar
Design and

Implementation

of an loT Archana D R, Ayesha

System Rahmath,
for Enhancing Chandrashekar M, M https://www.ijcr | https:/ijcrt.org/archive.ph
Proprioception Tuba Farheen, Dr D 2320- |t.org p?vol=6&issue=2&page=1 | Google
Training Jayaramaiah ISE IJCRT |2017 | 2882 Scholar
An intelligent

smartphone

based

approach using

cloud S.Kalaiselvi , Lakshmi

computing and | L Menda, Navya V , https://www.ijcr

iot for risk-free Fiona Jothi Sylvester , 2320- | t.org https://ijcrt.org/archive.ph | Google
driving Latha Shree N ISE IJCRT |2017 | 2882 p?vol=6&issue=2&page=1 | Scholar



https://www.ijcrt.org/
https://www.ijcrt.org/
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://www.ijcrt.org/
https://www.ijcrt.org/
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://www.ijcrt.org/
https://www.ijcrt.org/
https://ijcrt.org/archive.php?vol=6&issue=2&page=1
https://ijcrt.org/archive.php?vol=6&issue=2&page=1

CHILDREN'S EDUCATION SOCIETY (Regd.)

THE OXFORD COLLEGE OF ENGINEERING

(Recognised by the Govt. of Karnataka, Affiliated to Visvesvaraya Technological University, Belagavi.
Approved by ALCTE. New Dalhi.

Recognised by UGC Under Section 2(f)

Bommanahalli, Hosur Road, Bangalore - 560 068,
Ph: 0B0-61754601/602, Fax: 080 - 25730551

Ermail: engprincipal@thecxford.edu Web: www.theoxfordengg.org

Detecting spam

reviews on

social

media using

network-based
framework:
netspam

P Kokila

ISE

IJCRT

2017

2320-
2882

https://www.ijcr
t.org

https://ijcrt.org/archive.ph

p?vol=6&issue=2&page=1

Google
Scholar

Vehicle
Detection in
Fog and Night
Condition using
Block Matching
and Color
Enhancement
Algorithm

Nivedha M,Pallavi
R,Supriya S,Sushma
R

ISE

IJCRT

2017

2320-
2882

https://www.ijcr
t.org

https://ijcrt.org/archive.ph

p?vol=6&issue=2&page=1

Google
Scholar

Generating
music from
literature
using topic
extraction and
sentiment
analysis

Aafia Nausheen

ISE

IJCRT

2017

2320-
2882

https://www.ijcr
t.org

https://ijcrt.org/archive.ph

p?vol=6&issue=2&page=1

Google
Scholar

A reliability
system for
filtering
malicious
information on
social

Asma Nooren P,
Chandana L V, Divya
G A, Saniya Sadaf M

ISE

JCRT

2017

2320-
2882

https://www.ijcr
t.org

https://ijcrt.org/archive.ph

p?vol=6&issue=2&page=1

Google
Scholar
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10 | MRCP-RMD:
Resource
allocation and Shashank G Hegde,
Scheduling of Vinayak Suresh Pai, https://www.ijcr
jobs with Vinitha S 2320- | t.org https://ijcrt.org/archive.ph | Google
Deadlines Bhat,Srinidhi L N ISE IJCRT |2017 | 2882 p?vol=6&issue=2&page=1 | Scholar
11 | Structure
Design of
Photonic
Crystal Based
MOEMS
Accelerometer https://indjst.org/articles/st
Sensor for ructure-design-of-
Supplemental photonic-crystal-based-
Restraint moems-accelerometer-
System https://dx.doi.or | sensor-for-supplemental-
in Automobile | Sundar Subramanian , 9/10.17485/ijst/ | restraint-system-in-
Passenger Anup M. Upadhyaya 0974- | 2017/v10i29/11 | automobile-passenger-
Safety and Preeta Sharan ECE | IUST 201 5645 | 7327 safety UGC
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Performance https://dx.doi.or
Analysis of 0/10.17485/ijst/ | https://indjst.org/articles/p
Reversible ALU | Rajinder Tiwari, 0974- | 2017/v10i29/11 | erformance-analysis-of-
in QCA Preeta Sharan ECE | UST 201 5645 | 7324 reversible-alu-in-gca UGC
13 | A Novel Imaging | Maik, Vivek IEIE 2017 | 2287- | http://koreascien | https://doi.org/10.5573/IEI | Google
System for Daniel, Stella 5255 | ce.or.kr/journal/ | ESPC.2017.6.3.141 Scholar
Removal of Chrispin Jiji, A E1STIF.page
Underwater ECE
Distortion
using Code V
14 | Deblurring Chrispin A J, Nagaraj | ECE | IEEE 2017 | 2471- | https://doi.org/1l | https://ieeexplore.ieee.org/ | Google
Underwater Explore 7851 | 0.1109/ICCIC.2 | document/8524166 Scholar
Image r 017.8524166
Degradations
Based on
Adaptive
Regularization
15 | Underwater Chrispin A J, Vivek ECE | IEEE 2017 | 978- | https://doi.org/1 | https://ieeexplore.ieee.org/ | Google
turbidity removal Explore 1- 0.1109/ICPCSI. | document/8392039 Scholar
through ill-posed r 5386- | 2017.8392039
optimization 0813-
with 5
sparse modeling
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Variability
Studies in
Advanced
Genotypes of
Rice (Oryza
sativa L)

.B Manjunatha, C.
Malleshappa, Dr.
Niranjana Kumara

ECE

NCMA

2018

2319-
7706

http://www.ijcm

https://doi.org/10.20546/ij

as.com/

cmas.2018.706.194

Google
Scholar

17

A Novel
Technique for
Enhancing Color
of Undersea
Deblurred
Imagery

Chrispin Jiji - Nagaraj

Ramrao

ECE

ASTES
Journal

2018

https://astesj.co

http://dx.doi.org/10.25046/

m/

21030610

Google
Scholar

18

Enhancement of
Underwater
Deblurred
Images using
Gradient Guided
Filter

Chrispin Jiji - Nagaraj

Ramrao

ECE

IEEE
Xplore

2018

https://ieeexplor
e.ieee.org/Xplor

https://ieeexplore.ieee.org/

e/home.jsp

document/9012305

IEEE Xplore

19

Genetic
variability
studies and
screening for
blast resistance
in
advanced
genotypes of rice

(Oryza sativa L.).

B Manjunatha,
Kumara B N

BioTe
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IJASR

2017

2250-
0057,

2321-
00087
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Relationship of ional
Nutrient molar Journal
ratio of of
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20 | forested stream. | K.VValarmathy BT h, 2017 | 8870 | 017/ijarm4.pdf | oct2017/ijarm4.pdf Scholar
Internat
ional
Journal
Organic matter of
availability Advanc
structures of ed
microbial Researc
biomass and hin
their activity in Biologi
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Organic matter Internat
decomposition ional https://ijarm.co
by Aquatic Journal ISSN: | m/pdfcopy/june
fungi in the of 2393- | 2017/ijarm13.pd | https://ijarm.com/pdfcopy/ | Google
22 | Pachamalai K.Valarmathy BT Advanc | 2017 |[8870 |f june2017/ijarm13.pdf Scholar
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forested stream ed
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Internat
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Journal
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bacteria in the hin crbs/cissuedec2 | https://darshanpublishers.c
organic matter Biologi 017.html om/ijcrbs/cissuedec2017.h
of Pachamalai cal ISSN: | http://dx.doi.org | tml
forested science 2393- |/10.22192/ijcrbs | http://dx.doi.org/10.22192/ | Google
23 | streams. K.Valarmathy BT S 2017 | 8560 |.2017.04.12.001 | ijcrbs.2017.04.12.001 Scholar
Internat
Screening of ional
antibacterial and Journal
antioxidant Of
activities of Creativ
Streptomyces e
species isolated Researc https://www.ijcr
from western h ISSN: | t.org/papers/1JC
Ghats from Dr.B.K.Manjunatha,M Though 2320- | RTOXFOO015.pd | https://www.ijcrt.org/paper
24 | Karnataka r.Divakara R BT ts 2018 |2882 |f s/IJICRTOXFOO015.pdf UGC
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Internat
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Journal
Of
Creativ
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Researc
h
Heavy metal ion Though https://www.ijcr
detection using ts ISSN: | t.org/papers/IJC
immobilized (NCRT 2320- | RTOXFOO017.pd | https://www.ijcrt.org/paper
25 | ALP enzyme K.Valarmathy BT ) 2018 | 2882 |f s/IJICRTOXFOO017.pdf UGC
Internat
ional
Journal
Of
Creativ
Isolation, e
characterization Researc https://ijcrt.org/d
and biological h ISSN: | ownload.php?fil | https://ijcrt.org/download.
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26 | lectin DrSumaTK BT ts 2018 | 2882 | 020.pdf pdf UGC
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Journal
Significance Oof
analysis of Creativ
target profile in e
tuberculosis Researc
using gene h
interactions and Though https://www.ijcr
insilico docking ts ISSN: | t.org/papers/IJC
approach to find | Dr.B.K.Manjunatha, (NCRT 2320- | RTOXFOO025.pd | https://www.ijcrt.org/paper
27 | potential ligands | Shambu M G BT ) 2018 | 2882 |f s/IJICRTOXFO025.pdf UGC
Evaluation of Internat
bioremediation ional
efficacy of Journal
A.flavusHQO010 of
119and Creativ
Pencillium sp. e
KJ415574.1 Researc https://www.ijcr
strainsin used h ISSN: | t.org/papers/1JC
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Screening of h
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29 | healing. Tanusree C BT ) 2018 | 2882 | FO039.pdf RTOXFO039.pdf UGC
Isolation&
Characterization Internat
Oof ional
Methanogenic Journal
Bacteria From of
Local Creativ
Environment e
And Researc https://www.ijcr
Comparative h ISSN: | t.org/papers/IJC
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Internat
ional
Journal
Of
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Construction of Researc
cancer h
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through graph ts ISSN: | ownload.php?fil | https://ijcrt.org/download.
theoretical Dr.B.K.Manjunatha, (NCRT 2320- | e=IJCRTOXFO | php?file=IJCRTOXFO057
31 | approach Tanusree C BT ) 2018 | 2882 | 057.pdf pdf UGC
Journal
Radioprotective of
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ory effects of researc
Mesua h and
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Septem
ber
2017,

33

Comparative
study on
regular and
irregular rc
structures
under far
and near
field ground
motion with
base
isolation

Sachin Mankal

Civil 2017 | 2395-
0056,
2395-

0072

IRJET https://www.irje

t.net/

https://www.irjet.net/archi
ves/V4/i8/IRJET-
V418277 .pdf

Google
Scholar

34

Design of
reinforced
concrete
structures using
neural networks

Chandan.M.K

Civil | IRJET |2017 | 2395-
0056,
2395-

0072

https://www.irje
t.net/

https://www.irjet.net/archi
ves/V4/i7/IRJET-
VA417420.pdf

Google
Scholar

35

Ductility Of fly
ash

- slag based
reinforced
geopolymer
concrete
elements

Mahantesh N.B

Civil | EACEF | 2017 |- https://www.mat | https://doi.org/10.1051/ma

ec- tecconf/201713801003
conferences.org/

Google
Scholar
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cured at room

temperature.

36 | Dynamic Manohar D Civil | IRJET |2017 | 2395- | https://www.irje | https://www.irjet.net/archi | Google
Analysis 0056, | t.net/ ves/VV4/i8/IRJET- Scholar
of Machine 2395- V41899.pdf
Foundation 0072

37 | Performance Furquan Elahi Civil | IRJET |2017 | 2395- | https://www.irje | https://www.irjet.net/archi | Google
Study Shaikh 0056, | t.net/ ves/VA/iT/[IRJET- Scholar
of Elevated 2395- V417325.pdf
Water 0072
Tanks under
Seismic Forces

38 | Sesimic isolation | Suhas Jain C B Civil | IRJET |2017 | 2395- | https://www.irje | https://www.irjet.net/archi | Google
by introducing 0056, | t.net/ ves/VA4/i8/IRJET- Scholar
large scale 2395- V418324.pdf
aggregates 0072

39 | Structural Qureshi Rizwan Civil | IRJET | 2017 | 2395- | https://www.irje | https://www.irjet.net/archi | Google
Analysis 0056, | t.net/ ves/V4/i8/IRJET- Scholar
of Blast Resistant 2395- V418233.pdf
Buildings 0072
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40 | Study of Rahul Civil | IRJET | 2017 | 2395- | https://www.irje | https://www.irjet.net/archi | Google
vertical 0056, | t.net/ ves/V4/i8/IRJET- Scholar
irregularity 2395- V418275.pdf
of tall rc 0072
structure
under
lateral load

41 | Dry sliding wear | GurunagendraGR1 | Auto | DJRAM | 2017 | 2321- | http://www.ijra | http://www.ijrame.com/ Google
properties of za- |, Ravikeerthi C1 mobil | E 3051 | me.com/ Scholar
alloy , Dr. BR Raju e
containing traces
of impurities
with and
without heat
treatment

42 | FIR Notch Filter | Rohini Mech | RUASS | 2017 | - https://research. | https://research.msruas.ac.i
with Rejection Deshpande, atroni | ASTec msruas.ac.in/pu | n/publications/fir-notch-

Bandwidth Deepak csS h blications filter-with-rejection- Google
Tuning Deshpande Journal bandwidth-tuning-and- Scholar
and Sharpening sharpening

43 | Dry sliding wear | GurunagendraGR1 | Auto | IJRAM |2017 | 2321- | http://www.ijra | http://www.ijrame.com/ Google
properties of za- |, Ravikeerthi C1 mobil | E 3051 | me.com/ Scholar
alloy , Dr.BR Raju e

containing traces
of impurities
with and
without heat
treatment
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Adaptive Journal 0072 | t.net/ ves/VV4/i5/IRJET-
Topology control S V415334.pd
for intrusion
detection and
isolation in
MANET
45 | Quantum Phase | Dr. M S Shashidhara | MCA | Internat | 2017 | 2073- | https://www.ijcn | https://www.ijcnis.org/ind | Google
Shift for Energy ional 607X | is.org/index.php | ex.php/ijcnis/article/view/ | Scholar
Conserved Journal fijenis 2365
Secured of
Data Commu
Communication nication
in MANET Networ
ks and
Informa
tion
Securit
y
46 | Synthesis of bis | M.Shyamsundar Chem 2017 | 1573- | https://www.spri | https://www.springer.com/ | UGC/Scopu
(indolyl) istry Internat 4854 | nger.com/journa | journal/10934 S
methanes over ional 1/10934
mesoporous solid Journal
base ZrO2/MgO of
catalysts under porous
solvent free mild materia
conditions Is
Springe
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efficient Mohamed istry | of 4854 | nger.com/journa | journal/10934 S
synthesis of bis | Shamshuddin Porous 1/10934
(indolyl) Materia
methane’s by the Is
condensation of Springe
substituted r
benzaldehydes
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under solvent
free conditions
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Abstract : By the virtue of blooming automation industry amideless connectivity, all the devices within thente can be connected.
This improves the comfort, energy efficiency, indsecurity, cost savings of the home. Small anditamed embedded devices are
used to remotely monitor the conditions within hoamel control the home appliances. In such casegposnsumption and network
bandwidth become a major concern. A low power dethat transmits messages through a less verbos®plis needed. Owing to
the ubiquitous availability of WiFi, all the apptiees within home can be connected through a congataway. An overview of a
light weight Message Queuing Telemetry Transpor®{M) protocol is presented here. In the prototype attempt to implement
MQTT on Raspberry PI, a WiFi based developmentdddensors and actuators are connected to Ragpieand a Mosquitto
based MQTT broker is established for remote moinigpand control. The use of MQTT hence achievegldsired result with a lower
overhead and at about a 93% faster speed. The@ntdetection is an added useful functionalityhi® $ystem.

Index Terms- MQTT, Raspberry PI, Mosquitto , Home Automation, Intrusion Detection, Remote Appliance Control, Liglt-
weight Protocol, WiFi, Remote Security Control, Emiedded Devices

1. INTRODUCTION

Home automation refers to remotely monitoring theditions of home and performing the required a@una Through home
automation, household devices such as TV, light ah, etc. are assigned a unique address ambanected through a common
home gateway. These can be remotely accessed atrdllzal from any PC, mobile or laptop. This caaddically reduce energy
wastage and improve the living conditions besiddgsacing the indoor security. Owing to the rapidvgh in technology, the devices
in the recent past are becoming smart. The redtvdavices are being equipped with intelligence emahputing ability so that they
can configure themselves accordingly. Sensors ated¢o embedded devices along with the low powszl@ss connectivity is
facilitates to remotely monitor and control the ideg. This forms an integral component of IntefeEhings (1oT) network. can be
correctly identified using Graphology. Internetldfings can be considered as a network of devicsatie wirelessly connected so
that they communicate and organize themselves lms#te predefined rules. However these devicesaistrained in terms of their
resources. Hence light weight protocols such as M@OAP etc. are used for the data transmission wireless connectivity. There
are so many kinds of radio modules out of which GS®, WiFi, Bluetooth, Zigbhee, etc. are common. ldger, owing to the surging
number of WiFi hotspots and range sufficient tofguen the required control and monitoring, WiFi lsosen as the mode of
communication in the prototype and the devicesargrolled through MQTT protocol implemented usRaspberry PI. MQTT is
thus a light weight protocol that occupies low baittth and consumes less power. Considering the &fasgeless internet access
through WiFi, MQTT client application is built oneRpberry PI. A prototype of MQTT based home aut@mnatystem is implemented
on Raspberry PI. The sensors and actuators comrtecRaspberry Pl are remotely monitored and ciattahrough a common home
gateway. Thus the existing infrastructure can fgelis enhance the home appliances and make thern 3ima implementation
provides an intelligent, comfortable and energjcefht home automation system. It also assisteltthand differently abled persons
to control the appliances in their home in a bedtat easier way.

2. LITERATURE REVIEW

Bluetooth based home automation system using celhgnes

In Bluetooth based home automation system, the happéances are connected to the Arduino BT boaidpait output ports using
relay. The Bluetooth connection is established betwArduino BT board and phone for wireless comgation. One circuit is
designed and implemented for receiving the feedlfrack the phone, which indicate the status of theiak.

Zighee based home automation system using cell phem

To monitor and control the home appliances theesyss designed and implemented using Zigbee. Thieelperformance is record
and store by network coordinators. For this theRiMiretwork is used, which uses the four switch gtahdard wireless ADSL modern
router. The message for security purpose firstggedy the virtual home algorithm and when it islaled safe it is re-encrypted and
forward to the real network device of the home Zigbee network, Zigbee controller sent messag#se@nd.To reduce the expense
of the system and the intrusiveness of respeatistliation of the system Zighee communicationeiptul.

GSM based home automation system using cell phones

The home sensors and devices interact with the hatveork and communicates through GSM and SIM (llssr identity module).
The system use transducer which convert machinetitminto electrical signals which goes into muwatroller. The sensors of
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system convert the physical qualities like souad)perature and humidity into some other quaniiy Voltage. The microcontroller
analysis all signal and convert them into commandnderstand by GSM module.

Home automation using RF module

The important goal of Home Automation System idtild a home automation system using a RF conttakenote.RF remote is
combined to the microcontroller on transmit®de that sends ON/OFF signals to the receiver avidevicesare connected. By
operating the stated remote switch onttla@smitter, the loads can be turned ON/OFF glghalingwireless technology

MQTT Protocol

The basic concepts of it is publish/ subscribe @imht/broker and its basic functionality is confhgmblish, and subscribe. Also it has
several good features like quality of service, irefd messages, persistent session, last will astdreent and SYS topics. MQTT
decouples the space of publisher and subscriberth®p just have to know hostname/ IP and port &f tinoker in order to
publish/subscribe to messages.

3. ARCHITECTURE AND FLOWCHART OF SYSTEM

In the prototype, we attempt to implement MQTT oaspberry Pl, a Wi-Fi based development board. $sresad actuators are
connected to Raspberry Pl and a Mosquitto based Myoker is established for remote monitoring andtml. The Architecture is
shown in Figure Tollowed by the flowchart which is shown in Figize

(Celiphone) 4. (Laptop/Desktop)

-

MQTT client D e —HD MQTT client

RNET |

Python
L] a Scnpts
B -,

== _HA|

i . =

Motion m

Led's Buzzer Secunty Camera

Figure 1: Architecture of MQTT-based Home Automatfystem
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Figure 2: Flowchart of home automation system

The house owner initially performs Registration @hentication, after which they can perform piefaperations such as changing
password, editing profile. Then MQTT Setup and @pmtion is performed using URL and Port numbéeravhich owner will be
able to monitor and control the appliances. PIRianodetection sensor checks if the intruder i®digtd, if yes, it activates the Buzzer
and Camera module. Buzzer rings for certain dunatfcime and then stops, Camera grabs the pietutlesends it through mail to the
end userElectrical appliance module reads the input frorera@sd checks the signal, if HIGH it turns ON the @mde, else turns
OFF the appliance.

4.  SET OF MODULES

The current work focuses on achieving an automiateae control system which can be made a realityrbgking the entire set of
operations into six modules as given below.

Module 1: User registration and headless Raspberri?l set up and configuration:

End user first creates account and logs in, dfiisrend user can perform profile operations, trestould perform MQTT setup and
configuration using URL and port number to indicateere MQTT server is present.

Algorithm:

Step 1: register the user by providing necessary

credentials

Step 2: Setting up the raspberry pi:

-Write the Raspbian OS onto the SD card connecidldetraspberry pi.

-Burn the OS into SD card after formatting it

-Configuring the raspberry pi:

-Install WinSCP software which helps in transfegrfiles between the system and raspbermgvair a network using SSH.

-Install putty which helps to execute the progra®she Raspbian OS is built on Linux platform.

Module 2: Implementation of PIR motion detection malule:

When unusual motion or movement is detected byrRdRon detection sensor, it transmits this datdnéoend user via Raspberry pi,
which makes use of MQTprotocol for communication. Whenever intruder isedéed itwill automatically activate the buzzer and
camera module.

Algorithm:

Step 1: align the motion sensor such that it €h@range of the camera view.

Step 2: do the necessary connections on the braatiadth the motion sensor.

Step 3: use M2F jumper cables to connect the quoreing breadboard pins to the Raspberry PI.

Module 3: Implement the Buzzer module:

Whenever the intruder is detected PIR motion dietecsensor activates this buzzer, which rings for @edaration oftime and stops.
In this buzzer module we are making usé&@zo buzzer or passive buzzer.

Algorithm:

Step 1: do the necessary connections on the braatlldgth the Piezo buzzer, as given below.

Step 2: use M2F jumper cables to connect the quoreting breadboard pins to the Raspberry pi. Cdrorez pin to ground (either
one) and the other pin to a square wave out fréimer or microcontroller. For theloudest tonesysteound 4 KHz, but works quite
well from 2KHz to 10KHz. For extra loudness, youn@nnect both pins to a microcontroller and swagkvpin is high or low
(‘differential drive") for double the volume.
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Module 4: Implementation of the Camera section:

Whenever the intruder is detected PIR motion detecensor activates this camera section, whichggttae picture oimage of the
intruder and sends it to the user through email.

Algorithm:

Step 1: align the motion sensor such that it hérange of the camera view.

Step 2: connect the web camera to the raspbebgai via the USB connecting cable

Module 5: Implementation of the electrical applian@s module:

This module enables the owners of the home to cbifite smart electrical appliances of their honoenfra remote Location (ideally a
different geographical area). The end user wilplmvided with a couple of MQTT client applicatiotasdo this. The first one being
the web application which will be developed froma #tratch as part of this project research, andebend one will be the mobile
application named ‘MyMQTT’. There are several otteadily available MQTT client applications for baindroid and 10S, which
can be readily incorporated by the owners of thméato control the electrical appliances. As pathis project research is
considered, we will enable the owners to perforentthn ON and turn OFF functionalities of the dlieai appliances which can
further be extended to various other featureseénftiture work.

Module 6: Implement the MQTT module:

Initially configuration of Mosquitto server is donghen end users subscribe to this server, thesezads the inpdtom user and
forwards this data to raspberry pi whichplements the operation, and when intrusion isctet it forwards the data to Mosquitto
server, which will forward it tahe cell phone or laptop which is subscribed toese

Algorithm:

Step 1: execute SQL commands on MySQL to connettimport all packages.

Step 2: through putty, verify connections

Step 3: execute each of the previous modules.

Module 7: Implement the web server module:

This module is an end user interface through wttiehowner can control and access the home appsance
Algorithm:

Step 1: Design the web page which accepts useewtiats.

Step 2: using bootstrap to improve the look antidéthe web page.

Step 3: get the input from the user

Step 4: check if the input data is valid or noyé§, go to step 5, else go to step 3

Step 5: enter the user's account and provide \v@dwailable service options.

5. IMPLEMENTATION
This project is implemented considering the follogvaspects:
1. Usability Aspect:
The usability aspect of implementation of the pcoje realized using two principles:
a: The project is implemented as a Java application
b: The user-friendly interface using Java's viezh#decture.
2. Technical Aspect:
The technical aspect of implementation of the mioigrealized as explained below:

STEP 1: INSTALL THE FOLLOWING SOFTWARES:

Servers:Apache Tomcat is to develop the product.

Database:MySQL is used as the database utility here, wii¢he world's most widely used open source relatidathbase
management system (RDBMS) that runs asmer providing multi-user access to a numbetadfbases.

IDE:Eclipse is used as the Development environmenttuoh the JAVA programs would be run.

The following steps should be followed to installigse:

-Installation of JVM: Regardless of the operatiggtem, some Java virtual machine (JVM) has to blied.

-Download Eclipse from the Eclipse Downloads page

STEP 2: WRITE IMAGE TO SD CARD:

Write the image to SD card. an image writing t@ala bused to install the image you have downloawtegour SD card.
Etcher is a graphical SD card writing tool that ke>on Mac OS, Linux and Windows, and is the easipon for most users. Etcher
also supports writing images directly from the fzig, without any unzipping required.

STEP 3: ADD “SSH” FILE TO THE SD CARD ROOT:

Enable SSH by placing a file named “ssh” (withooy @xtension) onto the boot partition of the SDdcar

STEP 4: BOOT THE RASPBERRY PI:

The steps needed to be followed for this are:

1.Install mosquitto (MQTT) components.

2.Configure mosquitto and restart the service.

3.Run/ Test mosquito
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. STEP 5: DEVELOP THE WEB INTERFACE AND OTHERREQUIRED FILES AND EXECUTE:

On the Eclipse IDE, use javascript and java to tbgrequired components for the communication amaote control of the
appliances. Also use HTML, Bootstrap and relatetd development tools and languages to develop the
user interfaceUsing these, give the necessary commands and extheutiesired operations.

6. RESULTS

The Home Automation System was tested with redpeanit testing, integration testing and systentingswith each providing 100%
accurate results here is the report of the Syststmy which was carried out.

Name of the Test System Testing

[temn being tested Over all functioning of GUI
with all functions properly
linked.

Sample Input Sample intruder and the
electrical appliances signal

Expected Output All the modules working as
expected

Actual Output Each appliance reacts as per

the signal given and intrusion
aptly detected and image of
intruder is sent immediately as
E-mail.

Remuarks Successful

The implementation of the system is carried outtluedexecution results are shown in the below irmage

MQTT based Home
Automation System

Using Raspberry Pl
Model 3
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Login

Figure.3. GUI of the MQTT-based Home AutomationtSys

Appliances

et = w1 e

VLW CIEE

Figure 4: Appliance Control
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Figure 5: Intrusion detection notification and aaptl Intruder Imag
CONCLUSION AND FUTURE SCOPE

MQTT is thus dight weight protocol that occupies low bandwidtidaconsumes less power. Considering the ease efest interne
access through Wi-Fi, MQTTlient application is built on Raspberry Pl. A mtype ofMQTT based home automation systetr
implemented on Bspberry Pl. The sensors and actuators connectedspberry Pl are remotely monitored and contratedugh &
common home gateway. Thus the existing infrastrectan be used to enhance the home appliances akel tlhem smart. Th
implementation prodes an intelligent, comfortable and energy efficlmame automation system. It also assists the rdddéferently
abled persons to control the appliances in theiménin a better and easier way. A further scopaigwork can be viewein taking
this further ahead. A cloud platform can be usediggregate, analyze and visualize data. Custont&gt can be developed
remotely access the devices to monitor and cotiiesh. A household security system integrated wiltoae automation syst¢ can
be developed which can provide additional servitesh as remote surveillance of security camerastbednternet, or ceral locking
of all perimeter doors and windows. Further resleaan help in development of Occupe-aware control system, wheit is possible
to sense the occupancy of the home using smart-sand environmental sensors like CO2 sensors, wiantbe integrated into ti
building automation system to trigger automatipoeses for energy efficiency and building comfaplécations.

Appliance control and integration with the smaitigand smart meter can be made a reality, takimantage, instance, of high solar
panel output in the middle of the dayrun washingni@es Leak detection, smoke and CO detectors can be made efficient and
reliable using this technologindoor positioning systems can be improved by I automation for the elderly and disab

All of the above can be combined and a pet momig system can be realized which helps the people woaittivities in their
absence.
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Abstract:In recent times, most of the financial transactians done through smartphones. Financial transectiontain data of high
confidentiality;therefore, security is a main comci these transactions. Every transaction shbeldecorded, and this information must be
made non-tamperable. Authentication and Authodzatif users must be done to check the authentifitile users to avoid misuse of the
data from an intruder. The proposed Mutual Autreatibn Blockchain based ID as a Service [MABIDaHS]] helps to achieve this. Our
system uses blockchain technology for storing thasaction details of the user, cloud storage sesvior access rights, and Trustec
Execution Environment [TEE] [11] for a secure exemu of the transaction through mobile phones. Tgaper shows how the proposec
system can be used for mutual authentication betwee mobile users by using digital signature [&y set and records the transacted da
in the blocks as the data inserted into the bleeaksot be manipulated.

IndexTerms—Blockchain, MABIDaasS, Digital Signature, Authentiation, Key Generation, Access Rights.

l. INTRODUCTION

Mobile financial transactions [11] have become pytar mode of transaction. A common man can easilysfer money of any amount
to another using merely his phone with a netwonkneetion. These kinds of applications require aekegf security, privacy protection and
authenticity. The Blockchain based ID as a Sersictem aims to provide the necessary features.

Blockchain [1] is an open distributed ledger [Batt can record transactions between two partiesieitly. It can also be defined as a
continuously growing list of records, known as idscwhich are linked to one another and also secusing cryptography. Transparency
and incorruptible nature are the two important prtips of Blockchain. Transparency data can beghbas public which is embedded in
the network. Any unit of information on Blockcha@annot be manipulated or altered. The Blockchaiedaeno middleman for digital

transactions. The Blockchain eliminates the ridiat ttome with centralized[6] data. Nowadays segysioblems with the internet is

familiar to everyone. Everyone relies on usernaassword system to protect the identity online. et Blockchain security methods use
encryption technology. The Public and Private kays the basis for this technology. The public kets as the users address on th
Blockchain.

Trusted Execution Environment [TEE] [14] is intrasd to provide a secure environment for exchangifofmation and financial

transactions using private key and with the helglofid storage. Cloud storage has brought a mas$image in the storage industry.
Software, platform, and infrastructure can be mtedito users as a service from a cloud nowadagstitd management could be also
provided from the cloud to a user. In other wotts, user could use an identity and authenticatianagement infrastructure provided from
the cloud as a form of IDaaS. [10] It would offarius benefits such as a reduced on-site infretsire, integrated management with clouc
services, and ease use. However, the use of IDa®sroutsourcing critical functions to a third padll data related to identity and
authentication (e.g., user account informationpsgccredentials, etc.) is managed and controigdhe third party without knowing how
the data is protected and processed on the clduel.pfoposed system MABIDaaS uses cloud to allowptrner to evaluate the acces:
permission rights of each of its registered us&he TEE implemented allows safe and secure transacbetween the users without
compromising the security using key generation aedfication algorithm and transaction between uged partner using private key
encryption. In the proposed system the cloud isemadre secure and is accessible only by the pansieg Secure Hash Algorithm(SHA).

II. EXISTING SYSTEM

Blockchain based ID as a Service is a system whatps in transaction between an individual usertaadoartner of the BlDaaS provider.
The user can transact with the partner withoutsteging himself with the partner if registrationtivihe BIDaaS provider is done. The
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BlDaasS provider stores the virtual ID and the pukky of the user in the block. A user when requtst partner to its services, the partne
checks the integrity of the user by checking if thesent by the user matches with the registerethiibe blockchain.

Once the confirmation is done, the partner takesptiblic key of the user to encrypt any data tedi# to the user using this key. Once th
data is received by the user, he uses his privateddecrypt the data to get the original message.

The existing BlIDaaS uses the blockchain to stoegdinsaction details and works as an identityartientication management but lacks ir
terms of security. Also, there is no constrainttioa services permitted to each user which cantr@sylosing as a threat to the financial
transaction. This was a matter of concern in tbkl fof finance, therefore there was a demand farva type of BIDaaS.

Demand for Bl DaaS with added security for Authentication

In any transaction, it is very important to valieléoth the peers identity before making a transacfihus, using Blockchain Technology,
users can use an ldentity and Authentication manage infrastructure. This new feature also requites functionalities of cloud
computing. These days we observe that using claudam implement different softwares, Platformstdsiructures etc. This feature helps
to reduce the on-site infrastructure that wouldused otherwise. Every single transaction betweensttme or different users must be
validated every time. This decreases the chancedecéit. Thus, it is important to implement BIDas& that crucial transactions in
Blockchain are verified and protected from a thpatty intrusion or viewing the transaction detallke use of Fingerprint Technology and
encryption of the transaction details adds thateestige to this new system and helps in providktgesecurity.

lll. PROPOSED BLOCKCHAIN BASED ID AS A SERVICE- MABIDaaS

In this paper, we provide another version of BlDa#8ch provides more security, authenticity andreeg for more secure financial
transactions. We have used the implementationeoftinsted Execution environment, Cloud for Storage Key Generation for improving
the existing system. Figure 1 shows the systemtanthre of the Proposed System.

A. Components

1) BIDaaS Provider: This component’s main function is to take theomnfiation from the user, store the information ie ttatabase and
save the user’s virtual id and the public key ia lthockchain.

2) Financial Transaction Centre This is the unit which provides any transactiofadilities to the users. In our paper the FTC lsaak
whose users are the transactors.

The financial transaction centre gives the permissif the transaction of each user.

3) Users Users are the end users and the people who artdatisactions. Each user will have a unique Miithand generates a public key
pair in their devices for the encryption and detioypof their transactions.
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Fig 1: System Architecture of MABIDaaS

B. Procedures

1) Registration: The process starts with the user registering #i¢hBIDaaS provider which acts as a third-partyfies in the later stages.
The user gives in the his/her account number, n@majl id, phone number and the password. The gmseerates a public key pair in
his/her device and stores the private key in hisodeand sends the public key to the provider. BHeaaS provider inserts the user’ s
virtual ID and the user generated public key iti® block. The fingerprint of the user is taken dgrhe registration process.

2) Login: The user signs into his/her account by usingvitteal id and password. The user has toauthesmtiogtgiving his/her fingerprint
which is compared with the fingerprint taken durthg registration process. The user sends an aczgssst to the BIDaaS provider which
generates an OTP and send it to the registeredenalninber. This acts like another layer of auttoation.

3) Add amount: A user can transfer some amount from his bankwaurcto the secret account which is used for thestction, this amount
detail is added into the block and the new varegion the amount is reflected in the block.

4) Transaction: Once the user is successfully logged into thetoant, they get a list of activities that they ¢bm The user has to select
another registered user with whom he/she wantotany transaction. The Financial Transaction CefffeC] authorizes the transaction
bychecking with the cloud if the two users can pext with the transactions.

For the transaction:
Key-Generation: One of the user generates a set of keys and @scityusing the public key of the other user aedds it to them. The
other user decrypts it using their private key

Single transaction The user can transfer the amount details to theraiser using the first key from the key set asoale to encrypt the
data. The receiver user can use the first keyek#y set to decrypt the details and store it éntiock.

The two communicating users can prove their auitignby their digital signatures[3]. After the danticity check, the users can generate
set of key and pass it to the other. Each keyasl as1d discarded after respective transaction.

A user can login only through the given handsetciiiolds his/her fingerprint and the transactioruisin the secure part of the OS callec
the Trusted Execution Environment.
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IJCRTOXFO31 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 176



www.ijcrt.org

© 2018 IJCRT | Volume 6, Issue 2 April 2018 | ISSNe32(-2882

DFD LEVEL 3

WIRTUAL 1D,
PARTMER ID

USER TRANSACTION

REQUEST

GEMNERATE
EXCHANGE
KEYS

INITIALIZE
TRANSACTION

VIRTUAL PERFORM
1D, KEYS, TRANSACTION
SIGNATURE

ENCRYPT
DATA

PARTNER USER

FTC

CHECK ACCESS

CONTROL

CLOUD

VERIFY
SIGNATURE

BLOCKCHAIN

Figure 5: Data Flow Diagram of Level 3

DFD LEVEL 4

PARTMNER USER DECRYPT

DATA

HASHING

BLOCKS
REQUEST

—

BIDAAS PROVIDER

SELECT

SAVE DATA

h

BLOCKS

PREVIOUS BLOCKS
IJCRTOXFO31 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org

177



www.ijcrt.org © 2018CRT | Volume 6, Issue 2 April 2018 | ISSN: 2320882

Figure 6: Data Flow Diagram of Level 4
C. Example

Let there be 2 users named X and Y respectivelyh Bbthem register with the BIDaaS and their \aftlD and Public key is stored in the
Blockchain. Now X wants to send Rs 500 to Y. X #fans Rs 1000 from his bank account to the acoahith handles the transaction. This
amount is stored in the BIDaaS. X requests comnatinic with Y from the Financial Transaction Cenfifd C]. The FTC checks for the

access right permissions of both users. If permisi& granted, the two users prove their authéptigith digital signature and X generates
10 keys and encrypts it using Y’s public key anddseit to Y. Y decrypts the key set using his pevieey. A then encrypts Rs 500 using the
first key of the key sets and sends it to Y. Thesisaction is stored in the blockchain. Y usesstimae key from the key set and decrypts th
message and updates its wallet amount which israjipg this transaction into its device’s block. Bat and Y then delete the key used fi
this transaction from the key set. 9 more traneastcan be done after which one of the user hgsnerate another set of keys and send
the other.
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IV. FEATURES OF THE SYSTEM

A. Consensus Algorithm

The blockchain used here is a private blockchahe miners are selected based on ttmputational powr i.e., based on the timing,
beginning time and end time is noted and the miasrselected. Each miner selected gets an amga reward.
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B. Consortium Blockchain

The blockchain used here is a private blockchaiithvts not owned by the BiDaaS provider. The bldekn is a distributed ledger and is
operated by consortium members. The user accofarhiation is accessed from the BIDaaS provider wieeded, the user information is
not shared among all consortium members preseheiblockchain.

C. Provided User Information

Extra user information is provided to the BIDaaSvider and Financial Transaction Center (FTC). Tinot only for storage purpose
but also provide better privacy, avoiding the mésakthe information provided.

D. Use of virtual IDs

Every user is assigned by a virtual ID. This vittlia assigned to the user is unique. The user cnthe virtual ID if it is already
registered in the blockchain.

E. Private Key of a User

Private key is a secret key which is stored inuker mobile. Each user has a different private #teyed in an electronic device. Key
generation material and other sensitive informaisostored in the trusted execution environment.

F. Benefitsto the Bl DaaS Provider

The BlDaaS provider creates new sources of revdryueroviding an identity and authentication manageinsolution as well as
providing existing user information to its partners

G. Benefitsto the User

A better security is provided to the user by vasitevels of verification. Digital signature is inded as well as key set exchange durin
transaction provides better security. The userildedee registered in blockchain and it can be sseg when necessary and the details in t
blockchain cannot be tampered hence provides artstturity for transactions.

H. Benefits to the Financial Transaction Centre

Financial transaction center (FTC) which is thetqear gets service request from the user. FTC lagkshe blockchain for details and
checks the permission rights for accessing thaasyof the user from the cloud. The presencaé@HTC extends its level in authorization
by providing the access permission rights of ther.us

Table 1: Comparison between BlDaaS and MABIDaaS
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Properties BlDaaS MABIDaaS
AceEss rights TheBIDaas/system toes not facilitaibe MABIDaaS) system Facilitates! the’ use| of

permission rights of its users.

Security The security level in existing systeMore Security is achieved in MABIDaaS system
is compromised due to the lack |abing private key encryption algorithm.
sufficient authentication and
verification protocols applied between
partner-user and user-user
communication.

Communication Communication here takes place ority MABIDaaS system, Communication occurs
between the partner and the user usigjween partner-user and between user-user
wireless communication medium. |using wireless communication medium. This
added feature helps to broaden the horizon of
transactions that can occur in the environment.

Authentication Protocols One layer of Authentication Protocdliultiple Layers of Authentication protoco
exists between the BlDaaS providexxists between the different components of| the
Partner and the registered users. |system, paving way for a more secure system
than the existing system.

To summarize with the comparison of the existingtaymn BIDaaS and the proposed system MABIDaaS, tA8IMaaS provides more
secure features compared to the BIDaaS. FirstlyBMDaaS allows the partner to selectively authortisers for whom access rights are
granted. These rights are stored in the cloud wbachbe accessed only by the partner i.e., thenEiaTransaction Centre. Secondly, eacl
transaction is encrypted using different keys add only to the two communicating user whereasénBlDaa$S, encryption is done using
only the user's public key. Thirdly, in BIDaaS, Qomication was done only between the user and dinmgr whereas in MABIDaasS,
communication between two users is allowed. Lasthgther authentication is through the key setrdg the user having the key set samt
as the sender can decrypt the message.

V. CONCLUSION

MA-Blockchain based ID as a service focuses oratitéentication and authorization. In this paperhaee discussed an example whict
shows financial transactions between the mobilesussing MABIDaaS. Security is provided by addinghentication in the form of key
generation set and authorization through permissgins given to the user. Financial transactiontigechecks the access rights of the use
in the cloud.The act of providing the access righthe user by storing it in the cloud has furtineproved the authorization measures of thi
system. Keys are generated and exchanged, andkewdh used as a mode for encryption and decrygtioeach transaction respectively.
The proposed system provides a secure transactimebn the users without the partner having anwleuge of the financial transactions.
Trusted Execution Environment is used in MABIDaalsiol provides a secure area for the mobile apjdicand the data loaded inside in
terms to integrity and confidentiality.

The proposed MABIDaaS has some room for improveniem expansion of the area of network in whichtth@saction can take place
between the user can smoothen the usage of thensyst
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Abstract: In Today’'s world, we are getting technologicallyofmected”, all over with more and more data devisbsch collect lots
information. This has resulted in large quantitiéslata in the form of images, text, videos andtimddia content, log files, etc. Small and
Medium Enterprises (SME) are facing number of peoid in collecting, storing, analyzing and explorthgse large volumes of data. A
number of Big Data Platforms have taken advantagéaoioop open-source framework and are providingessmpport to handle the so called
Big data of the organizations, Cloudera ,HortonWokkapR ,IBM InfoSphere Big Insight ,Pivotal HD are avfig data platforms currently
available in the market. In this paper we carry awtomparative analysis of most sought after Big ¢atforms based on the operational,
functional and performance characteristics of thpkdforms in general. We suggest that clouderdfgsta as the one which provides
competitive advantage over the other platform&ims of diagnostics, maintenance and performanalysis to be used as an acceptable tools
for network Analytics.

Keywords: Big Data, Distribution Hadoop, Diagnostics, Network Analytics.

|. INTRODUCTION

Day after day, new innovations have delivered adbtinformation that should be gathered, arrangddssified, moved,
investigated, put away, etc. Currently, we arehaBig Data time in which a couple of distributoffer, arranged to-use spreads
to manage a Big Data structure, To be particulau@éra[2], Horton Works[1], MapR[3], IBM InfospheBig Insights[4], and
Pivotal HD[5] are the popular ones. The decisial e made on one or on the other arrangementadisated by a few
necessities. For instance, if the arrangement & gource, Maturity of the arrangement, and scfofew releases have been
supplemented with extra blocks, which make it coradgle to disentangle the task of the stages #tairr parts complex due to
the quantity of segments required. Accordingly, aark is to make a relative report on the fundamkehtadoop conveyance
suppliers to characterize the qualities and shortiegs of every appropriation.

II. BIG DATA ARCHITECTURE

Before beginning with Big Data, one needs to enshaeall the fundamental segments of the desigihfeaking down
all parts of a lot of information are set up. Eregring of a Big Data framework ought to have thpacity to explore the
information sources in a quick and economical wagught to likewise have the accompanying layBxata sources, Ingestion
Layer, Visualization Layer, Hadoop Platform admirdson Layer, Hadoop Storage Layer, Hadoop Inftastire Layer,
Security Layer, and Monitoring Layer [11].
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Figure 1: The Big Data architecture

This figure portrays the important segments ofehgineering that ought to be a piece of a Big Dratmework. It is important to
pick open source or authorized structures to takefdvorable position of the considerable numbghighlights of the diverse
segments of a Big Data framework [11].

IlI. UNDERSTANDING OF BIG DATADISTRIBUTION ARCHITECTURES

In the midst of our investigation, we high lighethktructures of the particular spread Hadoop. lthemee is the case of the five
structures: Cloudera appropriation for Hadoop Btatf HortonWorks information platform, MapR ConvedgData Platform,
IBM Big information Platform, and pivotal HD busg® The details are given in the succeeding paghgra

IJCRTOXFO008 International Journal of Creative Research Thoughts (IICRT) www.ijcrt.org | 29



www.ijcrt.org © 2018 IJCRT | Volume 6, Issue 2 Apr il 2018 | ISSN: 2320-2882

1. Cloudera Enterprise

Cloudera Enterprise is a superior minimal effoaigst for directing investigation on information [Qloudera Enterprise has the
main local Hadoop Search motor and this stage $hesd its clients with dynamic information improvernhighlight. Cloudera
director incorporates propelled highlights like uast design defaults, modified observing, and poweirfvestigating which
permit simple organization of Hadoop in any comuditi Cloudera was right off the bat established lagdbp specialists from
Face book, Google, Oracle and Yahoo. This circutats to a great extent in view of the segmentdmdche Hadoop and it is
supplemented by basically house segments for gealupinistration. The point of Cloudera's plan ofi@ttisn't just to offer
Licenses yet to offer help and preparing also. @éwa offers a completely open source form of thEige (Apache 2.0 permit)
[15].

Pig Hiwve Oozrie
Piglatin SOOI FPlranfication
HBase Impala Flume
Cloudera Hue Real-tiyme processing Logs
Manager Fookeaper MNoSOIL
Vel
Gestion KEEEER ER Interface YARN
MapReduce W2
Sqoop
SR Link SGBD-R
- Specific Apache Hadoop Hadoop Kernel

Figure2: Cloudera Distribution for Hadoop Platform (CDH)

2. HortonWorks Distribution

HortonWorks Distribution platforms(HDP) is the busss' simply clear secure, undertaking arrangech sperce Apache™
Hadoop® scattering in light of a united plan (YARN)DP watches out for the aggregate needs of déifacentrols ceaseless
customer applications and passes on capable ensrada examination that revive fundamental init@tind improvement [2].
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Figure 3: Horton Works Hadoop Platform (HDP)
Hortonworks Data Platform consolidates a versatikent of taking care of engines that draw in oeednto speak with
comparable data in various courses, meanwhile. ifféss applications for huge data examination sp@ak with the data in the
best way: from gathering to insightful SQL[15] om dormancy access with NoSQL. Creating use cawedata science, interest
and spouting are also supported with Apache Sigtdrm and Kafka.

3. MapR Converged Data Platform

MapR Converged Data Platform is one single stageformous information applications. MapR's Platfatepends on the idea
ofl Polyglot Persistence which permits to use numeinf@mation composes and organizes straightforiyaj2]. MapR, a
merged information stage coordinates the energMaifoop and Spark with worldwide occasion gushimgtiouous database
capacities, and endeavor stockpiling, in this waypewering its clients to encounter the colossatgnef information [11].
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Figure 5:MapR Architecture
The MapR Converged Data Platform tackles the emmesgef multifaceted nature that outcomes from éesitly sending
workload-particular information storehouses. Insidsolitary stage on a solitary codebase, it urtheskey advancements that
make up a cutting edge information design, inclgdam appropriated record framework, a multi-dispNgSQL database, a
distribute/buy in occasion spilling motor, ANSI S(dAnd an expansive arrangement of open sourcenatan administration and
examination innovations [16]. The MapR ConvergedaDRlatform conveys speed, scale, and unwaveriagjtgudriving both
operational and systematic workloads in a soliage.
4. IBM InfoSphere

Enormous Insights Distribution Info Sphere Big gigs for Hadoop was right off the bat presented0fhl of every two forms:
the Enterprise Edition and the fundamental adaptatwhich was a free download of Apache Hadoop pge#f with a web
administration support. In June 2013, IBM propelted Infosphere Biginsights Quick Start Edition.[#his new version gave
enormous information volume investigation abilit@s a business-driven stage. It the two joins Apadardtop’s Open Source
arrangement with big business usefulness and hemicefgives a huge scale investigation, portraygdite versatility and
adaptation to non-critical failure.In short, thistdbution supports structured, unstructured amnhisstructured data and offers
maximum flexibility.
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Figure6: IBM InfoSphere Biglnsights Enterprise Edition
In spite of the fact that this condition incorp@sata full Apache Hadoop stack, it is separated dnjous IBM segments that
address the issues plot above [11]. In Big Insigfassion 2.1, which ended up accessible in Jun& 2Bese might be outlined as
takes after:
5. Pivotal HD DistributionPivotal Software, Inc.
(Pivotal) is a product and administrations orgatian situated in San Francisco and Palo Alto, f@alia, with separate all
together workplaces. The divisions incorporate Rivd_.abs for counseling administrations, the Pivo@loud Foundry
improvement gathering, and item advancement assefoblthe Big Data advertise. Urgent HD Enterpise@n economically
upheld dissemination of Apache Hadoop [5]. Thergunderneath indicates how every Apache and Ripataincorporates into
the general engineering of Pivotal HD Enterprise.
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Cloud Foundry doles out two sorts of VMs: the peNs that constitute the stage's structure, andhist VMs that host
applications for the outside world. Inside CF, Diego structure passes on the encouraged applicstawk over the entire host
VMs, and keeps it running and balanced through densurges, power outages, or distinctive changesddal with request,
various host VMs run duplicate events of a simépplication [6]. Cloud Foundry passes on applicatiource code to VMs with

Configure
Deploy
Monitor
Manage

Hadoop Kernel

Figure 7. Pivotal HD Enterprise

everything the VMs need to assemble and run thécapipns locally.

IV. COMPARATIVE ANALYSIS OF MOST SOUGHT AFTER BIG DATA

OPERATIONAL, FUNCTIONAL AND PERFORMANCE CHARACTERIS TICS

With a specific end goal to assess appropriatismsattempted to recognize the qualities and shaitogs of the five major

Hadoop distribution providers: Cloudera, HortonWsgrlBM InfoSphereBiginsights, MapR, and Pivotal.
A. comparison based on Functional characteristics:

PLATFORMS BASED ON THE

Platforms Cloudera Horton MapR IBM Pivotal
lo —> Works
perationa
Characteristics
Editor and * Express Hortonworks | «  M3(free) |« Quick Start Pivotal
Available Data Platform Enterprise
Edition * Enterprise 25 e M5 » Standard Edition
o M7 * Enterprise
Administration Cloudera Ambari MapR Control Web Console Command
Console manger Systesm center
Software e Cloudera |+ Zeppelin MapR * Big SQL + Command
Components Express software. Center,
 Ambari * BIigR
¢ Cloudera User ) *  Virtualization
Impala Views * Adaptive extensions
oud MapReduce and Isilon
;chhera psx . IBM GPFS™ support
FPO
Ease of use | Powerful Very simple The most Anyone can By using Spring
deployment, and easy-to- | significantis | download the IOP| Hadoop tool
management use sandbox | the support for| platform for free of male easy
and monitoring | which helps to| a native UNIX| charge or selectd deployment
tools which are | getting started| file system.. | supported offering
very much rapidly. and use it on
useful. premises
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Product Cloudera Hortonworks The MapR IBM Biglnsights | HadoopPivotal
version Enterprise: Data platform:| Distribution for Apache HD:
Evaluated 5.50 2.30 including Hadoop: 3.X
Apache: 5.0
4.10

Table 1: Comparison based functional characteristics
The above table explains functional parameters\@ilAble edition, Administration console, softwa@mponents, ease of use
and better manipulating facilities. The Clouderatfoirm provides better functional characteristiesdnl on Apache Hadoop
and projects effective use of open sources assakciat

B. Comparison Based On Operational Characteristics:

Platforms Cloudera Horton Works MapffR IBM Pivotal
N
Operational
Characteristics
Open Multiple version | Open source Licensed Licensed Multiple
Source Open sourg version :

&Licensed Open sourc
&Licensed

Management Cloudera Ambari MapR IBM Maxico Cloud
Tools Manager Control System | Web console Foundry
SQL Support Impala Stringer Drill IBMBig SQL SQL

Market Presence Highest score in  Next largest Second highes This is also Lowest score
market place | competitor with| current offering| Strong competitor in market

Based on an cloudera presence
evaluation
compared to
vendors
Deployment Deployement | Deployement Through AWS | IBM PureData BOSH an
with Whirr with Ambari. Management .| System for Ops Manage
toolkit. Simple Console. Analytics.
Deployment.
Integration Ease of To ingest new Nagios Transforms data Some tools
integration using| data streams angd integration and | in any style and| available for
standard APIs additional Ganglia delivers it to any| integration.
and tools. volume as integration. system.
needed

Table 2: Comparison based on operational charactestics

In the above table contains the comparative aspsctise five chosen platforms of Big data based on
operational characteristics. The main objectivéhaf comparison is to criticize which is the one daoick
and easy deployment and Integrations of varioussAPI
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C. Comparison based on Performance Characteristics:

Platforms Cloudera Horton Works MapR IBM Pivotal
[N
Functional
Characteristic

Flexibility Offer great | Apache Tez for| Offer flexibility flexible data Pivotal Cloud
flexibility and interactive to Works out of | analysis feature| Foundry uses a
capability with access and | the box with no| s apply to data flexible
their services | Apache Slider special in a variety of | approach called

for long- configuration formats buildpacks
running required.
applications.
Security provide data provide data provides Provides Secret-key
encryption encryption encryption of | encryption and| cryptography.
data transmitteq  masking of
to, from and confidential
within a cluster data.

Scalability They offer greatf Needed more Scalable Highly scalable Greenplum
flexibility and support from architecture | storage platforn]  running on
capability with Hortonworks without single to store and DCA

their services in during points of failure| gjstribute very | delivers scalabil
such a way that jmplementation large data sets. ity
It m"’!kes and running of
managing our platform
various
applications
High High Apache Hadoop High For using HDFS|  Greenplum
Availability Availability 0.23.1 and availability replicated running on
With a Load HDFS (HA) options system based | DCA delivers to
Balancer NameNode high for the availability assure
availability NameNode and only. availability and
JobTracker. minimize
downtime.
Data With spark Also working | Apache Drill, a | IBM InfoSphere HAWQ, a
processing support on improving | project backed Information proprietary
speed Data computing by MapR to Analyzer component able
processing, up speed. improving data | V8.1.1 provides| to process SQL
to 100x in some By using processing efficient data like queries
cases. initiated Stinger speed processing 318x faster than
speed. Hive.

Table 3: Comparison based on performance charactestics
The above Table describes a few parameters of mpeafice like Flexibility, Data Processing speed, |&ubty, High

Availability, and SecurityAfter analysing above performance characteristics, welada that Cloudera platform will provide
reasonably good results for network analytics imteof availability and processing speed.

V. ANALYZING CLOUDERA DISTRIBUTION FOR NETWORK ANALYTI

CS:

Cloudera platform provides an investigation stage the most recent open source innovations to ,sppogess, find, model and
serve a lot of information.CDH, the Cloudera Hadd@gsemination, incorporates a few related opemncgowentures, for example,
Hive and Impala. It likewise gives security and hioation a few equipment and programming itemq.lte Hive structure in
Cloudera platform including Apache Hadoop enablésnts to execute intuitive SQL questions straighwfardly against

information put away in Hadoop Distributed File &ya (HDFS), Apache HBase or the Amazon Simple §®&ervice.
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A. General Architecture for Cloudera for Analytics:

Cloudera is a cutting edge programming arrangemm@miposed particularly for information administratiand investigation. The
application offers what numerous specialists haweked as the world's speediest, least demandirdy,n@st secure Apache
Hadoop stage.

—~= Datamesr MicroStrofegy Il e ’é}pentn}p platfc:lra Qlik@ B
MSINess
recmmon il G splunk> @Spotfire,  i+obleaw FEcwoum intelligence/reporting
tool
Data Sources 1 t t
g ) i “ e : ) Ent i
sy cloudera enterprise Data Hub st
’ . 0 . Warehouse
MNetwerk BEEEng CRM H‘”[w Process Discover Model Serve
- -ﬁ Ingest Analytic Machine NoSOL Database
a— - L5 Database Learning
Srdaring Usage Inmveniery g '; Transform A Streaming
i = search
-2
y . .
T 1 & b Security and Administration ¢
Mathine logs 09 Unlimited Storage
o >, L

Figure 8: General Architecture for cloudera in analtics
With Cloudera Enterprise Data Hub (EDH), the framgkvchanges the undertaking information adminigiratscene by
conveying the primary bound together stage for hafgmation [1]. The application gives venturesdlitary, bound together
place to store, process, and break down every érteedr information, engaging them to enhance thgnwtion of current
speculations while empowering principal better apphes to get more an incentive from their inforomaf8].

VI. IMPLEMENTING NETWORK ANALYTICS USING CLOUDERA DIST RIBUTION

CDH is the most total, tried, and mainstream didperef Apache Hadoop and related activities. CDHveys the center components of Hadoop
— versatile capacity and disseminated registeriaprgside a Web-based Ul and imperative ventulldied CDH is Apache-authorized open
source and is the main Hadoop answer for offer ¢inbtogether group handling, intuitive SQL and liilgent inquiry, and part based access
controls. Implementing network analytic by usinjdwing two tools, which is available in clouderackstart virtual machine [9].

o Apache Hive

. Hue

Cloudera Distribution Hadoop Framework

Data Source for log
data

Figure9: Architecture of Network Analytics using cloudera
Logs are computer produced records that catch reysted server activities data. They are helpful adifterent phases of
programming improvement, principally to debug andintenance purposes and furthermore to managegarrasks. Here
collecting log files from firewall system in termo§ CSV file format. The sample log data for firelatstem.
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Sample log data for System alert event:

(BN D - EN=EED) =5 659552 511 (1) - Microsor: Bxee

2/ vome | insert  Pagelayout  Formulas ata evie Vie @ - = x
& o Cation - | T T CEY) || EAuesum - A oGy
= Format Painter | | = e = e 2 C2Clear~  Piters Serect-
Clipboard = Fant = Alignment = Humber 0 i Editing
| AL e x| Time [¥]
A B < D E F G H 1 3 K g
1 [fime 1o Category Group Cvent Msg. Type Priority Cther Type Sre. MAC Sre.Vendor  Src.int. S|
> 05 10-701R 14:75 1996 Network Netwark Access HTTPS Handshake Simple Message String Information x0
3 05-10-201814:29 1233 Firewall Settings  Multicast Link-Local/Multicast IPv6 Pa Standard Note Protacol Notice 34525 2C:27:D7:2A:44:A5 HEWLETT PACKX4 i
a 05-10-2018 14:29 23 Security Services  Attacks 1P Spoof Detected Standard Note Ethernet Net Alert 2048 BC:30:5B:E3:E7:18  DELL x0 i
s 05-10-201814:30 1431 Network 1cnmp ICMPV6 Packets Received  Standard Note Protacol Information 34525 14:07:08:16:98:C4  PRIVATE x3
3 05-10-2018 14:30 1226 Network Network Access HTTPS Handshake Simple Message String Information 0
= 05-10-201214:30 1431 Network 1cnap ICMPUE Packets Received  Standard Nate Pratacol Information 24535 14:07:08:16:9R:04  PRIVATE x2
s 05-10-2018 14:30 23 Security Services  Attacks 1P Spoof Detected Standard Note Ethernet Net Alert 2048 00:27:22:€8:74:0E  UBIQUITI NETV X0 i
s 05-10-201814:31 1431 Network 1cnmp ICMPV6 Packets Received  Standard Note Protacol Information 34525 14:07:08:16:98:C4  PRIVATE x3
10 05-10-201814:31 1226 Network Network Access  HTTPS Handshake Simple Message String Information
2 05-10-2013 14:31 1233 Firewall Settings  Multicast Link-Local/Multicast 1PV Pa Standard Note Protacol Notice 34525 40:80:34: U
12 05 10 2012 14:32 22 Sccurity Services  Attacks P Spoof Note Netalart DELL 0 i
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19 05-10-201814:33 1226 Network Network Access  HTTPS Handshake Simple Message String Information x0
20 05-10-201814:34 1431 Network 1cnme ICMPV6 Packets Received  Standard Note Protacol Information 34525 14:07:08 g PRIVATE x3
21 05-10-201814:34 1431 Network 1cnmp ICMPV6 Packets Received  Standard Note Protacol Information 34525 14:07:08: . PRIVATE x2
22 05-10-201814:34 1431 Network 1cme ICMPV6 Packets Received  Standard Note Protacol Information 34525 14:07:08:16:98: PRIVATE x3
23 05-10-2015 14:34 200 Users Authentication Ac Admin Password Effor From Standard Note String warning
24 05 10 2012 14:24 1226 Network Network Access  HTTPS Handshake Simple Massage String Information o0
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4« » ¥ log _6A9552 5-11 (1) <FJ I
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FigurelO: server status logs for firewall

Above log data are given as the input for our agapion in cloudera. The log data are having moam th000 records for analysis.
The records are store in the format of CSV filed #ren it will be transferred to HDFS file location/home/cloudera.

Hive Tool:

Hive tool used to create databases for analyticgdgse. In analytical application server status ldgta’s are taking as the dataset
to create tables. The following example use toter&able for firewall data [15].

Example:

create table eventlog (eventstring,Src_ipstring,IPPROTOCALstring,Msg string...... ) row format delimited fields
terminated by',’;

After creating table need to transfer data intdet&ly using hive query.

load data localinpath '/home/cloudera/evenlog.csv'into table eventlog;

In hive tool we can query the database table fornatwork analysis basis. It will produce the dataording to time taken for
analysis the data. By using hive connectivity tpeisualize analytical data in graphs and charts.

Hue tool:

Hue is a web-based interactive query editor intadoop stack that will helpful visualize and shdaga [15].

» Editor

Hue - Editor - Mozilla Firefox

Cloudera Live : Welcom... > | ¢y Hue - Editor > ==
< quickstart.cloudera: s s /hue/editor?editor—23 = 2 Search “r | = = - - = =
Cloudera eiYHue [E@Hadoop~ [ElHBase~ Edlimpala~ [C@spark~ Solr Oozie Cloudera Manager Getting Started
= &Hue Jobs = D  acloudera
=
= . == Results (1,024+) t Functions
€ = analytics L il Impala ~ i
Tables 3) & - time -
E -
base
firewall < me.. - > Aggregate
tir L > Analytic
S — > Bit
Licad. e > Conditional
o o ; > Date
{25 - | - > Mathematical
T N > Misc
T P | S 2020.2020.20 20 20.20.20 20.20 2 > String
L = > Type Conversion

Figure 12: Graphs for System error status
Therefore overview of cloudera Distribution for Metrk Analytics efficiently analyzed huge record lwgraphical manner.
The objective of Hue's Editor is to make informatiQuestioning simple and gainful. It centers aro@®f@L yet additionally
bolsters work entries. It accompanies a shrewd fnigh, seek and labeling of information and gisshelp.

VII. CONCLUSION AND FUTURE WORK

Many of the Big data platforms, and architectusarfeworks differ in terms of their approach and lefeletails. Some are just
proposed guidelines, whereas others have spec#ibadologies and critical aspects to follow. Thgarty of the platforms are

abstract and generic in nature and hence theyahilitvork accurately is questionable. In this paper analyzed a few open
source Big data platforms like Cloudera, Horton WorMapR, IBM and Pivotal. Our evaluation is basedboth subjective

measures like the ease of use and objective meabkeethe performance of each distribution, emablusers to make more
informed decisions. According to our evaluation &lera offers additional management software as qfathe commercial

distribution so that Hadoop Administrators can agurfe, monitor and tune their hadoop clusters.dréng the tools with

Cloudera platform, will give best form of diagnastiand performance analysis. This is importantiémiify network failure and

maintenance issues on prediction basis. Our fulm is to expand this research to include moremernetwork analysis as
well as multidimensional data to assist fastergaéstics and improved performance.
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Design and Implementation of an loT System
for Enhancing Proprioception Training

Archana D R, Ayesha Rahmath, Chandrashekar M, MaRarheen, Dr D Jayaramaiah
Department of Information Science and Engineering
The Oxford College of Engineering, Bengaluru-560068ia

ABSTRACT

One of the major issues relating to medical conégrtweakness and injuries in joints’. To facitégproper correction
for speedy recovery from damage caused at joimiscially the knee, we propose a system which usesrable
sensors. Whenever the bends around the joints iie amad when the pressure at ankle exceeds theripexbsdimit a
feedback is sent to the patient and hence he/shene&e the necessary correction. Also a graphéaesentation of
the patient position and pressure will be maintdioe a web page. This graph can provide an insa@bphysician or
doctor regarding the exercises/movements occumashd the joints. The generic requirements likesital exercises
for curing of injured, low strain practices of ganand sports and also for the elderly people, mewtroan be
effectively tracked and remotely controlled fortbetservice and support by healthcare assistamt.pfimary function
of this system is to enable high risk patients ¢otimely monitored and medicated to enhance thditgqua their
lifestyle.

Keywords— proprioception, wearable sensors, feedback

l. NTRODUCTION

Among the panoply of applications enabled by the, kmart and connected health care is a partiguilagportant one.
Networked sensors, either worn on the body or emhbédn our living environments, make possible théhgring of
information indicative of our physical and mentaalth. Captured on a continual basis effectivelyadi such
information can bring about a positive transformaithange in the health care.

Proprioceptions one of the most important sense also known agi@o sense. Proprioception allows us to accorhplis
complex tasks such as controlling our limbs withbaving to look at them for example, while drivirig.can be
impaired by diseases or injuries, and the patiefithave difficulty with balance and coordinatiohhis mostly affects
elderly people and athletes.

Proprioceptive training involves exercises and ph&ents can record their improvement using wearaglices. In
exercise therapy, the early rehabilitation stagasng which the patient works with the physicadrdpist several times
each week. The patient is afterwards given indtastfor continuing rehabilitation exercise by hievself at home.
This study develops a rehabilitation exercise @sseat mechanism using wearable sensors in ordendble the
patients with knee osteoarthritis to manage thein oehabilitation progress.

Using the available data, that has access to a @ygpus of observation data for other individutie,doctor can make
a much better prognosis for your health and recomehteeatment, early intervention, and life-styleickes that are
particularly effective in improving the quality gbur health

.  CURRENT PRACTICES

The health parameters of the patient were measamddsent through Zigbee Communication protocol. ZiyBee
technology provides a resolution for transmittirensors data by wireless communication. Wearablsoseunit,
attached to the patient’s body, reads and trangh@tpatient’s data to a portable ZigBee-basedvercearried around
by a nurse or doctor or to a hospital server. Mstesn is designed and built using the ZigBee mad(i®des), sensors
attached to the patient’s body are interfaced ¢se¢fNodes. The complete Node is packaged in aftgimt and carried
by the patient. Sensed data is transmitted to BeBgcoordinator (Z-Coor) with a wide LCD displawtlis carried by
the supervisor nurse or doctor on the hospitalrfloo

The XBee gateway shown in Figurel is used to pegdteway functionality between the ZigBee netwankl the
Ethernet. This gateway device collect data fromaberdinator packetize it and via the TCP/IP laykata is sent and
stored in the main server where a database istadexkp records of the patient’s history.

A Database is created that stores data such ashtiidevalues for sensed data, these values arende¢sl by the
patient’'s physician and if the patient’s readingsezd these values the system will automaticalhyd s alarm SMS
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using the GSM network to the doctor. The patierdsords or history of readings of the various sigres maintained
and an Apache webserver was used in the experilrsattap.
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Figure 2.1: Patient healthnitaring using Zigbee technology
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Figure 3.1: Blocladram for proposed system

We develop a healthcare monitoring system for logtlatients and outpatients for enhangamgprioception training ,
considering the cost, ease of application,accuaacydata security. The main idea of the designstesyis continuous
monitoring of the patients, over mobile phone artdrinet using wireless technologi@fiere are a number of exercises
that can be performed to help train the propridoepsuch as balancing exercises, exercises whilging the eyes,
strengthening exercises, squats, vertical jumps,eaamples of ways that can help establish the exdiom between
muscle fibers by building strengtfihe real-time monitoring system incorporates welaraensors to extract medical
information which helps finding out multiple paratees such as pressure, movement of the knee aathe time. The
system has two interfaces, one for the patientoswedfor the doctor.
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The patient interface is compromised of wearabfsees which extract medical information of the gatiand transmit
to the 10T server (Adafruit 10) via Wi-Fi. The doctis provided with a unique user name and passwwatcess the
data obtained from the patient. The necessary faddis sent via a SMS to the patient using GSM 8o@giule
involving doctor’s advice for fast recovery.

The model consists of Arduino UNO board with miaotoller ATMEGA 328, accelerometer sensor with agmope
features (MPU 6050), force sensors and Wi-Fi madulghis system for outpatients monitoring, ESRB28-fi module
collects the data from the sensors and sends thea@#oT server(Adafruit 10) for storage and fattanalysis through the
website. The Protected data stored can be accasgtithe by the doctors.

IV.  FEATURES OF THE PROPOSED SYSTEM

The proposed idea is a remote health monitoringesy®ver mobile phone and internet using wirelesfiriologies.
The real-time monitoring system incorporates welarabnsors to extract medical information whictphdinding out
multiple parameters such as pressure, movemehedfrtee at the same time.

The system architecture is two tier 1) a patietdrface that is wearable sensors 2) a web portal.

The patient interface is compromised of wearablessrs which extract medical information of thegoatand transmit to
the IoT server (Adafruit 10) via Wi-Fi. The doct@ provided with a unique user name and passwodttess the data
obtained from the patient. The necessary feedbademt via a SMS to the patient using GSM 800C teoohvolving
doctor’s advice for fast recovery. The proposedesyshas the ability to use multiple sensors whichabées simultaneous
monitoring of several parameters.

*adafruit

SIGN IN

Yt ac

ORDER STATUS

D

EMAIL OR USERNAME EMAIL ADDRESS

PASSWORD Forget your p 0 ORDER NUMBER

NEED AN ADAFRUIT ACCOUNT?

SIGN UP

Figure 4.1: Adafruit login page
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Figure 4.5: Adafruit Dashboard

The model consists of Arduino UNO board with miaotroller ATMEGA 328, accelerometer sensor withapgope
features (MPU 6050), force sensors and Wi-Fi madliethis system for outpatients monitoring, ESPB2G-fi
module collects the data from the sensors and dbediata to 10T server (Adafruit 10) for storageldurther analysis
through the website. The Protected data storedeatcessed anytime by the doctors.

MPU-6050: It has the ability to precisely and aetely track user motions, Motion Tracking technglagn be used in
applications ranging from health and fithess maiipto location-based services.
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Key features for this technology are small packsige, low power consumption, high accuracy andatgiglity, high
shock tolerance, and application specific perforeeaorogrammability — all at a low consumer pricénporhe MPU-
6050 collects gyroscope and accelerometer datawhichronizing data sampling at a user defined rat

FSR- Its key features are small size. It is capalblmicro-force detection and high sensitivity, tigensitivity, high
precision and high durability.

Data transmission from wearable sensors to loTeserv

Data transmission process from sensors to 10T sgr@d=SP-8266 Wi-Fi networks.

The sensors collect the data and transfer it tddfieserver (Adafruit 10) through ESP8266 Wi-Fi nubel

The doctor is provided with a unique user id andspard, where they can monitor multiple patientsalth
simultaneously by creating different dashboardsalsd observe the improvement of each patient ftearstored data.

Feedback: The feedback is not only from the doafter analysing the data in the 10T server, bub déite patient is
provided with immediate alert messages when tleea@y anomaly with reference to the predefinedstiokel values or
the sensed parameters which vary based on thefsatigie and condition using GSM 800C.

GSM 800C can transmit voice, SMS and data inforomativith low power consumption. With the tiny sizé o
17.6*15.7*2.3mm, it can smoothly fit into slim andmpact demands of customer design.

The alarming mechanism basically consists of destaalization, statistical pre-processing, and iezifons.

The proposed alarming system is a generalized oramit model that works on the principle of threshehlues. It can
be customized for individual monitoring due tioe fact that the threshold values aren’t the séondifferent age
groups. The customized monitoring helps in sethdgptive boundary limits which keeps changing tghmut the
monitoring phase.

Movement on the left,beyond
prescribed limit

movement frontwards,beyond

prescribed limit

movement backwards,beyond
prescribed limit

Exerted pressure is beyond limit

Movement on the right,beyond

prescribed limit

Figure 4.6: Feedback to patient via SMS

V. SPECIFIC HEALTHCARE APPLICATIONS

For people living with osteoarthritis (age range6&byears) rehabilitation based on exercise thermpgcommended,
this model is useful to keep track of their movetaavhich can enhance their joint function.

This model also helps the injured people specidléy athletes who undergo a lot of physical andefigntraining to
ensure that they recover soon or have an easy goistgoperative assessment by wearing the deviteramitor their
position so as to help him/her to do the exercisegrescribed.

For the physically disabled people if there arenclea of improvement, this can help them to the thieprocess
slowly and gradually by monitoring movement andsgtee exerted at ankle continuously.
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VI.  RESULTS AND CONCLUSION

The health care services are important part ofsogiety and automating these services lessen tiieewwn humans
and eases the measuring process. Also the transyaséthis system helps patients to trust it. $basors measure the
required parameters and provide the data to thesemter. When threshold value is reached, an mlessage is sent to
the user via SMS using GSM 800C and he/she camax# quickly. The ESP-8266 Wi-Fi module helps thever to
update the patient data on website.

The development of low-cost, low-power, multifunctal wireless sensor nodes that are small in sidecammunicate
untethered in short distances are used in our giroJdnese tiny wireless sensor nodes, which cowsisensing, data
processing, and communicating components, levategilea of sensor networks based on the collaberaffort of a
large number ohodes. Issues such as long-term patient care in hospitals, supipo elderly people at home can be
resolved using this. The implemented real-time guétimonitoring system, enables doctors to monier patients’
health on a remote site, and provide timely adwaceording to their improvement. The system prevémspatients
from re-hospitalization and monitoring multiple jgaits’ health status simultaneously. The data eadable for review
on the central server, and can be accessed renimtetyeans of Adafruit Feeds. The system developéohzatically
alerts the patient when an anomaly is detectedugfit&MS services. Besides bringing comfort to padiethere are
commercial benefits in the area of reducing castspspitalisation, and improving equipment andgratmanagement.
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Abstract : An intelligent Smartphone based approach usingdctmmputing and IoT for risk-free driving that wilbllect data
using smart phone’s GPS sensor, Accelerometer sansoinform the driver about the condition of thad. The Android based
application which will collect model inputs (lortade, latitude, and speed, acceleration data dEles) from a vehicle and send
it to its nearest loT-Fog server for processingdh&a quickly. It uses affinity propagation clustgrapproach which finds the
location of road anomalies and accident prone dteglso provides a mechanism where the smart plvaneera detects the
driver’'s eyes using OpenCV to diagnose where he's dizzy state or not. This information will bergtd in cloud for further
use. With real-time analysis and auditory alertthefe factors, we can increase a driver's ovanalreness to maximize safety.

IndexTerms: Smartphone, |oT, Fog, Cloud, Affinity Propagation clustering, Bumps/speed-breaker, OpenCV, Dizzy state detection

|. INTRODUCTION

In the present era vehicles have become an edgemtiaf our life. But because of poor handlingytthave become a death angel
for human life. Therefore safe driving becomesrapdrtant urge in life. Safe driving not only assukess time for driving but
also it secures an accident-free drive. Thoughrigiein driving cannot be eradicated completely ibwdan be reduced. This is
possible when the driver knows the road conditioadvance. There are variotsad conditions due to which the Vehicle may
fall unexpectedly leading to accidents with huge lodg Various road conditions include potholes, spwedker, etc. this
system mainly focuses on detecting road accideinigugdifferent machine learning algorithm and bigadarocessing. After
detecting the road conditions it plots them on @mogle map to indicate the driver. It uses Affinfiyopagation clustering
approach for training data and Random forest dlassifor validation of testing data. it mainly feges on safe driving that is
established on atoT-based system. TH®T (Internet of things) based system refers to a systkinternetworking connected
devices embedded with actuators, sensors and retmonectivity that enable these devices to coldewt exchange data. An
loT system has been developed to detect road anomadieislent-prone location and the driver’s dizzytestd his is used for
warning the drivers if there are any pothole, Bunspged-breaker and the accident prone area inrthee. ThidoT system also
includes a fog based decision-making system. Thedters to an architecture that provides sendoesomputing, storing, and
networking between the edge of the devices rathen trouting everything through a central data ceirtethe cloud. For
calculating process clustering is need. Clusteisran Algorithm that is used to separate similaageints into intuitive groups.
To arrange the regular data and irregular dataésclustering .Fog has limited memory to stor@.d@bhat’'s why it uses the
cloud to store data for further use. Cloud refersirtternet-based computing which provides sharethiiiter processing
resources and data, to the computer and otheretevic demand .Here, the cloud is necessary tofegniaformation with the
cloud. The camera in the smart phone constantly focuséisenayes of the driver and detects them using Oyeif the eyes are
found close for more than 5 seconds, then an alditihibe raised so that the driver gets alerted. phesented work takes into
account various factors leading to unsafe drivind presents a technique for evaluating the driemggition in advance.

. LITERATURE SURVEY

In [1], it discusses the various data processiggriéhms that are used to detect irregularity anrtbad using a mobile system.
It also gives the optimal parameters and recomntendafor the algorithm.(mednis 2011).In [2] ,thé®& sensor and
accelerometer is used to gather the data abounhdrehavior and road anomalies and this dataatyaed based on a fuzzy
system. In [3], the authors propose a Wi-Fi basetitecture for pothole detection which gives prarnings to the driver in
case of detection of a pothole. The system consfsiscess points which are placed on the roadsitiesh broadcast the data
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which is then received by the Wi-Fi enabled velsi@ds they enter the area covered by the influehtdgecaccess points. The
mobile nodes can also broadcast their responseeaddck which when received by access point cautilzeed for backend
server processing. In [4], the authors developthgie detection system using 2D LiDAR and CameBaLIDAR is used to
find the distance and angle information of the ro&tte pothole detection algorithm and image-baselgbe detection method
is used to improve the accuracy of pothole detacéind to obtain pothole shape. In [5], it uses flicient unsupervised
vision-based method for pothole detection withdwt heed for training and filtering. It firsts detesphalt pavements by
analyzing RGB color space and performing image ssgation. A data set consisting of selected imdiges Google search
engine is used which contains highly unstructuradges taken from different cameras and shootinteangihe method uses
manipulation of B component in RGB space and imaggmentation it can be easily and widely adoptedhBrdware
implementation. In [6] image pre-processing based difference of Gaussian-Filtering and clusteringsdd image
segmentation methods are implemented for bettedtsesThe K-Means clustering based segmentation weferred for its
fastest computing time and edge detection basechesggtion is preferred for its specificity. In [4}, develops a crowd
sourced system to detect and localize potholestulti4tane environments using accelerometer datanfesmbedded vehicle
sensors. This crowd sourced system reduces theéredqgoetwork bandwidth by determining road incliaed bank angle
information in each vehicle to filter acceleratiocmmponents that do not correspond to pothole ciomdit In [8] it proposes a
smartphone-based driver assistance system whichfum® and rear camera image recognition to hedntain the safety of
the driver. The system uses a front camera imagetect the drowsiness of the driver, and a reareca image to detect the
vehicle in front. In [9] it describes an applicaticalled “Driver drowsiness detection” and the msg of this application is to
alert drivers so that they can be cautioned to @gr and stop driving in a drowsy state. It u§zHaar-cascade Detection as
well as template matching in OpenCV to detect andkt the eyes using the front camera of an Anddaidice. In [10], it
proposes an eye blink monitoring algorithm thatsusge feature points to determine the open or digsste of the eye and
activate an alarm if the driver is drowsy. By appiythe Viola Jones algorithm we successfully detg:¢he face region, Once
the face is identified, the Region of Interest (RiSlset to the face rectangle, detected by théa\dones algorithm. On this
region again the Viola Jones Cascade classifi@pfgied to detect eyes. An accuracy of 94% has lbeeorded for the
proposed methodology. Figure 1 shows the survethefaccidents that caused due to bad road consliiooch as potholes,
speed-breakers and the drowsiness of the drivet$]2
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FIGURE 1: Survey of accidents caused dueto bad road conditions and drowsiness

I11. PROPOSED SYSTEM

The essential focal point of this framework is dertify the different street abnormalities well atieof time and caution the
client to guarantee chance risk-free driving. lquiees an advanced mobile phone which keeps runaimghe Android
working framework with inbuilt GPS sensor, Acceleter sensor, and internet. The smart phone igglexcthe car. Figure 2
represents the design of the model. The GPS dddlianced mobile phone gathers the constant arée @fadget. The speed
of the car is ascertained by GPS and moving tinte dccelerometer sensor has 3 axes. The estin@tiomivot changes
when the device is moved left or right. The estiorabf y-pivot changes when the device is moveavéod and backward.
The estimation of z-hub changes when the devigaased up and down. It needs the z-hub esteem fmarate potholes,
speed breaker. The device is set in the car orvel [dane for getting the exact information for izgi. Each gadget is
associated with the haze. Here we are utilizingdmge it tackles the issue by keeping informatiearer to the nearby PCs
and gadgets, instead of directing everything thhoagentral server in the cloud. Thus, the inforomaexchange is speedier
than the cloud and we will get the outcome rapidlyese gadgets are sending Latitude, Longitudesdspand accelerometer
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information to the fog constantly. The fog forme ihformation and sends the outcome to each celh@land each fog. Fog
has memory impediment that is the reason it likewisnds the outcome to the cloud to store datadfitionally utilize.

Region2

—f) N\

Data Processing l' Fog Server

Data Processing

L
Region3

T =

Smartphone S GPS Data, Accelerometer Data,

Speed, Driver Eye Condition

FIGURE 2: Design of the M odel

A. Detecting different road anomalies

The information is sent to the closest fog from #uvanced mobile phone eakhtimes. Here) is diverse time interim as
indicated by various types of vehicle. At that gdhre information is computed to discover streatites. If there is a pothole or
speed-breaker, at that point each vehicle will baftlon that area, and subsequent to passingeitcdéin will accelerate once more.
Thus, for a specific zone if every one of the vidsicstoppages and speed ups again then haze wdselihat there is a pothole
or speed-breaker. For isolating speed-breaker aftfibles, it will assess its z-pivot information. @ off chance that the z-
pivot esteem is not as much as lower z-hub lintiée® then it is a pothole, if the z-hub esteemghdr than upper z-hub edge

esteem, at that point it is speed breaker.
Algorithm 1: Detecting pothole and speed breaker

INPUT:

Sc: speed of current row

Sp: speed of pervious row

Sn: speed of next row

St: threshold speed

Sw: speed of the line after next row

Z : accelerometer z-hub estimation of current row
Zmax: most extreme edge for accelerometer z-hub
Zmin: least limit for accelerometer z-pivot

OUTPUT: Location of the pothole and speedbreaker
1. Fog database is read

2. while end of row do

3. if (Sc < Sth AND Sc > 0) AND ( Z <= Zmin) An&p > Sc) AND (Sn > Sc) then
4. Save location of current row as pothole

5. end if

6. if (Sc < Sth AND Sc > 0) AND ( Z >= Zmax) An8jf > Sc) AND (Sn > Sc) then
7. Save location of current row as speed-breaker

8. end if

9. end while
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B. Detecting accident prone areas

For finding accident prone area, it uses the previdata of accident. The data is collected fromidet Research Institute
(ARI), BUET. This data holds some total accidenteach area. For clustering these data, we agairifigdéty propagation
clustering algorithm.

Algorithm 2: Detecting accident prone areas

INPUT:

Thm: Threshold for moderate accident area
Thh: Threshold for highly accident area

An: Number of total accident in individual area

OUTPUT: Location of accident prone area

. Read all row from cloud database

. while End of row do

. if (An>=Thm) AND ( An < Thh) then

. Saving location of current row as moderate accident area
end if

. if An > Thh then

. Saving location of current row as highly accident area

. end if

. end while

Algorithm 3 : Affinity propagation

r(i, k) < s(yi ,yk) — maxk|k=k{a(i, k) + s(yi, yk)} =>(2)

a(i, k) —min{ 0, r(k, k) + i|e{i,k} max{0, r(i, K)} =>(2)

1. Initialize availabilities a(i, k) to zendi, k

2.do{

3.Update, using Equation (1), all the responsiegigiven the availabilities
4. Update, using Equation (2), all the availatg$tgiven the responsibilities
5.Combine availabilities and responsibilities tdaih the exemplar decisions
6. } until Termination criterion is met.

C. Detecting dizzy state of driver

The camera in the smart phone constantly focusdleoayes of the driver and detects them using Ogelf the eyes are found
close for more than 5 seconds, then an alarm willdised so that the driver gets alerted. Thisegysises a front camera image
to maintain driver safety. This system detectsdtiger's drowsiness by processing a front cameragien and alarms the driver.
First, the face and eyes need to be detected terfrént camera image in order to detect the dnoegs. The face and eyes can
be detected by using Haar-like features. Face tieteshould come first to decrease the eye detediine by setting the region
of interest (ROI). Second, drowsiness should bggddrom the detected eye image it separates thénege into white pixels
that indicate the skin area and black pixels thdiciate the eyeball area. It can be consideredtieatye is closed if the number
of black pixels decreases to less than 80% of timeber of whole pixels according to PERCLOS (peragatof eye closure), and
that the drowsiness is detected if the eye is didee longer than 400ms . It can judge whether atr the driver is currently
drowsy by checking these conditions in the fromheea image.

IV.RESULTS
This section illustrates the output of the systéhGURE 3 shows the screenshot that appears on dbe interface on the
Smartphone, where the driver can enter the sourdelastination of their journey. Here the curreatkion of the driver can be
selected as a source by clicking at the check Bbg.red flag indicates the source, green flag atéie the destination and the
blue line indicate the path. The blue dot showsctiveent location of the user.
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FIGURE 3: User interface with entered sour ce and destination
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FIGURE 4: Spotting speed-breaker

The grey triangle in the FIGURE 4 indicate the spbeeaker in the path, whenever the driver appresitie speed breaker, the
application will give an indication of the approaxh speed breaker with the help of voice alertsirggathe distance of the
speedbreaker from the drivers location.
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FIGURE 5: Spotting pothole
The black triangle in FIGURE 5 indicate the pothinl the path, whenever the driver approachesatt®fe, the application will
location.

give an indication of the approaching pothole witie help of voice alerts stating the distance ef pothole from the drivers
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FIGURE 6: Detection of high accident prone area

The FIGURE 6 indicates the highly accidental praneas .so when the user approaches these areasethgets an alert so that
[JCRTOXFOO061

the driver reduces their speed in order to avodidents. The notification to user will be in therfoof voice alerts.
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The FIGURE 7 indicates the moderate accident pasea. When the user approaches these areas thgetsan alert so that he

reduces his speed in order to avoid accidentsndtification to user will be in the form of voicéeds.

Drowsy Alert II!
Tracker suspects that the driver is

experiencing Drowsiness, Touch OK to Stop

the Alarm

FIGURE 8: Drowsiness detection

Figure 8 detects the eyes of the user to indic&iethver the driver is in dizzy state or not. In #t®ve picture the Closed eyes is

detected hence it produces an alarm to awakerriverd
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V. CONCLUSION

Road accidents can't be eradicated totally, howgveain be controlled by demonstrating the stat¢hefstreet to the vehicle
driver. Consequently safe driving ends up a standmongst the most regular desires in urban ardidition country life. Safe
driving not just secures a mishap free drive ielikse guarantees less time for driving. In spite¢hef fact that driving can't be
without hazard, one ought to know about the stoeetditions. The model sources of data (longitudditude, and speed,
acceleration of vehicles) are obtained using Ardlrapplication to have real-time implementation. Aiddally, the model
incorporates two computational insight strategieat tare cloud and fog based framework. It utilizdénity propagation
clustering algorithm on training data. It likewigézes a component where the advanced mobile phamem identifies the
driver's eyes utilizing OpenCV to analyze whetheeyt are in dizzy state or not. The advanced ceiltiiized expecting to
evacuate the requirement for deploying particutgassrs in a vehicle or at any street intersectidosvever, the essential goal of
this approach is to have the capacity to give dicoous observing framework that can guarantee, safgident-free and fast
driving.
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Abstract : A lot of people rely on content available on sbaigdia for making decisions. The possibility thatyone can post
a review provides a golden opportunity for spamntersvrite spam reviews about products and servimkmntifying these
spammers and the spam content is a very impor@it tn field of research and although a consideralomber of studies
have been done recently, but so far, the methodesqout forth still barely detect spam reviews, ande of them show the
importance of each extracted feature type. Thip@se a novel framework, namsiktSpamwhich utilizes spam features for
modeling review datasets as heterogeneous infasmagtworks to map spam detection procedure ictassification problem
in such networks. Using the importance of spamufest help us to obtain better results in terms iferént metrics
experimented on real-world review datasets fronpYaid Amazon websites. The results show N&Bpanis better than the
existing methods using the features like reviewavaral, user-behavioral, review-linguistic, usiguistic.

Keywords: NetSpam, Social Network, Spammer, SpaieviRd-ake Review, Heterogeneous Information Né¢wor

|. INTRODUCTION

Information propagation is considered as an imporsaurce for producers in their advertising campsias well as for
customers in selecting products and services.dp#st years, people rely a lot on the writtenewsiin their decision-making
processes, and positive/negative reviews encowatigtouraging them in their selection of produatd services. In addition,
written reviews also help service providers to ewleathe quality of their products and services.sEheeviews thus have
become an important factor in success of a busiwb#s positive reviews can bring benefits for ang@any, negative reviews
can potentially impact credibility and cause ecomolosses. The fact that anyone with any identdn teave comments as
review provides a tempting opportunity for spammtrswrite fake reviews designed to mislead userghion. These
misleading reviews are then multiplied by the sihgrunction of social media and propagation over web. The reviews
written to change users’ perception of how goodr@dpct or a service are considered as spam andfeme written in
exchange for money Despite this great deal of &ffanany aspects have been missed or remainedvads@ne of them is a
classifier that can calculate feature weights shatw each feature’s level of importance in deteimgirspam reviews.

Spam minded informal conversations on social médig. Twitter) shed light into their educationalperiences,
opinions, feelings, and concerns about the learmmgress. Data from such un-instrumented enviromsnean provide
valuable knowledge to inform student learning. Amalg such data, however, can be challenging. Tdreptexity of spam
minded’ experiences reflected from social mediat&@anrequires human interpretation. However, themjgrg scale of data
demands automatic data analysis techniques. Héaentiaing algorithm based on Spam filter is impleteel which contains
several steps like Data Collection from twitter,e@ting the data by removing stop words, removahaif-letter and
punctuation marks, probability of the words forigas categories is estimated. For all the tweetsufacy, Precision, Recall,
F1 measure, Micro Averaged & Macro Averaged valaes computed for each category and also for theuwsrusers.
Therefore, its concluded based on average how ream’s minded have various categories of problesngedl as extend this
to the problems faced by which user.

Social media sites such as Twitter provide greaues for spam minded to share joy and strugglet, eemtion and
stress, and seek social support. On various so@dia sites, spam minded discuss and share thaiyday encounters in an
informal and casual manner. Spam minded’ digitaltgants provide vast amount of implicit knowledgad a whole new
perspective for educational researchers and poawits to understand spam minded’ experiences deutdie controlled
classroom environment. This understanding can mfmstitutional decision-making on interventions &-risk spam minded,
improvement of education quality, and thus enhamadent recruitment, retention, and success. Thadamce of social media
data provides opportunities to understand spam edindxperiences, but also raises methodologicdicdifies in making
sense of social media data for educational purpdsess imagine the sheer data volumes, the diyeo$itnternet slangs, the
unpredictability of locations, and timing of spaninded posting on the web, as well as the compleaftgpam minded’
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experiences. Pure manual analysis cannot dealthétlever-growing scale of data, while pure autoenakjorithms usually
cannot capture in-depth meaning within the data.

There is huge amount of data available in Infororatindustry. This data is of no use until converbet useful
information. Analyzing this huge amount of data andracting useful information from it is necessafye extraction of
information is not the only process that need tofgem; it also involves other processes such asaD@Eeaning, Data
Integration, Data Transformation, Data Mining, BattEvaluation and Data Presentation. Once alkthbescesses are over, we
are now position to use this information in manyplagations such as Fraud Detection, Market AnalyBi®duction Control,
Science Exploration etc.

Data Mining is defined as extracting the informatioom the huge set of data. In other words we & that data
mining is mining the knowledge from data. This mf@tion can be used for any of the following apgtiiens:
e Market Analysis
* Fraud Detection
» Customer Retention
*  Production Control
e Science Exploration

II.METHODOLOGY

2.1 Hash tag Submission
This module is responsible for taking input thethtags and then save the hash tags in the fofm@tashTagID,
HashTag and ProductID)

Polarity
HashTag Tweet Computation
Submission [—®» Retrieval per Tweet
per Feature

v

Polarity Polarit
Cii[r?ir Computation < Computa):ion
Per User per Product

Per Product per Feature

Tokenizati Frequency IT-IFT
-on Computation Computation
A
Review Rate Similarity
Early Time |4 Detection [¢——| Measure
Frame
Tweet User
Classificati Classificati
-on -on

Fig.1: NetSpam Framework

2.1 Data Coallection using Twitter

Twitter stores the reviews of the Products in therf of tweets which are associated with Hash Tadgés Module is
responsible for Collecting tweets from Twitter bgsBing the Hash Tag, APPID and Secret Key. APPID Satret Key are
unique generated IDs by twitter when applicatioarsated. Hash tag is a concept under which thes ug# be able to Tweet.
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2.3 Polarity Computation per Tweet per Feature

This module is responsible for computing the seatits of each tweet per feature. The positive semtis, negative
sentiments and neutral sentiments are found outepgure type. The feature types can be batteryang screen, touch and
finally for each of the tweet the following matixcomputed.

Table.1: Tweet per feature

Positive Negative
Tweet ID Product ID Feature Type . : User ID
¥ Sentiment Sentiment
Unique Pr0(_juct ID for It can be any Positive Negative .
which tweet feature type X ; Unique ID for
ID for . Sentiments Sentiments fon
has been like- Battery, the User
Tweet for Tweet Tweet
performed Memory,

2.4 Polarity Computation per Tweet per Product

Polarity Computation per Tweet per Product is oesfble for computation of polarity by computing ttummation of
polarities across tweets for the given productalynthe sentiment matrix can be defined as below

Table.2: Tweet per Product

Positive Negative
Product ID Feature Type - . User ID
yp Sentiment Sentiment
Product ID for o b any Positive Negative .
. feature type like- : ; Unique ID for
which tweet has Sentiments for| Sentiments for
Battery, the User
been performed Tweet Tweet
Memory,

2.5 User Based Sentiments

The set of unique users are found out and theagoh of the user the sentiments are added uppeaugir

Table.3: User Based Sentiments

Positive Negative
Bect 1D Sentiment Sentiment User'D
Product ID for Positive Negative Uniaue ID for
which tweet has| Sentiments for Sentiments for q
the User
been performed Tweet Tweet

2.6 Data Cleaning

Data Cleaning is used for removing the stop wordsnfeach of the tweets and clean them. After tha dkeaning
process is completed the clean data can be repedsas a set Cleanld ,CleanData ,Userld. Clearttikisinique Id associated
with the Tweet, CleanData is the clean data aétaraval of clean data and Userld is the unique $ocated with the user.

2.7 Tokenization
The process of converting the statements intaaesee of words is called as tokenization

2.8 Frequency Computation
Frequency computation is a process of removingrépetition of tokens and hence removing the redoog in the
application. It is defined as number of times aetokppears in the tweet

2.9 TF-IDF Computation
This is used to compute the inverse document &ecy of each of the token and then multiply it bg text frequency.

IDF = log (N/f)
Where,
N = number of tweets in which tweet exist

f = frequency of word
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The TF-IDF is computed using the following equation
TF — IDF = f*IDF

2.10 Similarity Measure

Similarity Measure is responsible for finding theique tokens between the tweets and then findingtlven the tweets
are similar based on the number of intersectiomsrarmber of unions. Ratio of intersection sum anidm sum will give the
similarity measure.

2.11 Rate Deviation
Difference between the reviews of each of the ugarsrtain users have more of such differencedhm® regarded as
spam.

2.12 Early Time Frame M easure
This module takes the tweets and measures thei@uiatwhich tweets are performed by the usersiatitere are any
tweets which have been given within certain duratepeatedly negative for a product.

2.13 Classification of Tweet

It measures the weight by computing the simildo#gyween the tweets and then finding the
sentiments score and then find the weight. If teéggim exceeds the certain threshold the tweetissdied as spam otherwise it
is not classified as spam.

2.14 Classification of Spam User
This is responsible for finding whether the usespam users or not based on user’s-based sergian@hthe similarity
measure of user's-based tweets.

2.15 M etapath Definition and Creation

A metapath is defined by a sequence of relatianthé network schema. Table.2 shows all the mdtapstd in the
proposed framework. As shown, the length of useetianetapath is 4 and the length of review basddpath is 2.

For metapath creation, we define an extended versiothe metapath concept considering differenelewf spam
certainty. In particular, two reviews are connedieeach other if they share same value. Hassahetdk propose a fuzzy-
based framework and indicate for spam detectiois, liietter to use fuzzy logic for determining aiegws label as a spam or

non-spam. Indeed, there are different levels ofrspartainty. We use a step function to determimsdhevels. In particular,

. . : . _ Lsxf ()]
given a reviewu, the levels of spam certainty for metagmathe., featurd) is calculated dgn = - , Wheres denotes

the number of levels. After computimd’, for all reviews and metapaths, two reviewandv with the same metapath values
(i.e., ™y = M) for metapath are connected to each other through that metapaticr@ate one link of review network. The
metapath value between them denotethps,vE mpul

Using s with a higher value will increase the number ofreésature’s metapaths and hence fewer reviews woeld
connected to each other through these featurexetsrly, using lower value farleads us to have bipolar values (which mean
reviews take value 0 or 1). Since we need enougmsgnd non-spam reviews for each step, with fewenbers of reviews
connected to each other for every step, the spatmapility of reviews take uniform distribution, bwith lower value of we
have enough reviews to calculate final spamicityefach review. Therefore, accuracy for lower lewédlsdecreases because of
the bipolar problem and it decades for higher \alofs, because they take uniform distribution. In thepgmsed framework,
we considered = 20, i.e.nf,'€{0,0.05,0.10....0.85,0.90,0.95}.
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Table.4: Featuresfor usersand reviewsin four defined categories

Spam

User Based Review Based
Feature

Burstiness[20]: Spammers, usually write the| Early Time Frame[16]: Spammers try to write their revie

spam reviews in short period of time for twaasap, in order to keep their review in the top ees which

reasons: first, because they want to impaother users visit them sooner.

readers and other users, and second because they ® {0 (Ti — F) ¢ (0.5)
LRTF

are temporal users, they h.ave to write as much as 1= LF (p — By € (0,0) )
reviews they can in short time. s (2
e (i) = {0 (Li = F2) € (0.7) whereL; — F; denotes days specified written review and first
1= === (L~ F)c(0,7) written review for a specific business. We have dls 7.
M Users with calculated value greater than 0.5 takése 1 and

whereL; — F; describes days between last angthers take 0.

Behavioral | first review for r = 28. Users with calculated
Based

Features

Rate Deviation using thresho[dl6]: Spammers, also tend to
value greater than 0.5 take value 1 and othefe,yote husinesses they have contract with, so they
take 0. these businesses with high scores. In result, tieereigh
diversity in their given scores to different busises which is

Negative Ratio[20]: Spammers tend t0 WIit€ yhe reason they have high variance and deviation.
reviews which defame businesses which are {

0 otherwise
Tij —avgec B, T(€)

competitor with the ones they have contract with, rppy (i) = ) o s (,
1

this can be done with destructive reviews, |or !
with rating those businesses with low scoresvherep; is some threshold determined by recursive minimal
Hence, ratio of their scores tends to be loventropy partitioning. Reviews are close to eacleiotiased
Users with average rate equal to 2 or 1 take 1 |aad their calculated value, take same values ()]0

others take 0.

Average Content Similarity[7], Maximum | Number of first Person Pronounfatio of Exclamation
Content Similarity[16]: Spammers, often write Sentences containing ‘I'[6]: First, studies show that
their reviews with same template and they prefepammers use second personal pronouns much mare| tha
not to waste their time to write an originaffirst personal pronouns. In addition, spammers'put their
review. In result, they have similar reviewssentences as much as they can to increase impressio
Users have close calculated values take sameers and highlight their reviews among other oResiews
values (in [01)). are close to each other based on their calculaatde vtake
same values (in [Q)).

Linguistic
Based
Features

2.16 Classification

The classification part dfletSparimcludes two steps; (iveight calculationwhich determines the importance of each
spam feature in spotting spam reviews, l{@pelingwhich calculates the final probability of each mwibeing spam. Next we
describe them in detail.

1) Weight Calculation: This step computes the weight of each metapathad®eme that nodes’ classification is done based on
their relations to other nodes in the review nekywtinked nodes may have a high probability of takihe same labels. The
relations in a heterogeneous information networkamy include the direct link but also the patlattltan be measured by
using the metapath concept. Therefore, we need tiiiveu the metapaths defined in the previous stegich
representheterogeneous relations among nodes. Morehis step will be able to compute the weigheach relation path
(i.e., the importance of the metapath), which Ww#l used in the next step (Labeling) to estimatelahel of each unlabeled
review.

The weights of the metapaths will answer an ingrdrguestion; which metapath (i.e., spam featwgtter at ranking
spam reviews? Moreover, the weights help us to nstaled the formation mechanism of a spam reviewaddition, since
some of these spam features may incur considecarigutational costs (for example, computing lingcibased features
throughNLP methods in a large review dataset), choosing thes maluable features in the spam detection proeetads to
better performance whenever the computation cast issue.

To compute the weight of metappghfori= 1,...,LwhereL is the number of metapaths, we propose followingaégn:

D i1 Dy Py X yr‘ X Ys

W, =
e ZT*I Zq*] ',rn
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wheren denotes the number of reviews amd)r,siis a metapath value between revievands if there is a path between them
through metapafh, otherwisemp’, = 0. Moreovery,(ys) is 1 if reviewr(s) is labeled as spam in the pre-labeled reviews,
otherwise 0.

2) Labeling: Let Pr, be the probability of unlabeled revianbeing spam by considering its relationship withrspaviewv.
To estimatePr,, the probability of unlabeled reviewmbeing spam, we propose the following equations:

Pr,=avgPry1,Pryz2....PL.»)
wheren denotes number of reviews connected to review

It is worth to note that in creating the HIN, as ahuas the number of links between a review andratbeews
increase,its probability to have a label similattem increase too, because it assumes that areladien to other nodes show
their similarity. In particular, more links betweamode and other non-spam reviews, more probafilita review to be non-
spam and vice versa. In other words, if a review loés of links with non-spameviews, it means thathares features with
other reviews with low spamicity and hence its oty to be a non-spam review increases.

Table.5: Metapaths used in the NetSpam framework

Row| Notation Type MetaPath Semantic
Review-Threshold Rate Reviews with same Rate Deviation from average

1 R-DEV-R RB L . Item rate (based on recursive minimal entropy
Deviation-Review e
partitioning)

2 R-U-NR-U- | UB | Review-User-Negative Reviews written by different Users with same
R Ratio-User-Review Negative Ratio

3 R-ETF-R RB | Review-Early Reviews with same released date related to Item
Time Frame-Review

4 R-U-BST- | UB | Review-User-Burstiness Reviews written by different users in same Burst

U-R User-Review

Review-Ratio of Exclamation Reviews with same number of Exclamation

5 R-RES-R RL L ; . —
Sentences containing ‘'-Review | Sentences containing ‘!

6 R-PP1-R RL | Review-first Person Pronouns- | Reviews with same number of first Person
Review Pronouns
Review-User-Average Content | Reviews written by different Users with same

R-U-ACS- . [P ;
7 U-R UL | Similarity-User-Review Average Content
Similarity using cosine similarity score
Review-User-Maximum Content | Reviews written by different Users with same
R-U-MCS- . [P . . L ) .
8 U-R UL Similarity-User-Review Maximum Content Similarity using cosine
similarity score
I11. CONCLUSION

This paper introduces a spam detection frameworkehaNetSpambased on a metapath concept as well as a new
graph-based method to label reviews relying omé-tmsed labeling approach. The performance optbposed framework is
evaluated by using two real-world labeled datasét¥elp and Amazon websites. The observations shibwast calculated
weights by using this metapath concept can be efegtive in identifying spam reviews and leadstbetter performance. In
addition, it is found that even without a train,d¢étSpancan calculate the importance of each feature anpelids better
performance in the features’ addition process, @arforms better than previous works, with only aabmumber of features.
Moreover, after defining four main categories featres our observations show that the reviewsuiatah category performs
better than other categories, in terms of AP, AWOnell as in the calculated weights. The resulé® alonfirm that using
different supervisions, similar to the semi-supgsedi method, have no noticeable effect on deterguiniost of the weighted
features, just as in different datasets.
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Abstract: Fog isa big reason for road accidents. I mages which are captured under bad weather conditions suffer low contrast
so astheir quality also degrade with the changesin atmosphere. The main reason behind this problem isthat, the light capture
by the lens is spread by the atmosphere. Fog reduces visibility to less than 1 kilometre. This paper aims to resolve the sight
problem faced by car/other automobile drivers when driving in foggy weather condition and at night. For improving the
visibility level of an image and reducing fog, various image enhancement methods are used. For improving the visibility level
five major steps are used. First step is acquisition process of foggy / dark images. Second is estimation process. Third is
enhancement process (improve visibility level, reduce fog). Next process is restoration process (restore enhanced image) while
the final is the vehicle detection. The main aim of the paper is to review image enhancement and restoration methods for
improving the quality and visibility level of an image which provide clear imagein bad weather condition.

Index Terms—restoration process, foggy, estimatfmocess, image enhancement ,automatic braking.

1. INTRODUCTION

The images of outdoor scenes are usually degragiéoebturbid medium (e.g., particles and water tats) in the atmosphere. Haze,
fog and smoke are such phenomena due to atmosesicption and scattering. Light from the atmospland light reflected from
an object are scattered by the water droplets|tieguhe visibility of the scene to be degradetietwo fundamental phenomena that
are consequence of scattering are ‘attenuation’‘ainiéght’. Fog removal is a difficult task becsel fog depends on the unknown
scene depth map information. Fog effect is the lresfudistance between camera and object. Hencevahof fog requires the
estimation of airlight map or depth map.

The current fog removal method can be divided intp categories:

(a) Image enhancement and

(b) Image restoration.

Image processing is a method to perform some dpagbn an image, in order to get an enhanced irmage extract some useful
information from it. It is a type of signal process in which input is an image and output may begdm or characteristics/features
associated with that image. Nowadays, image prowpss among rapidly growing technologies. It foremre research area within
engineering and computer science disciplines too.

Image processing basically includes the followimgee steps:

¢ Importing the image via image acquisition tools.
¢ Analysing and manipulating the image.
e Output in which result can be altered image or regphat is based on image analysis.

There are two types of methods used for image psicg namely, analogue and digital image procesginglogue image processing
can be used for the hard copies like printouts @matographs. Image analysts use various fundanseotahterpretation while using
these visual techniques. Digital image process#egriiques help in manipulation of the digital imaudy using computers. The three
general phases that all types of data have to godehile using digital technique are pre-processemhancement, and display,
information extraction. Improving the performandevehicle-detection in different weather conditidmscomes an important issue in
vehicle-detection system because in the case efWigather, the system would achieve good perfocmaut however when it comes
to bad weather like foggy environment and nightditton the performance of many systems are noteapgble. The proposed method
provides image enhancement and fog removal. Beaafusearceness of data that are available in tggyfamage, quality of image
lower. Hence it is very much essential to makeinege appropriate to human sight distinctive. Birate have to retain true color and
striking differences of foggy image and retain t¢inginal image to obtain a clear image. Due tolétok of illumination at night, light
will be from either other vehicles or from any ligiroviding sources. So the brightness of imagébeilindistinct and contrast will be
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literally less, most of the information are not gmvable by human eye. Images color will be theicof the light providing or light
causing devices. Image’s original color will be rajgresented. So it is very much necessary to eehthedmage’s characteristics to

make better the execution of vehicle detectiomriyposed system we make use of kalman filter fbicke detection. Block matching
algorithm is used for breaking images into finedkaccording to the type of image.

2. LITERATURE REVIEW

As Sensors are sensitive to weather conditiongovichmeras could be used to record the trafficrimftion at different weather
conditions. We have sophisticated algorithms tdyameathe traffic videos in real time and discouvefiormation of interest. Although
some sensors could be more accurate, they coubdbalsintrusive and need a higher maintenance ¥dstmay need to embed
weighing sensors in road to measure vehicle feandeclassify vehicle size. In video surveillangstems, it is very complicated to
extract more number of features from a video. & bhaen also inferred that more computations areinejto calculate background
model and to extract the key frames. In this papanpvel algorithm is implemented which counts atabsifies highway vehicles
using regression. The algorithm proposed in thigepastarts with preprocessing the Low Quality egl®y Removal of Noise using
Bi-lateral filtering, followed by color image baseBackground mask generation using Multi-layer Baokigd subtraction

technique[1]. A fast performing kernel is designddch then used to extract the Foreground maslguditture of Gaussians. Finally
Contour extraction and Cascaded Regression willtsethe foreground moving objects in the Low giyalideo.

A vehicle detection and counting system plays apoirrant role in an intelligent transportation swysteespecially for traffic
management. This paper proposes a video-based dnédinovehicle detection and counting system basedcomputer vision
technology. The proposed method uses backgrourtcastibn technique[2] to find foreground objectsainideo sequence. In order to
detect moving vehicles more accurately, several prder vision techniques, including thresholdinglehdilling and adaptive
morphology operations, are then applied. Finalghigle counting is done by using a virtual detattione. Experimental results show
that the accuracy of the proposed vehicle courgysgem is around 96%.

Intelligent transportation systems have receivéat af attention in the last decades. Vehicle diteds the key task in this area and
vehicle counting and classification are two impottapplications. In this study, the authors prodaseehicle detection method which
selects vehicles using an active basis model anflegethem according to their reflection symmetihen, they count and classify
them by extracting two features: vehicle lengthihia corresponding time-spatial image and the caticel computed from the grey-

level co-occurrence matrix of the vehicle imagehimtits bounding box. A random forest is trainedctassify vehicles into three

categories: small (e.g. car), medium (e.g. van) lange (e.g. bus and truck). The proposed methoelv#@uated using a dataset
including seven video streams which contain comrhighway challenges such as different lighting ctiads, various weather

conditions, camera vibration and image blurringBfperimental results show the good performanctefproposed method and its
efficiency for use in traffic monitoring systemsrihg the day (in the presence of shadows), nigttahseasons of the year.

Estimating the number of vehicles present in tcaffideo sequences is a common task in applicattuth as active traffic
management and automated route planning. Theré¢ sav®ral vehicle counting methods such as Parkdtering or Headlight
Detection, among others. Although Principal Comparfeursuit (PCP) is considered to be the staté@fart for video background
modeling, it has not been previously exploited this task. This is mainly because most of the edsPCP algorithms are batch
methods and have a high computational cost thaem#ilem unsuitable for real-time vehicle countinghis paper, we propose to use
a novel incremental PCP-based algorithm([4] to estiinthe number of vehicles present in top-viewfitrafideo sequences in real-
time. We test our method against several challendatasets, achieving results that compare favpraith state-of-the-art methods in
performance and speed: an average accuracy of 98% wounting vehicles passing through a virtualrd®©% when estimating the
total number of vehicles present in the scene,ugnib 26 fps in processing time.

Vehicle detection has been applied in many fiedgh as intelligent transportation, video survaitky, driving assistance system and
so on. In the case of fine weather, the state-®faifht vehicle-detection systems may achieve goatbmeance. However, the
performance has a substantial decline in bad wegthach as fog, night and so on. Therefore, impgpthe performance of vehicle-
detection systems in different weather conditioasdmes an important issue in vehicle-detectionesyi&]. In the fog or night, the
quality of the images is reduced. In this paper,prepose some algorithms of image defogging androahhancement in order to
improve the performance of vehicle detection. Témult of vehicle detection get much better afteagmprocessing in bad weathers.

3. METHODOLOGY
A. IMAGE ACQUISITION MODULE:
The program performs pre-processing of the image.
Step 1: Loading Image
Internal storage consists of number of images asahight, fog and normal images loaded from difiesources. Few of these images
from the internal storage are sent to the database.
Step 2: Extract RGB Component
Here the extraction of red, green, blue channetsailor image is been done.
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1. Obtain the Red color plane of the image andiaysihe red index of the image.
2. Obtain the Green color plane of the image asgldy the green index of the image.
3. Obtain the Blue color plane of the image angldisthe blue index of the image.

B. FEATURE EXTRACTION MODULE:

Features like mean and amount of white pixels énitihage is extracted which helps in classificatibimages.
The program performs feature extraction of the iengidentify if image is too foggy or less.

If the input image is colored, it should be conedrto grey scale to perform computation on thg goale image. The original version
of the operator labels the image pixels by thredihglthe 3 x 3 neighborhood of each pixel with teater value and summing the
thresholded values. For this module input is g@tesimage and output is features of the image.

+ BLOCK MATCHING ALGORITHM

Stepl: A block matching algorithm involves dividitige current frame of a video into macroblocks anchparing each of the
macroblocks with a corresponding block and its @elja neighbors in a nearby frame of the video (dwnas just the previous
one).

Step2: A vector is created that models the movemeatmacroblock from one location to another. Thisvement, calculated for
all the macroblocks comprising a frame, constittitesmotion estimated in a frame.

Step3: The search area for a good macroblock nigtcided by the ‘search parameter’, p, wherethbasiumber of pixels on all
four sides of the corresponding macro-block in pihevious frame. The search parameter is a measurotion. The larger the
value of p, larger is the potential motion and plossibility for finding a good match. A full searohall potential blocks however
is a computationally expensive task. Typical inpares a macroblock of size 16 pixels and a searh @frp = 7 pixels.

C. MACHINE LEARNING:
This module accepts the test image as input andhmstit to one of the classes present in the trgidataset, based on the feature
values extracted from the input image. It classiach row in test and returns the predicted &dass$ group. Test must have the same
number of columns as the data used to train thesifier in neural network, label sec indicates dheup to which each row of test is
assigned. Based on that the result is assigneelstovariable. For this module, input the test imagd trained dataset features and
output is category of input image.

D. DENOISING MODULE:
Input will be gray scale or color image. The pragnaerforms feature denoising of the image so amtwert foggy image into better
visibility. Output will be defogged image.

E. IMAGE ENHANCEMENT MODULE:
The image qualities of captured outdoor scenesisually degraded due to bad weather such as fag, saog, cloud and rain. Bad
weather reduces visibility and contrast of the sc&he program performs image enhancement for belésility. Input is gray scale
or color imageand output is enhanced image.

IMAGE ENHANCEMENT ALGORITHM

Algorithm 1 Adaptive Low-light Image Enhancement

Irapouaiz A low-lighd image T
gt : An enhanced image &
: Apply superpixel segmentation on §, calcalate g by Eq (1)

I

Z: Reverse the image £ to get the image [

3: Apply BM3D filter on @ in two scales to get 5P 1) and beosrs=( 7,
then combine them as Eq (3) o get the base Luver BT}

4: Apply frst order differential on 7 1o generate the noised detml] laver
dn{ i}

5: Using the structural filter o smooth do{ /) w generate the noise-free

detail layver of 2);

6: Adaptively combine the noise-free detail layer o 1) and the base laver
B{IT) 1o obin 7 according the parameter o by Eg (2):

7: Estimate the global atmosphere hight A using F

&: Calculate the enhancement parameter wix) for each pixel as Eqg (6):

9 Estimate the ransmission parameter f{x) as Eg (5

10 Upduste #{x) by using F{x)t(x):

11: Generate the dehazed image J by Eq (9) using ol

12: Generate the final cutput E by reverse image J.

13: return &:

We firstly utilize the superpixel method to splie low-light image | into patches. For each patehuse the following method to
determine the smoothing degree, assuming the twiadditive white Gaussian noise (AWGN). We uge to denote the standard
deviation and gpi to denote the local gradientsaacfuperpixel pi . Experimental observations shoat the gpi in the flat patch
increases greatly when AWGN is added into a cleage. Whereas, the gpi does not change a lot itegheral patch. On the other
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hand, for the normalized image in the range [0tHd,patch standard deviatiopi varies in an order of magnitude. So we consider
normalized ratiaxpi betweerspi and gpi to measure the patch noise-texture lesdollows,

Oy,
{ip, = B (1)

s

Based on the measurement of noise-texture levatagh patch, we can adaptively apply our denoisiggrithm. To facilitate
denoising and utilize the dark channel prior demgzlgorithm for contrast enhancement, we invegtitiput image | using R = 255-1.
Enlightened by the unsharp masking filter , wemkethe the denoised R as RO , and RO is obtaingldebyeighted combination of the
base layer and the denoised detail layer of R.

R =o -d(R)+ bR), (2}

where d(R) and b(R) denote the noise-free detgdrland the base layer of R respectively. For elpaith smallo, we add few details

to constrain the noise degree. While, for a patith largea, we add more details to the base layer. One gedhthique to get the base
layer of an image is to smooth it using the BM3[efi, which can effectively attenuate AWGN. Welimé the noise-texture level

coeffi- ciento as a weight in generating the base layer.

WR) = a-b'"(R)+ (1 —a)- b *(R), (3)

where b fine(R) and b coarse(R) respectively detioé smoothed result of the BM3D filter using aapaeter half smaller and twice
greater than the mean of the local standard dewiafii of the observed image |. To obtain the detaieta dO(R), we simply calculate
the first order differential of the inverted imaBe We find that the random noise tends to fuse teitture in the detail layer dO(R). So
it is necessary to choose an appropriate algortthismooth the detail layer, while retaining usdagiture we apply the structure
smooth to the detail layer dO(R) to obtain a smaotd texture preserved result d(R). Finally, waptidely add the smoothed detail
layer d(R) back to the base layer b(R) to get aexfiee and texture preserved image RO , as Equgjo

Since the noise-free image RO is similar to theyhazage, we utilize efficient haze removal methodenhance its contrast. The
algorithm is based on,

R=t-J+(1—t)-A (4)

where A is the global atmospheric light. J is theemsity of the original objects or scene withoakzy depravation. t describes the
percent of the light emitted from the objects aregethat reaches the camera. t is estimated using,

; R {y)
tfr)=1—w- min min .
[' : o {l:._q.f.l} L!.l-;—:li!l:ur!lrl' A=

IIE (3)

whereQ(x) is a local block centered at pixel x and thecklsize is 3 x 3 | o is a weight coefficient, which is 0.8 , to canitthe
enhance degree.

S i ]”_V-“-_‘ryr.q.b};ﬂ-"-'-—urnr | " 6)
where | is the intensity of the input low-light igm and c denotes the color channels. By applyiiegBquation (6), the weight
coefficientw is reduced when the pixel x is bright, and inceglawhen the pixel x is dark. This adaptive adjusiinwn efficiently
alleviate over-enhancement and under enhancemeantitlize the following process to estimate gloaahosphere light A. To avoid
the negative influence of random texture, we frsiboth the RO with a 5 x 5 average filter, thensefect the pixels whose minimum
intensities in all color (RGB) channels are the Righest of all the pixels in the image. Among thpsels, we choose the pixel whose
sum of RGB values is the highest. The RGB valuethisfselected pixel are used to represent the R&Bes of the atmosphere A.
Thus, according to Equation (4), we can recovedthg,

R4
-—4

o A 7

However, direct using of Equation (7) might leadutalerenhancement for dark areas. To further opéigiwe introduce a multiplier
P into Equation (7), and through extensive expemisieve find that P can be set as,

P=

{".’f. 0<t<05 =

1, 05<i<l'

then the recovery equation becomes,

F—A
J = T F + A {9)
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F. VEHICLE DETECTION MODULE:
The program performs vehicle detection . For thiglule, we input a video and image is detected gsuou

Image Database L 4

D .
= »| Load image from > Feature _
database extraction Labeliing

v v

feature Matrix

- MNight Image
Fogay Image
Normal Image —

* Classifier

CREATING SYSTEM

Block matching
. Algarithm

[ l Trained Classifier 1

ADMIN
Feature
Extraction
Y
Define Colaur
Enhancement
filter
Y
Classifier | Trained Classifier 2
Wehicle Detection
¥andy
Trained Trained classifier co-ordinate
classifer1 2 A
Kalman Filter »
Implementation -
' ACCUISITION » Tune of image » Image w | Enhanced
O —> Device g B H | Enhancemnet 71 Image

Figure 1: Architecture diagramvehicle detection

IJCRTOXFOO011 International Journal of Creative Resea rch Thoughts (IJCRT) www.ijcrt.org



EXPERIMENTAL RESULTS

The figure shown below gives the step by stepatperal output for our proposed system.

Defogging: The figure 2(a) and 2(b) demonstrates fog remasalg the defog function. the picture on the iefiaken on a foggy day

with the defog function off. the picture on thehigs the same scene taken with the defog funatimnboth pictures were captured

with a camera. the defog feature adjusts contcagty, and sharpness.

= _\'i';"!"' ﬂr’lW’ ? Il \|
ﬁJ ‘Sl \L

Pr%
y

Figure 2(a): defogged imagel Figure 2(b): defoggethge?2

Color Enhancement: The purpose of color enhancement is to get fitetails of an image and highlight the useful infation. During
the poor illumination condition the image appearkdaor with lower contrast such image needs teiiganced. Examples are shown

below in figure 3(a) and 3(b).

Figure 3(a): color enhancement imagel Figure 3(b): color enhaneatimage?

Vehicle Detection: The detection of moving objects regions of chaigghe same image sequence which captured atrefiffe
intervals,which also includes includes moving ottioro vehicle detection and segmentation approach.

Figure 4: Vehicle detection
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CONCLUSION

In the proposed system we choose algorithms faogigig the image, color enhancement prior to vehitgtection. The algorithm
used for defogging will make the image’s qualitytee Color enhancement algorithm allows to inceeaisibility nature of scene..
This makes the image more appropriate to humart.sigte proposed system can enhance the perfornaneshicle detection and
vehicle visibility in bad weathers.

FUTURE WORK

The system proposes a method which is able to thedbécle but in future scope the vehicle brakiiygtem could be employed so as
to provide a better ADAS ( advanced driver-assistasystem ) system which is capable of not onlgaletg the vehicle but also
providing braking assistance. The system can asategrated with hardware model such that athee model can be demonstrated
with the existing algorithm.
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Abstract: This study presents Tambr, a new software for tasing literature into audio using Topic Extractiand Sentiment

Analysis for the way in which their timbre relatesthe meaning and sentiment of the topics convayéke story. The durations,
intervals and pitches of the output audio are geedrusing sentiment analysis which correspondsetdiment of the text.

Natural language processing algorithms are usetbfidc extraction in the text. Sentiment analysisised to vary the intensity of
the audio. The sounds generated by the system eaye characteristics of ambiance music, as the esiphasas placed on

selecting musical timbres that match with the theofehe text.

Index Terms - Topic Extraction, Sentiment Analysis, Natural L anguage Processing, Text Summary, Tambr.

|. INTRODUCTION

Musical timbre is one of the most defining charesties of how a piece of music sounds. Timbre nete the character and
quality of a sound, as opposed to the pitch orhesd. A saxophone and an electric guitar, for el@ngould play the same
notes, but would still be distinguishable as défgrinstruments; that difference is in their timiBecause of the large number of
features that define the timbre of a sound, beifanacoustic musical instrument or a computeegead synthesizer, academic
discussion of timbre is often limited.

TransProse is an existing software that automatiggdnerates musical pieces from text. TransPrass known relations
between elements of music such as tempo and scaléhe emotions they evoke.

Further, it uses a novel mechanism to determinaesgmes of notes that capture the emotional actiwitgxt. Transpose focuses
on novels and generate music that captures thegehiarthe distribution of emotion words.

Although, TransProse has several advantages, #rereertain challenges that it faces such as gemgrsequences of notes,
given the infinite possibilities of pitch, duratioand order of the notes. Computational approathasalyzing timbre are still in
their early stages and are often limited. It alsoks intentional harmony and discord between thidies. It is unable to
evaluate the impact of textual features such atetigth of the novel and the style of writing oe tienerated music.

Tambr is a new software that we are proposingriordating literature into sound using multiple thgsized voices selected for
the way in which their timbre relates to the megramd sentiment of the topics conveyed in the stbryses sentiment analysis
to generate the pitches, durations, and intervialkeooutput audio in a way corresponding to thatisgent of the novel. It also
uses natural language processing algorithms t@aextine topics in the novel. It varies the intgnsit notes based on sentiment
analysis.It takes musical timbre into account whelecting voices.

There are several applications of the proposedvaodt which include helpin@eople with learning disabilities. Some people
have difficulty reading large amounts of text doedyslexia and other learning disabilities. Tratistptext into audio on the
basis of sentiment helps. Supporting people wha Hwracy difficulties. Some people have basiertity levels. By offering
them an option to hear the text instead of readjrtbey can get valuable information in a way tisatnore comfortable for them.
Aiding people who speak the language but do nat teaMany people who come to a new country lgarapeak and understand
the native language effectively, but may still halifficulty reading in a second language. This wHothem to take in the
information in a way they are more comfortable wittaking your content easier to comprehend anéhredasisting people who
multitask. A busy life often means that people a@d mave time to do all the reading they would Itkedo online. Having a
chance to listen to the content instead of readimfjows them to do something else at the same.titnbenefits people with
visual impairmentText to speech can be a very useful tool for the mi moderately visually impaired. Even for peopli¢h the
visual capability to read, the process can oftarsegoo much strain to be of any use or enjoyn\ith text to speech, people
with visual impairment can take in all manner ohtmt in comfort instead of strain. Guiding peopligh different learning
styles Some people are auditory learners, some are Visaalers, and some are kinesthetic learners — Imast best through
a combination of the three. This system helps metplread with better understanding of the proratiai of words. These are
some of the main applications of the proposed mysteis very helpful for millions of people in thieday-to-day lives. This
system is useful for children as well as adultserérare several other applications but only a favelbeen listed in this article.
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Figure 1: Proposed System Architecture

1.1 Text Summarization

Text summarization is the problem of creating arshaxcurate, and fluent summary of a lontext document. Automatic text
summarization methods are greatly needed to adéiressve-growing amount of text data available online tohbbetter helg
discover relevant information and to consume reieugormation faster. There is an enormous art of textual material, and it
is only growing every single day. Think of the imet, comprised of web pages, news articles, stgidates, blogs and much
more. The data is unstructured and the best thatawelo to navigate it is to use search ¢&im the results. There is a great ni
to reduce much of this text data to shorter, fodusemmaries that capture the salient details, bottwe can navigate itore
effectively as well as check whether the largerumoeents contain the information thaie are looking for. Automatic te:
summarization, or just text summarization, is thecpss of creating a short and coherent versi@lofiger document. Tre are
two main approaches to summarizing text documdriiey are extractive methods and absive methods. They are explain
further in detail.

1.1.1 Extractive Methods

Extractive text summarization involves the selactaf phrases and sentences from the source documenake up the ne
summary. Techniques involve ranking the relevarigehcases in order to choose only those most relevarttéanieaning of th
source.

1.1.2 Abstractive Methods

Abstractive text summarization involves generatargirely new phrases and sentences to capture daming of the sourc
document. This is a more chatiging approach but is also the approach ultimatsdd by humans. Classical methods opera
selecting and compressing content from the sourcardent

1.2 Sentiment Analysis

Natural language processing is only half the bakégh. Human communicati isn’t just words and their explicit meaning
Human communication is nuanced and complex. Youtelirbased on the way a friend asks you a questibether they’re
bored, angry, or curious. Sentiment is like a caraton of tone of voice, word choicend writing style all rolled into oneAs
shown in Fig.2,he input to natural language processing will bévgke stream of Unicode characters (typically |-8). Basic
processing will be required to convert this chaadtream into a sequence of lex items (words, phrases, and synta
markers) which can then be used to better undetrstencontent. The basics incluStructure extractic — identifying fields and
blocks of contenprocessing and understanding. Tokens can be woudshers, identiers or punctuation (depending on the
case). Lemmatization / Stemmimghich reduces word variations to simpler forms timay help increase the coverage of N
utilities. Lemmatization is strongly preferred temming if available. Search Technologhas lemmatization for English a
our partner, Basis Technologies, has lemmatiz&tor60 language. Decompoundindor some languages (typically Germar
Scandinavian, and Cyrillic languages), compounddsarill need to be split into smaller parts llow for accurate NLP. Entity
extractionfor identifying and extracting entities (peopleagés, companies, etc.) is a necessary step toifsindpwnstrearr
processing. There are several different metl regex extraction, dictionary extractiompneplex pattern-based extraction and
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statistical extraction. Phrase extraction whichrats sequences of tokens (phrases) that haveoagstneaning which is
independent of the words when treated separatdlgsd sequences should be treated as a single heit doing NLP. For
example, “Big Data” has a strong meaning whichndependent of the words “big” and “data” when usegarately. All
companies have these sorts of phrases which azentmon usage throughout the organization and aterltecated as a unit
rather than separately. Techniques to extract phraglude: part of speech tagging, statisticabphrextraction and hybrid.
Based on tagging, Identify and mark sentence, phieasd paragraph boundaries. These markers aregtanparhen doing entity
extraction and NLP since they serve as useful lsreathin which analysis occurkanguage identification will detect the human
language for the entire document and for each paphgor sentence. Language detectors are criiad¢termine what linguistic
algorithms and dictionaries to apply to the t&akenization in order to divide up character streanto tokens which can be
used further.

1.3 Decide on Macro versus Micro Under standing
Before you begin, you should decide what levelarftent understanding is required:

1.3.1 Macro Understanding provides a general understanding of the documenrd avhole. It is typically performed with
statistical techniques which are used for: clustgrcategorization, similarity, topic analysis, @alouds, and summarization.

1.3.2 Micro Understanding extracts understanding from individual phrasesatences. It is typically performed with NLP a
technigue which are used for: extracting factstiest(see above), entity relationships, actions, metadata fields.

1.4 Macro Under standing

Once you have decided to embark on your NLP prpjéstou need a more holistic understanding of deeument this is a
“macro understanding.” This is useful for: classify/ categorizing / organizing records, clustermegords, extracting topics,
general sentiment analysis, record similarity, udahg finding similarities between different typetrecords (for example, job
descriptions to résumés / CVs), keyword / key phrastraction, duplicate and near-duplicate detactsummarization / key
sentence extraction and semantic search.

T

*
Take input in the
form of text.

Check If the = Add the word to the
woord is high — | list of low weighted
weighted wwords

List all the words in
an array.

Analyvze the
sentiment.

Categorize the words
into active, passive
or neutral.

Generate the andio
related to the
sentiment.

( fa )

Figure 2: Flow Chart
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[I.ALGORITHM
1. Take the full CONTENT and split it into PARAGRAPHS.
2. Split each paragraph into SENTENCES.
3. Compare every sentence with every other. This iedwy Counting the number of common words and themmalize

this by dividing by average number of words peitasece
4. These intermediate scores/values are stored INBERSECTION matrix
5. Create the key-value dictionary

« Key: Sentence
* Value: Sum of intersection values with this sengenc

6. From every paragraph, extract the sentences wéthitshest score.
7. Sort the selected sentences in order of appeanatice original text to preserve content and megnin

[11. CONCLUSION

The software will transform each paragraph of #w providing a weight of how relevant each wordadsa given paragraph
based on the number of other paragraphs in whigppears. It generates a list of topics, where &guhb is a set of, at most, ten
terms that define the topic. It interprets the sempe of sentiment scores for each sentence agea sésignals generated by the
sentiment analysis module corresponding a sensialewith the plot structure that a reader can yerifthe text. This system
will generate audio that is related to the chartie ambiance of the text. It provides intentibharmony and discord between
the audio.
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Abstract : The role of social network is to enable individualg¢o simultaneously share information with their pegs. The communities meet in
person or share ideas and experiences over interndtnfortunately the social network is misused to gead malicious information which

adversely effects the society.This malicious inforation affects the sentiments of people and also theputation of social network. For

example during 2016 election, voting polls were fa¢ly predicted and spread all over social media buater due to false predictions it deeply
affected the sentiments of the political parties.rl this work, we are focusing on fastest growing s@ media profoundly known as twitter. To

overcome the impact of the malicious information, n our work we propose a technique which is modelleénalytically by considering

reputation of social network and user experience taccess, analyse and validate the information .Theoposed system will be validated with
respect to reliable tweets obtained which will prog that the impact of malicious information will bereduced by 24% compared to existing
system.

Keywords— Reliability, Reputation, Classification,User experience, Feature-Ranking, Twitter.

1. INTRODUCTION

Information reliability on Twitter has been a tdémg topic among researchers in the fields of matmputer and social sciences,

due to the recent evolution of this platform asal for information dissemination. Twitter enabtesransfer the information in a
cost-effective manner. It has now become the sonfrcews among variety of users around the globe.
The main characteristics feature of this platfosria deliver the content in a tailored manner whatlbws the users to obtain
news regarding their topics of choice. The develepinof various techniques to verify the informataitained from Twitter has
been a challenging task. In this paper, we proposdiability analysis system for assessing infdiomon Twitter to prevent the
rapid growth of fake or malicious information.

2. LITERATURE REVIEW

A new model for classifying social media users acabing to their behaviours.

M. Al-Qurishi et.I[1] has proposed new model for classifying social media users adogrtb their behaviotsFacebook and Twitter
are the most popular social media that are beiad as a means of social communication and sharmgghts, knowledge and even
news. Classifying huge information from these abgiedias using traditional data mining classifaatlgorithms is time consuming
task which needs huge processing and memory spheeauthors have proposed a new approach for fgliagsinformation in social

network that can give accurate result similar fopsut vector machine (SVM) with less processingetiamd consuming less memory
space compare to SVM.

A Multi-stage Credibility Analysis Model for Microb logs.

M. AlRubaian et.l[2] proposed a multistage crediibpianalysis model for microblogs Currently, mictofgs are well-known social
network, which are one of the most important sosiafenformation. In this paper, a multi-stagedibdity analysis framework is
proposed to prevent the proliferation of fake oticiaus information on twitter. They used Naive Bayclassifier and it is enhanced
by considering the relative importance of the usadiures to improve the classification.

A model for recalibrating credibility in different contexts and languages - A twitter case study.
A. A. AlMansour et.l[3] intended a model for redatting credibility in different contexts and larages. Due to the growing
dependence on the WWW User- Generated Content (@& @)primary source for information and news réfsearch on web
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credibility is becoming more important and morerdo threat. So this work proposes a general ntodedsess information
credibility on UGC different platforms, includingaitter.

A Novel Prevention Mechanism for Sybil Attack in Orine Social Network.

Majed AlRubaian et.l[4] suggested Sybil Defenselifégues in Online Social Networks which is a Suruegarding the problem of
malicious activities in online social networks, Buas Sybil attacks and use of fake identitiesthis paper, they provide a
comprehensive survey of literature from 2006 to&6f Sybil attacks in online social networks aheythave reviewed existing Sybil
attacks, in the context of online social networksen they have provided a new taxonomy of Syitéick defense.

Interactive interfaces for complex network analysisAn information credibility perspective.

J. Schaffer et.l[5]Interactive interfaces for complex network analysin information credibility perspective This syueveals about
the impact of visualization and interaction stréedor extracting quality information from compleetworks such as microblogs.
Interactive node-link graph and a novel approaeftlae two approaches, where content is separatedirractive lists based on data
properties. These two approaches are applied twowe the problem of extracting quality informatioom complex networks.

3. DESIGN OF RELIABLE SYSTEM FORFILTERING MALICIOUS CONTENT

A reliable system for filtering malicious informati on twitter incorporates four components whiclagsdepicted in the fig 3.1
and the incorporated components are: 1)Reputatfosooial network 2)User acceptance level 3)Featargking algorithm
4)Reliable classifier engine.

These components work in an algorithmic form toess, analyse and validate information and thimssed as input to decision
based threshold (Dth).If Dth > 80 the informatigréjected being malicious otherwise the informmat®accepted which are the
reliable tweets. These results are stored in dagabvaiich can be accessed for future use.

A RELIABLE SYSTEM FOR FILTERING ANALYSER
MALICIOUS INFORMATION: TWEET
COLLECTOR REPUTATION
OF SOCIAL
SOCIAL NETWORK
NETWOR —EEe3 USER ACCEPTANCE
LEVEL(PREDEFINED
SET OF WORDS)
FEATURE RANKING
ALGORITHM (TOPIC
AND VIEW)
<DTH
DECISION RELIABILE
CLASSIFIER
BASED ENGINE
THRESHOLD
(DTH)
>DTH

Figure 3.1: A Relialslestem for filtering malicious information on tvett
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The working of reliable system involves the follogiunits:-

Social Network- It's a dedicated website which enables individua communicate with each other by posting infation,
comments, images, messages etc.

For example:-twitter,facebook,whatsapp,instagram

Tweet Collector.- It is a component responsible to collect thentdweets from twitter using search and streansAPI

Analyser :- comprises of four components which are useutajon, feature ranking, reliable classifier as@énacceptance .These
components work in an algorithmic form to accesslyse and validate information collected from terit

Decision Based Threshold(Dth} The results of analyser are fed to decision th@senponent,where the threshold value is set to
80(which represents the total number of tweetsectdd from twitter). If Dth>80 the information ifsjected being malicious
otherwise when Dth<80 the information is accepted.

Database- The validated results are stored in a datatémeh can be accessed for future use.

4. ALGORITHM DESIGN AND IMPLEMENTATION
ANALYSIS OF USERRELIABILITY AND REPUTATION.

User reputation component verifies the reliabilifythe users and how far the information tweetedthmse reputed users is
trustworthy. Consequently, in this process we dateureputation score (R) and the steps for cdiogl® is as followed;

Algorithm:-

Step 1: procedure CalcUserReputation (User, Tweets)

Step 2: If Tweets is empty then return 0

If User is verified then return 1

Step 3: For each @ User , Calculate Users Activity Influence ancht8aent History
* UserActivity  IP(U)=Yueu, pert Ui/ [T|

Where | is initial activity, p is particular topigj is ith user, T is tweets.
* Userinfluence UI'=SP(u)+ I7(u)

Where SP is social popularity.

* UserSentimentHistoryA ;= Ty */ X Ty "+ 3| Tu |

Where T, * is positive tweet offluser, T, "is negative tweet ofiuser
Step 4: The reputation R is given by,

R= sentiment history (SH) * user influence (Ul)

Step 5: End process

PRIORITIZING FEATURES BASED ON RE-TWEET COUNT.

Feature ranking component returns the reliabilftyneets, i.e, it tells us how far a tweet can tusted based on re-tweet counts.
Higher the re-tweet count for a tweet more theipalar tweet can be trusted. Judgement matrix &ature ranking (FR)
consisting features (F) are given as follows

F(R) =

Algorithm

Step 1:Procedure FEATURERANK(FR)

Step 2:For each column C € FR

Step 3:Normalizing features is given by (S) whe®e<— Y e (F;) with respect to the row.
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Step 4:End for.

Step 5:for each feature&FR

Step 6:FRN«— normalizing FR by dividiegch entry on S
Step 7:calculate a list of all the ranked featuvigh respect to

1/
RC nTIijl fij 4

"Y1 [nﬂ:j=1fij ) v

Step 8:End for

Step 9:RF<— create a list of all the rantestures with respect to RC
Step 10:return RF

Step 11:end procedure.

CLASSIFICATION OF TWEETS.

The main aim of reliable classifier engine is tasslify positive, negative and neutral tweets andiehtes the negative tweets.
The classification is based on naive baye’s concept

P(A/IC) = P(CIA) P(A)
P(C)

Where,
A is feature or attribute of training data,

C is conditions applied on training data,

P(A/C) is probability of attribute based on diion.
P(C/A) is probability of condition based on dittite.
P(A) is probability of attribute.

P(C) is probability of condition.

The following function shows the classificatiof positive and negative tweets.

<p class="postweet">//for positive tweets

<%

out.print("@" + tweet.getUser().getScreenName()-+ *+ tweet.getText());
set--;

}

} else if (score <= -1) {

neg++;

if (set > 0) {

%>

</p>

<p class="negtweet">//for negative tweets

<%

out.print("@" + tweet.getUser().getScreenName()-+ *+ tweet.getText());
set--;

} else if ((score < 1) && (score > -1))
{

neu++;

if (set > 0) {

%>

</p>
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USER SEARCH HISTORY ANALYSIS.

In user search history analysis we determine thi tof interest of a particular user based on thespective search history. The
frequently searched topic in the user’'s searctohjiswill be the most reliable topic for the user thys we can obtain the set of
tweets which are more trustworthy from the usenpof view.

The following function is used to access user’diggnt history

<center><h4>Get User Sentiment Search History <ffekenter>

<div class="center btmspace-80">

<%

ConfigurationBuilder cf = new ConfigurationBuildir(

cf.setDebugEnabled(true)

.setOAuthConsumerKey("aV8lanFby7bTEMI2IXEEi")
.setOAuthConsumerSecret("3Di9QULBEzWt1PJUtCgvUnU 7wk 74cdxrNA7pfVeF1sTSSty")
.setOAuthAccessToken("759307560369303553-X1kMf7y8HEaMqQIQRMaR9fCuXgoyd")
.setOAuthAccessTokenSecret("awCfmbazBXRyk1ddMF7s8ATXKkR4cYc6T7QsAncpC2g");
TwitterFactory tf = new TwitterFactory(cf.build());

twitter4j. Twitter twitter = tf.getinstance();

java.util. List<Status> status = twitter.getHomeTiime(); %

5. RESULT'S DISCUSSION

We validate our system on different datasets oftfBwicontent, Our results show that the system hviniwolved a reputation-
based component , reliable classifier engine, aseeptance component and feature ranking algonittavides a significant and
accurate reliability assessment. The major outcamhesir proposed system is that on validating imfation with respect to error
rate the impact of malicious information will bedteed by 24% when compared to existing system.

We are assessing the recent tweets from twitteigustieam and search API.

The figure 5.1 illustrates the example of assegstia recent tweets from the twitter.

A Reliability Analysis S+ % e - X

&« C | © localhost:8084/A_Credibility_Analysis_System/getTweetjsp | @

Get Normal Tweet's from Twitter

There is nothing called 'cutting-edge

technology' or ‘advanced technology'.
timesofindia 992293324382863365 I OI Times of India Technology must suit the society it is...
https://t.co/539UBNYZhVV
4

Calcutta High Court refuses to interfere
in West Bengal Panchayat election
htTweets 992293290903977989 Hindustan Times schedule: PTI

16-year-old dies on way to Vaishno Devi

shrine, cardiac arrest suspected
htTweets 992293272516050945 Hindustan Times https:/ /t.co/RHypl4GiSq

https://t.co/xcLCk35bay

The job crisis is because of our

success in achieving what we call
timesofindia 992293073764810753 TOI Times of India development: @_YogendraYadav
Fig 5.1 : Example for extracting recent tweets frwviiter.

Here we rank the tweets based on retweet counhedighe retweet count more the trustworthy ofttheet.
In the fig 5.2, the topic NDTV has the highestwegt count of 6. Therefore it is more reliable wkempared to other tweets.
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A Reliability Analysis Sys' X (=] = X

€ C | @ localhost:80

Get Tweet's from Twitter

#Blog: Ravish Kumar on his photo with
earphones going viral

992292385584435202 ndtv NDTV 6

. Saugata Bhatacharya and are discusing
Digital disruption: Is India ready for im...
Times of India 4

992292451854442496 timesofindia I OI

"Sidaramaiah Suported Jihadi Elements":
Yogi Adityanath In Karnataka

992292273403527168 ndtv NDTV #NDTVNewsBeps 4

N

RT #Deadpol a Titanic, gets #CelineDion

to sing theme song. Watch
992292026958794753 htTweets Hindustan Times 3

Fig 5.2 : Features ranked based on re-tweet count.

Fig 5.3 gives the sample output of user reputatibere the reliability of user is verified basedreputation score. So here the
reliable user it with the highest reputation score of 795858.

A Reliability Analysis Sysi X (=] as o

& C | ® localhost:2 ser_repjsp >

Get User Reputation Tweet's

Calcuta High Court refuses to interfere
in West Bengal Panchayat election

99229329090397798% htTweets Hindustan Times schedule: PTI 7.95858
-year-old dies on way to Vaishno Devi
shrine, cardiac arest suspected

992293272516050945 htTweets Hindustan Times 7.95858
President Xi Jinping says Marxism stil

‘totaly corect’ for China
992292924237860870 htTweets Hindustan Times 7.95858

PC Jewelers wipes out $2. market cap

after founder gifted shares to family
992292762362900480 htTweets Hindustan Times 7.93858

Fig 5.3: Tweets based on user reputation score.

This component classifies the positive, negatiwe regutral tweets and eliminates the negative tweets
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SEARCH PEOPLE

tsnani

Fig 5.4: This snapshot illustrates searching oktwe

The result of the topic tsunami has 33.33% of pasiénd 33.33% of negative tweets as shown inith.b.

2 A Reliablity Analysis Syt X e - X

< C | ® localhost8084/A_Credibility_Analysis_System/search_resultjsp?key=tsunamiéiplace=India w i

User Search Sentiment History Result of tsunami

Sentiments of tweets for tsunami

@ Positive
Neutral
@ Negative

Fig 5.5: Classification of positive and negativeséis for the topic tsunami.
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In fig 5.6 we notice that the negative tweets dirairated for the tsunami

(8] A ey Anais st X 1| 6 - X

€ C ‘@ localhost:B084/A Credibility_Analysis_System/search_resultjspPkey=tsunamifiplace=India f{| H

User Search Sentiment History Result of tsunami

@RkR53194053 - @TimesNow Ha ha yes they're, coz he is overplayed, which is more dangerous threat to nation than
Tsunami or earthqu... https:/ /t.co/ EI2xfDILzt

@ParamjitGarewal - https:/ /t.co/zkKWqedNIj Cong Leaders Want Rahul Douse Lingayat Fire against Cong Party
{@mediacrooks Sidda Burns... https://t.co/PAtyaWuGIy

Sentiments of twegts for tsunami

 Positive

Your search based on tsunami has returned 2 results, out of which, 1 represent positive tweets, Lrepresent neutral tweets, A

Fig 5.6: Elimination of negative tweets foe ttopic tsunami
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Fig 5.7 gives idea about the user’s preferencesdas their search history. In this example thesus®st search topic is csk.

¢ C‘@Iota!host‘BUM’A_Oed\b\\iy_Ana1y5\s_S)'stem/user_eA._\sp ﬁ"@ H

Get User Sentiment Search History

ot e e
1

sanija karnataka india rch
7 sanija karnataka india ck
7 saniya karnataka india (0]
7 saniyja karnataka india ranya
7 sanija kamataka india soram
7 sanija karnataka india ]
/i sanija karnataka india bip
7 sanija karnataka india ok
7 sanija karnataka india ok
7 sanija karnataka india bip
7 sanija karnataka india ok
7 sanija karnataka india ok
7l sanija kamataka india ok
7 sanija karnataka india ok A

Fig 5.7: Uses®arch history.

Fig 5.8 gives the performance of reliable systenfif@ring malicious content which is in the forof a pie chart. This pie chart gives
the comparison of proposed system with the exisgtirgjem. Here we notice that the proposed systemissthe greater efficiency
compared to existing system.

Proposed Ststem 93.00%

Existing System 70.00%—
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Fig 5.8:Performance of reliable system for filhgrmalicious content

6. CONCLUSIONS AND FUTURE WORK

Conclusions:
Social networks like twitter, facebook etc play itahrole in exchanging information among peopléeTinformation exchanged

through these social networks maybe malicious &y have an adverse affect on the sentimentsaylp.

To overcome the dissemination of malicious infolioratwhich affects the sentiment of the people weppsed a reliable system
which includes four components integrate togetimelaork in an algorithmic form as a result of whiel can observe that the error
rate is reduced by 24%.

Future work:
The system can be improved and extended with fl@Mimg aspects in future:
0 The system which is getting implemented with fousjon components to reduce malicious informatiotést suited and
possibly the most essential design which could Heymened now.

o In future by the technology being changed or theee things invented everyday, there are expectatibat the malicious
information could be further reduced by more tha#2

0 Also in future our system can be programmed as @we to identify the inconsistent users who argueatly tweeting
malicious information.
0 The system can be implemented with different feztuone of them is elimination of negative tweeisrpt is being posted.
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Abstract : MRCP-RM: Big Data is the problem raised due todastprage of dataset and traditional data procgsBiata
processing from large set of data holds great ©aidges over time constraint ,in order to overcahi® constraint
Deadline(priority scheduling) is introduced in thésearch. The method for Resource Allocation actte&uling of Map
Reduce Jobs with Deadlines, which focuses on resoallocation and scheduling of MapReduce jobsmticg to
client’s requirements. Big data is the domain uedesource allocation and scheduling of joBarallel processing on
distributed data of commodity hardware in a rekalfhult-tolerant manneAn open stream of MapReduce jobs with SLA
(Service Level Agreement) on a distributed compugnvironment i.e. HDFS (Hadoop Distributed Filest®yn). Hadoop
distributed file system allows storing and effeetretrieval of data. Existing Hadoop schedulendbsupport completion
time guarantee and performance of completion o§ jizbless. Algorithm used is MRCP-RM (MapReduce $D@int
Programming based on resource allocation). MRCP+RMonly maps all the newly submitted jobs but alsmaps the
tasks of jobs that have previously been executédhénwe not started executing. Scheduler consisMREP-RM code in
which the data are sorted and shuffled and deadbmérol is achieved by setting job priorities ehaduling phase. The
goal of this project is to enhance the performancalability and throughput over deadline contrpllb% to 18%.

Index Terms—Resource allocation, constraint programmg and scheduling of jobs.

1. INTRODUCTION

Big Data is the term that refers not only to theyéavolumes of data but it is also concerned abimicomplexity of the data and the
speed at which it is getting generated. It is galhedescribed by using three characteristics, lyikaown as 3 V's:

« VOLUME
The size is one of the characteristics that ddfigedata. Big data consists of very large data s$étsvever, it should be noted that it is
not the only one parameter and for data to be densd as big data, other characteristics mustesavaluated.

« VELOCITY
The speed at which the data is being generated isnportant factor. For example, in every one sdctirousands of tweets are
tweeted on microblogging platform, Twitter. Everihié size of each individual tweet is 140 charagtdre speed at which it is getting
generated makes it an eligible data set that cawbsidered as big data.

*  VARIETY
Big data comprises data in all formats: structuretstructured or combination of both. Generallygahsists of data sets, so complex
that traditional data processing applications aresufficient to deal with them. All these charaisttics make it difficult for storing
and processing big data using traditional datagssiag application software's. Two papers publighe@oogle, build the genesis for
Hadoop. Hadoop is an open source frame-work useditributed storage and parallel processing an data sets. Two core
components of Hadoop are:

«  HADOOP DISTRIBUTED FILE SYSTEM (HDFS)
Used for distributed storage of data. The inpat il first split into blocks of equal size excep tast block which are then replicated
across Data Nodes. Currently, default block sizZE2&8 MB which was previously 64 MB and default feplion factor is 3. Block size
and replication factors are configurable parameters

« MAPREDUCE
For parallel processing on distributed data ontelusf commodity hardware in a reliable, fault-talet manner.
A MapReduce job usually splits the input data-s¢b independent chunks which are processed by tqe tasks in a completely
parallel manner. The framework sorts the outputh@fmaps, which are then input to the reduce tasks
There are plenty of resources available that desdhe detailed architecture of Hadoop and abowt ihevorks. Anyone who is not
aware about what Hadoop is at all and how it cdp manage big data is suggested to get a basiastadding of it before continuing
here since basic understanding of Hadoop is redjtireinderstand the concepts discussed in followéaagions.
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2. LITERATURE REVIEW

Deadline-based Workload Management for M apReduce Environments: Pieces of the Perfor mance Puzzle.

Author: Abhishek Verma, Ludmila Cherkasova, Vijay S. Kumar, Roy H. Campbell.

Design of new schedulers for Mapreduce environnterénhance the workload management for processiagrédiuce jobs with
deadlines. A policy for job ordering in the prodagsqueue. Allocation and de-allocation spare resgsiin the system among the
active jobs.

Engineering Resour ce M anagement Middleware for Optimizing the Performance of Clouds Processing M apReduce Jobs with
Deadlines

Norman Lim, Shikharesh Majumdar, & Peter Ashwood-Smith

Software packages to formulate and solve the maikhmg and scheduling problems. High resource atilin and adequate revenue.
Achieve high system performance.

A Constraint Programming-Based Resour ce M anagement Technique for Processing MapReduce Jobswith SLAson Clouds
Peter Ashwood-Smith Norman Lim and Shikharesh Majumdar.

Effective technique for resource management ondslidar jobs characterized by an end-to-end SLA a@simg an earliest start time,
execution time, and deadline.

Scheduling in M apReduce-like Systems for Fast Completion Time

Hyunseok Chang, Murali Kodialam, Ramana Rao Kompella, T. V. Lakshman, Myungjin Lee, Sarit Mukherjee

A linear program that minimizes the job complettomes to solve the problem. Achieve feasible schedwithin a small constant
factor of the optimal value of the objective fuiocti

MARLA: MapReduce for Heterogeneous Clusters

Zacharia Fadika 1, Elif Dede 2, Jessica Hartog 3, Madhusudhan Govindaraju

Efficient and swift processing of large scale daith a cluster of compute nodes. Performing wetlavdy in homogeneous settings,
but also when the cluster exhibits heterogeneongarties.

The performance gains exhibited by our approacmagApache Hadoop and MARIANE in data intensived anmpute intensive
applications.

HADOOP

3. SYSTEM ARCHITECTURE

Master Node

>

Submit jobs_| NameNode

Job Tracker

%& Slave Node 1 Slave Node m
\\ Data Task e Data Task
~— . Cloud /
Figurd:3.

HDFS(STORAGE):

HDFS is designed for storing very large files wstreaming data access and running on clustersnofinoality hardware.

A dataset is typically generated or copied fronrsewand then various analysis is performed ondhtg set over time.
MAPREDUCE(COMPUTATION):

Map —Reducing is a processing technique that alkmaability across hundreds or thousands of seiimest Hadoop clusters.
Map-Reduce algorithms contain two important taskg mnd reduce. The shuffle and sort process isndepé mainly on value of data
sets, At last we are scheduled and Map-Reducing job

JOB TRACKER:

This resides in master node and is responsibleadoepting job compliances from clients scheduliagktto run on nodes, and
providing executive functions such as condition task progress watching to the bunch.

TASK TRACKER:
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This accepts task from the JobTracker, initiateh® user program to execute these jobs locally rapdrts are sent to the JobT
immediately.

NAMENODE (MASTER NODE):

The name node is a master of all daemons and i®usap the block and store file in HDFS format.

SECONDARY NAME NODE:

Performs name node operation log check point. Asta backup for Name node

DATA NODE (SLAVE NODE):

The Data Node is used in creation, insertion anetida of data or files based on the order of naoae.

Data flow diagrams:

DFD-LO:

USER é HADOOP % OUTPUT

Tupat fles Results

Figure:3.2

DFD-L1:

|
USER —'ﬁ HDFS —'ﬁ Task Scheduler % Output

Load Data Input Files Results with

|
L _

scheduled jobs

MAP REDUCE

|
|
l JAR files
|

]

Figure:3.3

DFD-L2:

User ——— Login —— Upload data ——  HDFS
User-id() Starts Tnput files
Password() services

Map Reduce
JAR files ‘

Task
Scheduler

Setting the
priority

Scheduled
Result Task

Tnput files

Figure:3.4

Data Flow:

The data flow diagram shows the flow of data frema user to appliances. The user has to regisiey user id and password in order
to submit the query in the cloud server. The queitlybe processed using process user query evdr.HDFS redirects the query to
the task scheduler which resides in the Name Node.

The task will be scheduled and directed to the datie. The jobs are scheduled and submitted batdskoscheduler. The chunks of
data are merged and the results are producedtto use
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4. MODULE SETS

Broker Arnhitemurl

Master

Login's

| User |

Scheduling

Prioritized
Jobs

Output |

Figure:4.1

Admin/User: User logs into system using user-id pagdsword. Authorization is needed to identify tiser. Only authenticated users
can access the system. Admin/User has to stataalbop services.

HDFS: It is used to store files in distributed man Namenode has meta data where as Datanodeewilaving actual data. All the
input files are stored from local to hdfs usingntoands. Files are stored inform of chunks, defsiakt is 64MB and can vary upto
1024MB. Replication Factor is 3. Parallel procegssdone, to extract data from HDFS.

Map Reduce: It produces key; value pairs. It csiedf 3 classes Mapper, Reducer and Driver clx$ger class is a main class used
during compilation. It provides key and value pdasgiven input files and also removes duplicatiéfi programs are compiled here
using JAR files, Driver class name, Input file addtput directory.

Scheduling: Each JAR file generates unique jobPdorities to each job-id is assigned accordingclient’s/user requirement. It
prioritizes each jobs and executes it as earlyoasiple by increasing scalability and throughput.

5. IMPLEMENTATION

STEP: 1
e User login’s to system.
e Opens terminal and starts all hadoop services uUstag-all.sh” command.
- 3times password should be entered to start abehéces.
* Using “jps” command, we can check all the hadoognaians running and also to check the activitiedldha nodes.

4% Applications Places System @ & [@ MonMay 7, 3:17AM root  gjo EE
& tags.csv (~/Desktop/mov) - gedit -8 %
File Edit View Search Documents Help

| Bopen v save &y B 4 &

[ tags.csv x|

luserId, timestamp,movield, tag
18,1240597180,4141,Mark Waters
65,1368150078,208,dark hero
65,1368150079,353,dark hero
65,1368149983,521,noir thriller
65,1368150078,592,dark hero
65,1368149876,668, bollywood
65,1368150160,898, screwball comedy
65,1368149983,1248,noir thriller
65,1368150055, 1391, mars
65,1368150217,1617,neo-noir
65,1368149925,1694, jesus
65,1368149983, 1783, noir thriller
65,1368149925,2022, jesus
65,1368151314,2193,dragon [
65,1368151266,2353, conspiracy theory J
65,1368156055,2662,mars
65,1368149983,2726,noir thriller
65,1368149925,2840, jesus
65,1368149926, 3052, jesus

65, 1368149876, 5135, bol 1ywood
65,1368149949, 6539, treasure
65,1368150079,6874,dark hero
65,1368149983,7013,noir thriller
65,1368149925,7318, jesus
65,1368150012,8529, stranded
65,1368151266,8622, conspiracy theory
65,1305008715,27803,0scar (Best Foreign Language Film)
65,1304957153, 27866, New Zealand
65,1304958354, 48082, surreal
65,1304958359, 48082, unusual
65,1368149876,51884, bo11ywood
65,1304957612, 58652, cute . =

PlainText v Tab Width: 8 Ln1,Col1 INS
5 Troot@ocainos... | @ [Hadoop job_2... || [ [PAIL (& mov s =

T

Figure:5.1
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STEP: 2

Hadoop uses HDFS to store files in form of chunks.

Create a directory under root, where all the irgatt is to be stored.

Using “cd” change the directory, where input datatored.

Using “hadoop fs —put filename.extension /(enteymmand, load all the required input data filesrfrtocal to hadoop
(HDFS).

Open browser and tygstp://localhost:50070

Click on Browse File Systeno see whether the files are load into hadoop(HDFS

STEP: 3

PwONPE

In this, we have totally 4 programs i.e.

Map Reduce.

Partitioner.

Frequency.

Distinct.

Create jar files of these programs using Eclipse.

In terminal, using “hadoop jar /root/name_of jarghaiver class_name / input_file /output_directoty’ execute the input
files using jar files.

For each program single job-id will be created.

Change the configuration of fair scheduler and mapml files in filesystem/usr/local/Hadoop/conider.
Reboot the system once configuration are changed.

Run the jar files once again

Using “hadoop job —list” command check currentlpming jobs.

Once the job-id is created.

Set priority to jobs using “hadoop job —set-prigtit

Valid values for priority are : VERY_HIGH, HIGH, NRMAL, LOW, VERY_LOW.

Syntax is “hadoop job —set-priority values job-id".

4% Applications Places System @ &% [7 MonMay 7, 3:05AM root  gjo EE
root@localhost; root@localhost:~ - nx
File Edit View Search Terminal Help File Edit View Search Terminal Help

[root@localhost ~]# hadoop job -list [root@localhost ~]# hadoop jar /root/dl.jar Distinct /tags.csv /d3 =]
Warning: SHADOOP_HOME is deprecated. Warning: SHADOOP_HOME is deprecated.

6 jobs currently running 18/05/07 03:03:06 INFO input.FileInputFormat: Total input paths to process : 1
JobId State StartTime UserName 18/05/07 ©3:03:06 INFO util.NativeCodelLoader: Loaded the native-hadoop library
[root@localhost ~]# hadoop job -list 18/05/07 03:03:06 WARN snappy.LoadSnappy: Snappy native library not loaded
|Warning: $HADOOP_HOME is deprecated. 18/05/07 03:03:09 INFO mapred.JobClient: Running job: job_ 201805070300 0061

18/05/07 ©3:03:10 INFO mapred.JobClient: map €% reduce ©%
1 jobs currently running 18/05/07 03:03:45 INFO mapred.JobClient: map 7% reduce 0%
JobId State StartTime UserName 18/05/07 ©3:03:48 INFO mapred.JobClient: map 100% reduce 6% H

job_ 201805070300 6001 4 1525687388746 18/05/07 03:04:08 INFO mapred.JobClient: map 100% reduce 73%

[root@locathost ~]# [] 18/05/07 03:04:12 INFO mapred.JobClient: map 100% reduce 100%

18/05/07 ©3:04:21 INFO mapred.JobClient: Job complete: job 201805670300 0601
18/65/07 ©3:04:21 INFO mapred.JobClient: Counters: 29

18/05/07 ©3:04:21 INFO mapred.JobClient: Job Counters

18/05/07 ©3:04:21 INFO mapred.JobClient: Launched reduce tasks=1

18/05/07 03:04:2L INFO mapred.JobClient:  SLOTS MILLIS MAPS=39117

18/05/07 ©3:04:21 INFO mapred.JobClient: Total time spent by all reduces wai|
ting after reserving slots (ms)=0

3] root@localhost:~

File Edit View Search Terminal Help

root@localhost ~]# hadoop -set-priority job 201805070300 0001
lWarning: SHADOOP HOME is deprecated.

Unrecognized option: -set-priority k

Error: Could not create the Java Virtual Machine.

Error: A fatal exception has occurred. Program will exi

5]
root@localhost ~]# hadoop -set-priority job_ 201805070300 0001 HIGH
Warning: SHADOOP HOME is deprecated.

Unrecognized option: -set-priorit

Error: A fatal exception has occurred. Program will exit.
[root@localhost ~1# hadoop job -set-priority job 201805070300 0001 HIGH
Warning: SHADOOP HOME is deprecated.

Changed job priority.
@loc:

[ @ root@localhost:~ [ [root@localhost:~]

Figure:5.2

STEP: 4

Open browser and tyg#tp://localhost:50030
Click on completed jobs to view the output.
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4% Applications Places System @ &% [7 MonMay 7, 3:10AM root  do &
] localhost Hadoop Map/Reduce Administration - Mozilla Firefox -
HDFS:/ x | localhost Hadoop Map/R... x | &=
€ ) (0 | localhost:50030/jobtracker.jsp# retired_jobs ¢ |[Q search w8 + A =
none Quick Links (%]
Scheduling Info
Running Jobs
Completed Jobs Betired jobs
Local Logs
o Reduce
Jobid Started | Priority |User | Name ya" /I"t .I'f':"l z‘a"sl e |2 .':e("‘:‘e 5““
omplete | Total | Completed | o iot o | Total om|
m; i Distinct
i 203+ Values  1100.00% 100.00%
job_201805070300_0001 gggz 08 |HIGH  |root fiixample 1 1 1 1
2018
. Distinct H
job_201805070300_0002 | 03:06:22 | NORMAL | root \E’:’B”nﬁ;e 100.00% |1 1 100.00% |1 1y
PDT S —_— |
2018 x
m‘;; - Distinct <
i 06 Values  1100.00% 100.00%
job_201805070300_0003 gggs 56 LOW  [root §xample 6 |1 1 6 |1 1
2018
Retired Jobs I
none ‘ [v]

[ m I D
|8 root@localhost:~ | & [root@localhos... | @ root@localhost:~ | @ root@localhost:~ | @ localhost Hado... | [ 1 |

A Appications Paces System (@ 4 [ satMay 5 1247an o

Hadoop job 201805042233 0003 on locathost - Motilla Firefox
HOFSARSLOPATE00000 % jocalfust Hadoop MapR... x| Hadoop job 2018050422, % | &

€ | i localhost .

Hadoop job_201805042235 0003 on localhost

tTe @+ =

User: ront

Job Name: Distinct Values Example 1

Job File: bfs /focalhost:8000 If 0ot stagingfeb 201805042235 0003/00.xm|
Submit Host: localhost locakiomaln

Subrmit Host Address: 127.0.0.1

Job-ACLs: All users are aliowed

Job Setup: Successtul

Status: Succeeded

Started ab: il May 04 73:56:41 PDT 2018

Finished at: i May 04 23:58:57 POT 2018

Finished In: Zmins, 1550c

Job Cleanup: Successiul i

‘ Kind % Complete |Num Tasks Pending | Running Complete |Kitled gﬂwmi

[0 0 1 o ore

[ 0 1 o i
| T Counter [ map \“lem;ce Total
| SIOTS MILLIS, MAPS ! ol TR 1] i |
W loct@iecainos.. | & [lava- disrcDi. | @ Hadoopjob 20, [roat] [fair-scheduter,.. | [ roatiocaost... | [ root@docalhest... | ) rootiocalhost. [ B

Figuet

6. EXPERIMENTAL RESULTS

In this research there are three jobs given astilggs i.e., tags.csv,movies.csv,ratings.csv. THdseconsist details like movie
id,timestamp,ratings,year,type of movies .

The final browser screen would appear with colurassJOBID,STARTED,PRIORITY,USER,NANE,MAP AND COMPLED
REDUCE TOTAL,REDUCE COMPLETE. The job id is unigfae every job. This id will display the startingdending time of the
job.The priorities are like HIGH,VERY HIGH,NORMALQW,and VERY LOW.

The priority is set during scheduling.

SCALABILITY:

Scalability
150

100

—— oW

wu
o

Time(sec)

=l—High

Jobs

Figure:6.1
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Existing system takes more time to complete 5 jmrsause of low priority, whereas in proposed systaakes less time to complete
5 jobs because we are setting priority to high.sTive are able to complete more number of jobs cosdp@ existing one. With extra
15% to 18% efficiency than existing one.

THROUGHPUT:

Throughput

"
5]
(=]

Time(sec)
-
5§ 8 8 8

=1
o

o

Figur26
It takes less time to complete jobs. Thus we canptete extra 15% to 18% of the jobs early comp#weskisting system.

7. CONCLUSION AND FUTURE WORK

The goal of this research is devising effective anataking and scheduling techniques for efficieitgcessing an open stream of
MapReduce jobs with SLAs on a distributed compugngironment with m resources, such as a privatstet or a set of resources
acquired a priori from a public cloud. A key resdaobjective is to achieve high system performamicite ensuring matchmaking and
scheduling overhead is low. A constraint prograngriased resource management technique called MRCER& can efficiently
perform matchmaking and scheduling of an open streMapReduce jobs with SLAs .A constraint prognaimg based resource
management technique called MRCP-RMD that caniefftty perform matchmaking and scheduling of anrogteeam of MapReduce
jobs has been implementekhe implementation was successful with effectivienttization of jobs; hence one can infer that haglds
apt when it comes to resource allocation and manege

Demonstration of effectiveness as reflected ingh#ity to achieve high system performance whileuming a small overhead was
possible

Following achievements were made:

1Throughput control.

2) Improved Scalability.

3) Effective usage of resources.

All the factors mentioned above leads to custonatisfaction and also helps cut costs for the compayn effective resource
management.
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ABSTRACT

Leading cause of human death in most of country is roadway crashes. Supplemental restraint
system playing vital role in preventing and protecting the passengers and drivers in case of
accidents thereby providing chance of last line of defence against serious injuries. So there is
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ABSTRACT
Quantum spot Cell Automata (QCA) based reversible method of reasoning is the foundations of %

creating nanotechnological figuring structures. It ensures enormously low power usage with
high thickness and working repeat. Programmable reversible method of reasoning is ascending
as an approaching basis arrangement style for execution in present day nanotechnology and Citations

quantum preparing with unimportant impact on circuit warm period. Late advances in Citation Indexes: 4
reversible method of reasoning using and quantum PC figuring mull over improved PC building Captures

and math basis unit designs. This work focuses on plan of a powerful reversible ALU Readers: 1
(Arithmetic Logic Unit) and its affirmation in QCA. We have considered existing 3 x 3 M-R Gate see details
as the essential building block, a 4*4 reversible method of reasoning entryways (M-R Gate with
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Abstract

Images obtained from underwater are usually degraded due to the environmental conditions. Some of the typical degradation factors include turbidity
and color degradation. These degradations can be attributed to the absorptive and scattering properties of underwater degradation in terms of optical
parameters, such as modulation transfer function (MTF), optical transfer function (OTF),point spread function (PSF), and color constancy. In this paper, we
use the CODE V optical simulation software to mimic underwater conditions and model the imaging platform, thereby studying various parameters, such
as PSF and MTF, and we use the PSF to remove the underwater turbidity. Experimental results show increased performance with the algorithm,

compared to other existing methods.
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Abstract:

Images attained from underwater are typically corrupted by features such as poor
perceptibility, bright object, color reduced, blurred and noise. Rebuilding of appearance
after its distorted and blaring complement remains a challenging problem. The ill-posed
nature of the problematic means on no account of specific solution so any solution is an
estimated of the actual solution and this often leads to inconsistency in the form of
degradation as complete smoothing of the reconstructed image. The sparse dominion
systems provide unusual solutions to this inverse problem by giving the ll-norm sparsity
prior to eliminate underwater image degradations. In this paper, we present adaptive
regularization to confine the image patches residence on the inherent smoothing and
include the image nonlocal self-similarity into sparse dominion to recover the exactness
to reconstruct the expected image. The tentative consequences by means of the
proposed technique contribute enhanced performance than former state-of-the-art
techniques.
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I. Introduction

Images are the key causes of information. Catching an image accurately
as it seems in the actual world remains very challenging and
unbearable. The excellence, however, of underwater imageries stays
still poorer than that report in the airborne meanwhile restrictions
enforced by physical possessions [1] of the water medium. In case of
taking photographs or imaging schemes these are formed by distorting
act began due to unsuitable converging of camera lens and huge
quantity of separable elements in water, noise, the discrepancy in the
illumination of image, poor perceptibility due to light reduction, bluish
presence etc. To progress the excellence of the underwater image we
go for image restoration or image de-blurring or image deconvolution to
assessment or improve an original imageries from a distorted or
degraded appearance. Undertaking this usually entails constructing
scientific representations of the degradation and using several signal
processing systems. We propose an effective and active means termed
image restoration whose ultimate objective is to develop the accurate
picture from the retrieval of a deteriorated image and the actual target
from the inversion of attained evidence to evaluate the novel imageries
commencing the distortions or degradations. To contract through
underwater imageries, former we entail towards learning the physical
properties of water as intermediate which mostly reasons the distortion
possessions normally existent in typical imageries like air. The
perceptibility of undery owing to bright
reduction by way of consei@ileiice SinioksReading qlantity of specific
elements in underwater normally that is imperceptible to unprotected
eye by means of floating elements roots the muddiness or dimness
named as Turbidity to outcomes in distorting or mixed with noise,
causing in decreased image eminent structures. The distortion in
underwater imageries similarly happens owing to defocusing and
inappropriate principal point. The perceptibility range can be enlarged
with non-natural lighting incline to illumine the act popularly not same,
creating a luminous spot in the midpoint of appearance by way of unwell
illumined part adjoining it. In underwater, for instance the quantity of light
diminishes while we drive shallower and shallower the color lessens
which rest continuously their wavelengths and only blue hue journeys
extended submerged owing towards little wavelength and this creates
the underwater imageries intensely controlled through blue hue. The key
problems arise in submerged imageries are muddling, blaring, reduced
perceptibility, little divergence, hue lessened. However we stay typically
on distortion and blaring imageries. Underwater images are intensely
degraded by causes which reasons blur and noisy in images are optical
properties in water medium, turbidity (haziness or cloudiness)
defocusing (out of focus) and these are united into unique function
called Point Spread Function (PSF). The problem statement is specified
through

y=Hz+n (1)
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conducted in Agricul tural and Horticultural Research Station, Ponnampet, University of Agricultural
and Horticultural Sciences, Shivamogga. The traits panicles per square metre and yield kg/ha had
higher GCV and PCV as well as high genetic variability and phenotypic variability. Yield kg/ha had
high heritability coupled with GCV and PCV.
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The present investigation entitled Genetic Variability for Quantitative and Qualitative traits of Radish
which was carried out during 2019-2020 at the Horticultural Research Farm, of Department of
Horticulture, AKS University, Sherganj, Satna (M.P.). Seeds were sown directly in the field on of 15 t...
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—Eighty five guar (Cymopsis tetragonoloba L.) genotypes were collected from NBPGR, RRS, Jodhpur,
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Abstract and figures

Exploring the ocean underneath has always been an area of great scientific and environmental
concern. However, the study of underwater environment was very difficult due to the extreme
conditions. Undersea descriptions undergo severe distortion attributed to absorptive as well as
scattering properties. Absorption substantially removes illumination, whereas a ray of light redirected
in several path when it interacts by substance. Because of these, undersea descriptions encompass
blur as well as color loss. In this paper we suggested an effective technique namely, a turbidity
removal method for deblurring the image. If the deblurred image has a lighting problem, we make use
of a color-correction method to find the clear image. Our substantial qualitative and quantitative
assessment expose that the proposed algorithm progress the excellence as well as lessen color
distortion loyally, also improves the state-of-the-art undersea technique. © 2018 Advances in
Science, Technology and Engineering Systems. All rights reserved.
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for restoration of undersea blurred imagery. to compensate light conditic

*A_ Chrispin Jiji, 8951627124 & chrispinij@gmail com for restoration as well as ¢

https://dx.do1.org/10.25046/a;030610

About us - News - Careers - Help Center - Advertising - Recruiting | Terms - Privacy - Copyright - Imprint | | @§ App Store ©2008-2021 Resear

ONOR®

https://www.researchgate.net/publication/328992523_A_Novel_Technique_for_Enhancing_Color_of_Undersea_Deblurred_Imagery 4/4


https://www.researchgate.net/about
https://www.researchgate.net/blog/category/company-news
https://www.researchgate.net/careers
https://www.researchgate.net/deref/https%3A%2F%2Fexplore.researchgate.net%2F%3Futm_source%3Dresearchgate%26utm_medium%3Dcommunity-loggedin%26utm_campaign%3Dfooter?forcePage=false
https://www.researchgate.net/marketing-solutions?utm_source=researchgate&utm_medium=community-loggedin&utm_campaign=footer
https://www.researchgate.net/scientific-recruitment?utm_source=researchgate&utm_medium=community-loggedin&utm_campaign=footer
https://www.researchgate.net/terms-of-service
https://www.researchgate.net/privacy-policy
https://www.researchgate.net/ip-policy
https://www.researchgate.net/imprint
https://www.researchgate.net/go.GetApp.html?interested=true&originCh=footerDefault&_sg=UxjWyTe-bW3TBvEzZS9kVvog4jxN5AjGDKIY8SAEqWriPlllYaOe1FKR2InKSVoIhZ5vpnDWRECqjv-j8FLyWnxQ
https://www.researchgate.net/deref/http%3A%2F%2Fwww.astesj.com%2F

9/22/21, 2:26 PM

Home

More v

Article

Full-text available

(4) (PDF) An Underwater Image Enhancement via Wavelet domain Gradient Guided Filter

=@

An Underwater Image Enhancement via Wavelet domain Gradient Guided Filter

December 2018 - International Journal of Engineering & Technology 7(4.38):944
DOI: 10.14419/ijet.v7i4.38.27614

€ Chrispin Jiji - Nagaraj Ramrao

Research Interest (i)

Citations
Recommendations
Reads
See details
Share
Overview Stats

Abstract and figures

v More

Comments

Citations

References (22)

[

Onew O

(new) 9

Pictures confined in underneath are often yield limited visibility and low dissimilarity due to haze in
undersea. Existing approaches enhance pictures but frequently undergo noise issue; this paper
presents a hybrid method for solving mage enhancing difficulty in frequency domain. Firstly, we
propose locally adaptive Non locally robust regularization to deblur the image. The deblurred image

has small gray-level rate in any color channel. Secondly we used an open dim channel scheme to

increase visibility in low-intensity rate. Thirdly, gradient guided filter to enhance the details. Later, we

use the soft-thresholding process to decrease noise in high-intensity rate to advance texture

information. Finally, image is well enhanced via wavelet domain gradient guided filter. The projected

technique intends to raise perceptual visibility, keep extra texture information as well lower noise

effect. The performance evaluations prove that projected scheme give up better results by existing
methods.
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Light scattering and color change are two major sources of distortion for underwater photography.
Light scattering is caused by light incident on objects reflected and deflected multiple times by
particles present in the water before reaching the camera. This in turn lowers the visibility and...
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ABSTRACT

The experiment was composed of 25advanced rice
genotypes with three replications in RCBD conducted in
Agricultural and Horticultural Research Station,
Ponnampet, University of Agricultural and Horticultural
Sciences, Shivamogga. The traits panicles per square
metre and yield kg/ha had higher GCV and PCYV as well as
high genetic variability and phenotypic variability. Yield
kg/ha had high heritability coupled with GCV and PCV.
Keywords Heritability, Rice, Variability,

Rice (Oryza sativa L.) is regarded as one of the major
cereal cropswith high agronomic and nutritional importance.
It is a major sourceof human food for more than half of the
world’s population [1].Rice is a self-pollinated cereal crop
belonging to the familyGramineae (Synomym-Poaceae)
under the order Cyperales and classMonocotyledon having
chromosome number 2n=24 [1]. The genusOryza includes
a total of 25 recognized species out of which 23 are
wildspecies and two, Oryzasativa and Oryzaglaberrima
are cultivated [2].It can survive as a perennial crop and can
produce a ratoon crop forup to 30 years but cultivated as
annual crop and grown in tropical andtemperate countries
over a wide range of soil and climatic condition. Rice and
agriculture are still fundamental to the economic
development of most of the Asian countries. Riceplays a
central role in politics, society and culture, directly or
indirectlyemploys more people than any other sector.
Farmers need to achieve goodyields without harming the
environment so that they can make agood living while
providing the rice-eating people with a high-
quality,affordable staple. Underpinning this, a strong rice
research sector canhelp to reduce costs, improve
production and ensure environmentalsustainability. Indeed,
rice research has been a key to productivity andlivelihood.

Yield enhancement is the major breeding objective in
rice breedingprogrammes and knowledge on the nature and
magnitude of the geneticvariation governing the
inheritance of quantitative characters like yieldand its
components is essential for effective genetic improvement.
Acritical analysis of the genetic variability parameters,
namely, GenotypicCoefficient of Variability (GCV),
Phenotypic Coefficient of Variability(PCV), heritability and
genetic advance for different traits of economicimportance
is a major pre-requisite for any plant breeder to work
withcrop improvement programs. The present investigation
was undertakenin this context to elucidate information on
variability, heritability,genetic advance, character
associations and path of effect in promisingrice genotypes.
A good knowledge of genetic resources might also helpin

identifying desirable genotypes for future hybridization
program.

MATERIAL AND METHODS

The experiment was carried out during kharif, 2012 at
Agricultural and Horticultural Research station, Ponnampet
under University of Agricultural and Horticultural Sciences,
Shivamogga, Karnataka. The material comprised of 25
advanced rice genotypes(Table 1) sown in a Randomized
Complete Block Design with three replications with spacing
of 20 x 15 cm. Data were recorded on five randomly selected
plants in each entry in each replications for the traits days
to 50% flowering, Plant height (cm), Productive tillers/m?
and Yield kg/ha. The data subjected to INDOSTAT software
to estimate Genetic coefficient of variation (%), phenotypic
coefficient of variation (%), Heritability (%) (Broad sense),
Genetic Advance and Genetic Advance as percent of mean.
The estimates for variability treated as per the categorization
proposed by Siva Subramanian and Madhavamenon
[4],heritability and genetic advance as percent of mean
estimates according to criteria proposed by Johnson et
al [2].

RESULTS AND DISCUSSION

In the present experiment, analysis of variance
revealed the existence of significant differences among
genotypes for all traits studied. The mean, variability
estimates i.e., Genetic coefficient of variation (%),
phenotypic coefficient of variation (%), Heritability (%)
(Broad sense), Genetic Advance as percent of mean are
presented in Table 2. All traits under studied have higher
phenotypic coefficient of variation than genotypic
coefficient of variation. The magnitude ofphenotypic
coefficient of variation and genotypic coefficient of variation
was moderate to highfor the traits panicles per square metre
and yield [3, 5]. The high PCV observed for yield per hectare
[5]- The high GCV obtained for number of panicles per square
metre indicating the improvement is possible through
selection. Genotypic coefficient of variation measures the
extent of genetic variability percent for a trait but does not
assess the amount of genetic variation which is heritable.
Heritability estimates were high for all the characters. The
heritability estimates along with genetic advance can be
useful to predict effect of selection in selection programmes.
The traits like days to fifty percent flowering, yieldkg/ha
[7] and Plant height (cm) exhibited higher magnitude of
genetic advance as percent of mean. The traits plant height
(cm), days to fifty percent flowering, panicles per square
metre and yield kg/ha have high heritability along with
genetic advance as percent of mean indicate that these
characters attributable to additive gene effects which are
fixable revealing that improvement in these characters would
be possible through direct selection.
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Table1. List of advanced rice genotypes used in Experiment.

Serial number Genotypes Serial number Genotypes
1 IET 22164 14 IET 22486
2 IET 22155 15 IET 22489
3 IET 22199 16 Samba Mahsuri
4 Tunga 17 Swarna
5 IET 22461 18 IET 22862
6 IET 22462 19 IET 22260
7 IET 22223 20 IET 22264
8 IET 22439 21 IET 22458
9 IET 22477 22 IET 22859
10 IET 22490 23 CRHR-32
11 IET 22488 24 IET 23486
12 IET 22493 25 BPT 5204
13 IET 22449

Table 2. Variability, Heritability and Genetic Advance for quantitative traits in rice.

Character Mean Range Genetic Phenotypic Heritability Genetic Genetic advance
coefficient of coefficient of (%) advance (%) as percent mean
variation variation (%)

(%)

Days to fifty

percent 115 91-140 10.90 11.04 0.98 25.88 22.46

flowering

Plant 72 52-102 17.78 18.40 0.93 25.18 35.44

height(cm)

Panicles per m? 398 185-581 21.05 23.65 0.80 154.00 38.66

Yield kg/ha 3538 1936-6773 31.6 32.36 0.95 2248.00 63.54
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Abstract

In forest environments, aquatic micro fungi play a critical role in organic matter breakdown. These microorganisms break
down refractory substances like lignin, allowing the microbial population to effectively use organic material. In Pachamalai
rainforest streams, the primary inflow of allochthonous organic materials occurs in the autumn and is enriched with luxurious
microbiota.Our study aimed to determine the relationship between microbial biomass and extracellular enzymes from the
streams of Pachamalai forests. The physicochemical properties of leaves and the activity of the microbial flora on the organic
matter degradation were also determined.The C: N, C: P, and N: P biofilm molar ratios were calculated based on the total N,
P, and C contents of two leaves species viz. Morinda tinctoria and Pongamia pinnata eaves. The hydrolytic and oxidative
enzyme activity of the leaf substrata was analysed by earlier know methods.Morinda tinctoria leaves had a faster breakdown
with a decrease in leaf toughness relative to P. pinnata. Extracellular enzyme assays revealed that M. tinctoria had higher
hydrolytic enzyme activity when compared to P. pinnata.From our study, it is conclusive that the microbiota associated with
both the leaf species have significant extracellular enzymatic activity in degrading the polysaccharides and lignin. This plays a

significant role in the stream biota and influences the ecosystem.

Keywords: Extracellular enzymes, forested stream, sporulation, microbial biomass, Morinda tinctoria, Pongamia pinnata

1. Introduction

Small streams to huge rivers, running waters usually occur in a wide range of climate, vegetation,
terrain, and geological conditions (Allan J et al., 1995). Several studies have found persistent variations
in biogeochemical features, hydrological parameters (Gasith et al., 1999) and biological structure and
function across streams from different biomes and ecoregions. One of the most intriguing topics in
earth sciences is the close interaction between abiotic conditions and the soil biosphere, which has
enormous consequences for both environmental and human health (Van Elsas et al.,2008). It is not

astonishing that the soil formation with a high degree of fertility is the consequence of hundreds of
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years evolution of the soil due to the complex interactions between various factors (Harrison et
al.,2008). The soil matrix, as well as chemical and physical characteristics of soils, such as the quality
and amount of soil organic matter, pH, and redox conditions, have a significant impact on the form
and function of microbial communities in soils (Lombard et al.,2011) . The size of the channel, the flow
of water, and the form of the banks influence the development of biological communities(Allan J et al.,
1995). Microbial communities may form in both organic (wood and leaves) and inorganic (coobles,
gravel, rocks and sand) stream benthic substrata, and are comprised of algae, bacteria, fungi, and
protozoa embedded in an extra polymeric material matrix( Locket al.,1984). The community structure
and function may change depending on the presence of various microbial species in the substratum
(Romani et al., 2000). One of the primary factors of stream water chemistry may be the chemical
composition of particles in the watershed(Berner et al.,1987) . Microbial diversity in lotic settings is
less often researched than in marine and lake ecosystems, according to a recent report of microbial
diversity studies in aquatic habitats(Zinger et al.,2011) . With landscapes, streams and rivers are the
foci of microbially mediated carbon (C) and nutrient metabolism(Valarmathy et al.,2017). Before the
advent of molecular techniques, bacterial diversity was particularly difficult to characterize, beyond
distinguishing gram-negative from gram-positive organisms or doing plate counts on selective
medium(Milner et al.,1984) . In the stream ecosystem, fungi and bacteria are the primary producers of
extracellular enzymes responsible for polysaccharides hydrolysis, lignin oxidation, breakdown of
peptides, and organic phosphorus compounds peptides(Romani et al., 2014) . Physical forces, as well
as the activities of microbes such as aquatic hyphomycetes, promote leaf degradation in
streams(Barlocher,1992) . The activities of these organisms accompanied by chemical reactions,
cause changes in litter quality (e.g., increases in N and P concentrations) and loss of litter mass. To
evaluate microbe colonization patterns (Gessner et al.1993) , to assess the ecological state of the
stream ecosystem(Panet al., 1996) , and to study the interactions between microbial groups and
species in the group, a community composition investigation is essential(Rieret al., 2001 ; Gulis et al.,
2003) . It seems easier to identify algal and fungal species up against the bacterial diversity in the
streams.

Our study aimed to determine the relationship between microbial biomass and extracellular enzymes
from the streams of Pachamalai forests. It will also give an insight into the physicochemical properties

of leaves and the activity of the microbial flora on organic matter degradation.
2. Material and Methods

2.1 Estimation of physicochemical properties of leaves
The microbial communities like fungi are usually found in leaf substrate and leaf tissues. Therefore,

the physical and chemical properties of the leaves are largely responsible for the development of the
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microbial community on organic substrata. In our study, chemical properties such as Carbon (C),

Nitrogen (N) and Phosphorus (P), and Lignin content were determined.

2.1.1 Determination of Carbon, Nitrogen and phosphorus content

Leaf circles were dried and the weights of subsamples were recorded. These leaf circles were placed in
the tin foil crucibles and then inside the CN Elemental Analyzer. The phosphorus content of the leaf
subsamples was determined by basic digestion using NaOH by autoclaving(Grasshoff et al., 1980) at
1109C for 90 min. Further the C: N, C: P, and N: P biofilm molar ratios were calculated based on the

total N, P, and C contents of the leaves.

2.1.2 Estimation of Lignin Content

Pongamia pinnata and Morinda tinctoria species were considered for the estimation of Lignin content.
According to the method of liyama & Wallis (1990), the leaf circles were first digested with a mixture
of 4% perchloric acid and 25% acetyl bromide (in acetic acid medium) at 702C for 30 min. The equation

of Morrison(Morrison et al., 1972) was used to determine the lignin content of the samples.

2.2 Enzyme activity
The enzyme activity of the microbial flora associated with leaves was tested to determine the activity

of hydrolytic and oxidative enzymes.
2.2.1 Estimation of Hydrolytic enzyme assays

The extracellular enzyme activity was measured using the methodology described by Romani &
Sabater(Romani et al.,2001) . Six diverse hydrolytic enzyme assays were performed in this study
namely -glucosidase, B-xylosidase, cellobiohydrolase, phosphatase, leucine-aminopeptidase, and B-
glycosaminidase activity. These assays determined the decomposition rate of compounds viz.
polysaccharides, organic phosphorus, peptides, and chitin respectively. All these assays were
performed at the Indian Institute of Food Processing Technology (IIFPT), Tanjore, Tamilnadu and the

obtained results were utilized for further studies.

2.2.2 Estimation of Oxidative enzymes assay

The microbiological colonies on stream substrata were also analyzed for the phenoloxidase and
peroxidase enzyme activities. Fungi produce ligninolytic peroxidases and phenol oxidase which oxidize
lignin polymer to generate aromatic radicals(Hammel et al.,1997) . In this study, L-3,4-
dihydroxyphenylalanine (L-DOPA) is an electron-donor substrate used for the detection of
phenoloxidase activity. The oxidative enzyme activity assay was carried out at IIFPT, Tanjore,

Tamilnadu and the results were further utilized for the study.

2.3 Estimation of Fungal Sporulation Rates
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Leaf discs of P. pinnata and M. tinctoria were used to measure the sporulation rates of aquatic
hyphomycetes. Sand samples, tiles, and leaves were washed with sterile water before incubation to
remove the surface deposits of biofilms. Pyrex flasks of 250ml containing 100ml sterilized steam water
were used to incubate the substratum samples. The samples were all incubated in a shaking bath at
80rpm, 10°C for 48 h to induce sporulation. Later, 25uL of 0.5% (w/v) Triton X-100 solution was added
and 20ml of the conidial suspension was passed through Nitrocellulose membranes (5um pore size,
Whatman). The membranes retained the conidial spores which were later stained with 0.1% Trypan
Blue(Baldy et al., 2002) . The retained conidial spores were stained with 0.1% Trypan blue (dissolved in
60% lactic acid). Leaf samples were counted at 400x magnification, whereas the fine and coarse

samples of substrata were counted using the whole filter. Sporulation rates were expressed as below:

number of conidia produced

Sporulation rate = cm?.day

unit surface area and time

3. Results and Discussion

Field observations suggest that M. tinctoria leaves had a faster decomposition rate when compared to
P. pinnata. It was also found that P. pinnata only remained in the litter bags after 58 days. The faster
breakdown was seen in M. tinctoria accompanied by a decrease in leaf toughness on Day 7 while

compared to P. pinnata (Figure 1).

Figure 1. Leaf tear strength of the two-leaf species, M. tinctori and P. pinnata in the litter bag

experiment.

Leaf Tougnhess
300
270

250 o 38
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200 200

150 150 140
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50
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Values are represented as mean (n=3) and standard errors of each sampling date.
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Experimentally, it was observed that the nutrient molar ratios C:N and C:P in leaves showed a drastic
decrease on Day 7 and Day 17. Statistical significance was observed only in the decreasing trend of C:N
ratio. Meanwhile, no drastic changes were observed in the N:P ratio during the experiment. Table 1

explains the difference in the nutrient molar ratios between M. tinctoria and P. pinnata.

Table 1. The molar ratios C: N, C: P and N: P of the two-leaf species as obtained in the litter bag

experiment.
C:N C:P N: P
Days P. pinnata M. P. pinnata M. tinctoria P. M.
Mean(SE) tinctoria Mean(SE) Mean(SE) pinnata tinctoria
Mean(SE) Mean(SE) | Mean (SE)
0 75.5(0.5) 90.4 (2.4) | 838.7(120.4) | 710.4 (68.2) 70.5 50.0 (2.5)
(11.5)
1 64.5(0.8) | 95.5(12.2) | 864.2 (116.1) 2245.5 94.2(26.2) | 148.6(12.0)
(490.6)
2 92.1(10.9) | 96.6 (16.4) | 838.5(260.4) | 1875.2(782.2) 65.1 128.1
(24.1) (41.0)
4 81.5(1.0) 91.1(4.4) | 1344.4(92.8) | 1306 (198.4) 106.7 95.4 (15.0)
(7.5)
7 92.3(0.4) 68.2(5.7) | 986.0(102.6) | 1072.1(95) 71.1(9.6) | 100.6 (4.8)
17 56.9 (0.5) 45.7 (0.8) | 564.2(58.2) 390 (30.3) 62.1(2.2) | 52.4(1.4)
28 38.4(1.4) 36.1(1.0) 451.4(26.5) 386.2 (34.0) | 74.5(4.2) | 64.2(5.4)
44 52.4(0.2) 45.7(0.9) 506.1(61.3) | 403.2(62.4) | 62.2(7.8) | 56.4(8.6)
58 44.6 (5.5) 42.4(2.6) | 492.2(124.2) | 621.1(136) 65.6 92.1(12.4)
(10.6)
73 49.5 (2.1) 656.1 85.1(2.2)
(24.3)
93 35.1(2.6) | 322.5(34.2) 60.2 (10)
112 54.2 (1.0) | 476.2(28.4) | 56.1(4.3)

Our study showed that the content of lignin was in a similar range between different leaf species,

however, during breakdown the changes in the percentage of lignin were noticed (Figure 2).

Figure 2. Percentage of lignin content in the leaves of M. tinctori and P. pinnata during the

degradation procedure.
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Hydrolytic and oxidative enzyme assays revealed that the polysaccharide and lignin degradation
increased during the breakdown experiment (Table 2). The polysaccharide degrading activities in M.
tinctoria showed an increasing trend during week 2 (Day 7- Day 17), a sharp peak was noted on Day 44
and then decreased on day 56 (Figure 3.2a). A similar trend was observed in the activities of P. pinnata
leaves. The evaluation of phenol-oxidase assay exposed that a common pattern was noticed among
the two leaf species i.e., an increase after Day 7, a plateau on Day 17, and further extended until the
end of the experiment (Figure 3.2b). It is evident from hydrolytic enzyme activity that M. tinctoria had
higher activity when compared to P. pinnata, however, the other activities had many similarities
between the two species. Biomass-specific enzyme assays showed higher activity in P. pinnata leaves
than in M. tinctoria (Figure 3.2c). This suggests that the microbial biomass on P. pinnata had better
decomposing activity than that of M. tinctoria. Moreover, a sharp peak was observed in the enzyme
activity per unit of microbial carbon at the onset of the experiment that gradually decreased later

(Figure 4).

Table 2. Extracellular enzyme activities in P. pinnata and M. tinctoria leaves, and leaf physical and

chemical properties during the breakdown experiment.

C:N C:P Toughness
Pongamia (n=12)
B-glucosidase -0.825** -0.786** -0.821**
B-xylosidase -0.75%* -0.742** -0.810**
cellobiohydrolase -0.650** -0.756** -0.614**
phenol oxidase -0.784** -0.736** -0.768**
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bacterial biomass -0.690** -0.712** -0.784%**
fungal biomass -0.612* -0.625** -0.822**
Morinda (n=12)

R-glucosidase -0.910** -0.748* -0.878**
R-xylosidase -0.754%* ns -0.836**

cellobiohydrolase -0.716* ns -0.824**
phenol oxidase -0.798** -0.677* -0.796*

bacterial biomass -0.886** -0.693* -0.948**
fungal biomass ns ns Ns

Note: Significant correlations are indicated by asterisks [(*) for P<0.05 and (**) for P< 0.005] while the

not significant are indicated by (ns).

Figure 3. Graphical representation of enzyme activities during the breakdown of the two leaf species

(a) B-glucosidase, (b) B-xylosidase, (c) cellobiohydrolase and (d) Phenol oxidase.
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Figure 4. Biomass specific enzyme activities of (a) PB-glucosidase, (b) B-xylosidase, (c)

cellobiohydrolase and (d) Phenol oxidase on the two-leaf species during the experiment.
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Sporulation rates greatly varied among the two-leaf species as shown in Table 3. It was studied that
the fungal sporulation rates were higher in organic substrata than those of the inorganic substrata. P.
pinnata leaves recorded the highest fungal sporulation rates. Finally, we could conclude that a
prolonged enrichment experiment affected the inorganic substrata sporulation meanwhile addition of

nutrients could not generate any effect of significance (Table 3).

Table 3. Analysis of variance considering the effect of different factors on sporulation rates.

Sources Sporulation rates
F3.32=162.50
Substrate (S)

P< 0.001

F1.32=8.04
Long - term Enrichment (E)

P<0.01
Short-term Nutrient F1.32=0.18

Addition (N) P=0.626
F3.32=7.06

SxE
P< 0.0001
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F3.32=1.20
SxN
P=0.302
F1.32=0.64
ExN
P=0.410
F3.32=6.08
SXExN
P< 0.005

Berg (1986) proposed that the decomposition of fresh leaves begins with the easily mineralized
fractions of non-lignified carbohydrates, followed by the mineralization of more refractory fractions of
lignified carbohydrates in later stages. CBH activity was high for the entire period in the Koraiyaru
stream after leaf fall peak (October), but P and PO activity increased only after several weeks. This
finding suggests that OM decomposition began with cellulose degradation and progressed to the
degradation of lignin-related chemicals. In our earlier study, rDNA methods revealed a higher bacterial
species richness. The degradation of organic materials followed a distinct temporal pattern, with
notable changes in enzyme activity and ergosterol levels between substrata. Berg(1986) proposed
that the decomposition of fresh leaves begins with the easily mineralized fractions of non-lignified
carbohydrates, followed by the mineralization of more refractory fractions of lignified carbohydrates
in later stages. CBH activity was high for the entire period in the Koraiyaru stream after the leaf fall

peak (October), but P and PO activity increased only after several weeks.

Physico-chemical factors, such as discharge and dissolved inorganic nitrogen DIN, might, nevertheless,
influence the enzymatic activity time-pattern. Several studies in forested streams in the autumn or
early winter suggest that the majority of the nitrate in the catchment of the streams is
mobilized(Gasith et al.,1997; Bernal et al., 2002) . The weathering of dissolved and particulate organic
matter deposited on the soil after the dry period (summer) caused N content in stream water to be
positively connected with lignocellulosic activities (P and PO). As a result, in a system where N may be
a scarce resource, nitrate availability boosted fungal activity (Romani et al., 2004). The enzymatic
activity of biofilms varied between species' leaves, which could be due to changes in leaf composition
(C:N ratio, lignin content, polyphenol content, leaf durability)( Griffin, 1994). Lower enzymatic activity
for the biofilm on P. pinnata was identified in previous research on leaf decomposition in soil and
other aquatic habitats, and similar results were observed in P. pinnata species of our study. The high
C:N ratio recorded in this substratum could be the reason for the material's low mineralization(Bernal

et al.,2003).

Baldy et al.,(1995) supported our current work by demonstrating the role of bacteria in the late

phases of the leaf breakdown process. Throughout the study period, estimates of ergosterol
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concentration per stream reach demonstrated a progression of fungal biomass, which dropped only
after the majority of the material had been treated. In the forested stream of Pachamalai, rDNA
methods confirmed a higher bacterial species richness( Valarmathy et al.,2017). In terms of selection
and colonization of streambed substrata during the fall, the fungi may be called facultative
microorganisms. They take advantage of a new allochthonous CPOM that was introduced to the
system in the fall. Our work is a clear evidence of the influence of microbiota on the stream in aquatic

environment.

Conclusion

In conclusion, our study have given an insight into the microbiota associated with both the leaf species
and their role in extracellular enzymatic activity in degrading. Also, out of the two species P. pinnata
showed significant content of polysaccharides and lignin degradation activity than that of M. tinctoria.

This plays a significant role in the stream biota and influences the ecosystem.
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Abstract

Microbial biomass (bacteria, fungi, algag) and the activity of extracellular enzymes used in the decomposition of organic matter
among different benthic substrata over one hydrological year in a Pachamalai stream. Microbial heterotrophic biomass (bacteria
plus fungi) except during short periods of high light availability in the spring and winter. Bacterial and fungal biomass increased
with the decomposition of cellulose and hemicellulose compounds from leaf material. Later, lignin decomposition was stimulated
in fine (sand, gravel) and coarse (rocks, boulders and cobbles) substrata by the accumulation of fine detritus. In the drought
provoked an earlier leaf fall. The resumption of the water flow caused the weathering of riparian soils and subsequently a large
increase in dissolved organic carbon and nitrate, which led to growth of bacteria and fungi.

K eywor ds. Microbial diversity; microbial population; bacterial community; organic matter.

Introduction

Microbia heterotrophs (bacteria and fungi) can Leaf breakdown in streams is caused by the joint
produce a broad range of substrate — specific enzymes action of physical factors, the activity of
that enable alochthonous and autochthonous organic microorganisms, such as aguatic hypomyctes
matter (OM) minerdization (Arnosti, 2003). This (Barlocher, 1992).

substratum is decomposed by physical, chemical, and

biological factors. Lignocelluloses the major Microorganisms like bacteria and fungi are among the
components of biomass are degraded by that enzyme few organisms that secrete enzymes that can break
itself. Natural disturbance, from seasonal changes down large molecules, such as cdlulose, chitin, and
rainfall and tree fall, to hurricane damage, cause lignin, into smaller compounds that can be taken up by
population shifts and changes to communities of the biota (Sinsabaugh, and Linkins. 1990.). The
bacteria (Lyautey, et al., 2005). To understand the untapped diversity of microorganismsis a resource for
ecology of these microorganisms, their interactions, new genes and organisms of value to biotechnology.
and the functions they perform, it isimportant to study The diversity patterns of microorganisms can be used
them in their natural habitats (Sterflinger, et al., 1998). for monitoring and predicting environmental change.
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In present study water sediments and leaf litter
samples were collected from streams of Mayiluthu and
Koralyar streamsin Pachamalai hills situated in Trichy
Dt. Tamil Nadu. To study the role of different
microbial groups as decomposers in the littoral area
and their metabolic and structural responses of
sediment in microbial communities to the addition of
different carbon substances have been assessed.

Materials and M ethods
Study area

In the study area are Pachamala hills, located in
Trichy District. Tamilnadu, india. situated 3000 feet
above sea level lying between 78" 31; East and 11’28
North and 11’10 South and 78’20 West Latitude. In
the Pachamalai forested streams several streams are
present. In present work all samples were collected in
Koraiyar and Mayiluthu streams.

Sampling

Monthly samples were taken (from March 2015 until
February 2016) at different scales of coarse particulate
organic matter (CPOM), POM transported by the
water, and water nutrient concentration. The visually
estimated the relative cover (%) of coarse substrata
(cobbles, boulders and rocks), fine substrata (gravel
and sand), leaves (distinguishing the relative cover
of Pongamia pinnata, Morinda tinctoria and Acacia
nilotica ), branches and fine detritus.

At the habitat scale, collected distinct benthic substrata
(leaves, sand and tiles) Analysed them for microbia
biomass (algae bacteria and fungi) and extracdlular
enzyme activity (B-glucosidase, B- xylosidase,
leuci ne-ami nopeptidase phosphatase,
cellobiohydrolase and phenoloxidase activity).
Benthic substrata were classified as coarse (rocks,
boulders and cobbles), fine (sand) or leaves (the three
dominant species in the reach; Pongamia pinnata,
Morinda tinctoria and Acacia nilotica).

In this sample the following parameter was
analyzed

|. Physical and chemical parameters

In this water sample dissolved oxygen, PH,
conductivity, were measured temperature , dissolved
organic carbon (DOC), dissolved inorganic carbon
(DIC), dissolved N and P concentration and then total
nitrate and phosphate concentrations were determined
by the standard methods (APHA, 1998).
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I'1. Coarse particulate organic matter (CPOM)

During the period March 2015- February 2016, total
CPOM input in the two streams was analysed by a
monthly collection of leaf and plant materials
accumulated in five traps distributed along the reach
and suspended 1 cm above the water surface. The
traps consisted of a square wooden frame (1X1 m) and
a nylon net the CPOM materias collected were dried
at 80° C for 48h and then weighed.

I11. Extracellular enzymes activity

In the study, several hydrolytic and oxidative
extracellular enzymes activities were anayzed the
samples consisted of 1 leaf disk, 1 piece of branch 1ml
of sand volume, 1 gravel grain and 1 liter placed in
glass vials filled with stream water (5 ml) and kept
cold (4° C) until arrival at the laboratory. A total of six
different hydrolytic enzymes assays were performed
by polysaccride compounds degradation by means of
the [3- glycosidase, 3- Xylosidase, Cellobiohydrolase,
Phosphatase. Peptidase and Phenol oxidase using the
methodology described by (Romani et al., 2001). In
the al three parameters sample was collected by
triplicate and the data was carried out in statistical
analysis.

Results

Environmental variables and stream characteristics

Rainfall is generally highest in spring and autumn,
however total rainfal can vary from year to year.
During the study period temperature varied between
16°C and 26 °C. Stream discharge was highest in the
autumn (in October) and dramatically decreased in
early summer (in June) to zero flow in July and
August. The first rainfall in September restored the
stream’s water flow and increased its dissolved
nutrient content (nitrate, phosphate and DOC)
(Figures .1 ab,c). Stream water was low in P and
high in N most of the year, the mgority of CPOM
input occurred during autumn (especially in October),
but there was a secondary peak in spring (March). In
both cases, the largest input of CPOM came from
Pongamia pinnata (L). CPOM standing stock and
POM transport were particularly high in
September, shortly after water flow resumed.
However spates in October rapidly washed the
accumulated CPOM downstream (Fig- 1c).
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Mean wetted surface area was 71.6x 4.2. Coarse
substrata covered 70% of this area, while 30% was
covered by fine substrata (Figure .2 a, b). Coarse
substrata dominated in the centre of the channel, while
gravel and sand accumulated in pools and in the
depositional zones near the banks. October rainfdl
increased the fine substrata cover to 52% of the total
surface area of the reach. The decrease in water level
from June onwards narrowed the wetted channel and

resulted in the loss of depositional zones and in the
subsequent predominance of coarse substrata (up to
75% of reach surface). Leaf accumulation in the
autumn covered as much as 80% of the total wetted
surface area, while fine detritus were more abundant in
spring and winter (up to 28% of reach area). The
highest accumulation of branches occurred in
autumn.
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Figure: 2 Relative coverage (%) at each sampling time of the inor ganic (coar se and fine substrata) and organic
(leaves, branches, fine detritic materials) benthic substratain the studied

Comparison of microbial biomass among substrata

Reach-scale values of bacterial, fungal and alga
biomass in the different benthic substrata varied
seasonally (ANOVA, T effect, P < 0.005; Figure. 3).
Bacterial and fungal biomass peaked in September,
athough their tempora variations also depended on
the substratum type. Bacterial standing stock on fine
substrata and tiles was highest during spring, which
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coincides with the higher agal biomass episode
(Figures. 3 a&c). Each microbial group showed certain
preferences in substratum colonization (Figure .3). In
general, bacteria mainly accumulated on tiles, except
in September when submerged |eaves were preferred,
fungi colonised leaves while agae accumulated on
tiles. Fungi dominated in the biomass of the microbial
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2 The microbia autotrophic heterotrophic C ratio shifted

community (up to 9 gC m from being highly autotrophic in spring and winter

2

, in autumn), followed by

agae (up to 6.9 gC m = in spring) and bacteria (up (ratio of 3 and 2.1, respectively) to highly
to 0.21gC m2 , in autumn; Figure.3). heterotrophic in autumn (ratio of 0.1).
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Figure — 3 Biomass of bacteria (a), Fungi (b) and algae (c) expressed in terms of carbon per unit of reach
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of benthic microbial biomass accumulated in the reach (3 biomass in coarse and fine substrata and leaves)
are also shown.
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Extracellular enzyme activity

Enzyme activity in different substrata demonstrated a
marked seasonally (Figure. 4). The activity of three
enzymes involved in polysaccharide degradation (B-
glucosidase, [-xylosidase and cellobiohydrolase)
peaked in early autumn (September), coinciding with
the rise in benthic heterotrophic biomass (Figures 4 a,
b & c). However, B-glucosidase activity was highest
between June and October, while B-xylosidase activity
peaked between May and November. There was a
sharp increase in cellobiohydrolase activity between
June and September and again in February the
following year. Phosphatase and phenol oxidase
activity steadily increased in spring and peaked in
September (Figures. 4 d & e), activity then decreased
during the autumn and recovered in winter. Trends in
peptidase activity contrasted with that of other
enzymes (Figure.4 f).

The temporal dynamics of each enzyme activity varied
with benthic substratum type, except in the case of the
phenol oxidase activity (P = 0.33). In generd,
polysaccharide-degrading enzymes were most active
(B - glucosidase and B -xylosidase) in leaf material,
while phosphatase and peptidase prevailed on tiles.
However, cellobiohydrolase activity did not differ
between  substrata.  The  decomposition  of
lignocel lulosic compounds was most common on fine
substrata. In  general, the capacity of benthic
communities in the decomposition of simple C
molecules (B -glucosidase, Figure. 4 @) was 100 times
greater than their capacity to decompose
hemicelluloses and celluloses (B -xylosidase and
cellobiohydrolase, Figure .4 b & c). The greatest
capacity was  that measured for organic
phosphorus compounds and peptide decomposition
(Figures.4d & f).
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Discussion

Our observations on enzyme activity and microbial
biomass reveal two distinct periods of high microbial
enzyme activity: the first isin late winter-early spring,
and the second in late summer-autumn. In late winter-
spring, light reaching the stream bed was not restricted
by canopy cover, which caused an increase in water
temperature. For a short period, there was a sharp
increase in autotrophic biomass, particularly on coarse
substrata, resulting in a dense autotrophic population
(high autotrophic: heterotrophic C ratio). The highest
algal peak occurred in periods of relatively low
dissolved inorganic nutrient concentration (June
2015), which is consistent with theories of light-
dependant algal development in forested streams
(Mdlory & Richardson, 2005; Taulbee et al., 2005;
Ylla et d., 2007). During this period, it is likely that
algae outcompeted bacteria for dissolved inorganic
nutrients (Rier & Stevenson, 2002). Peptidase activity
was highest during periods of greatest algal biomass
development in coarse substrata. This relationship may
indicate the use of algal exudates (mainly peptidic
molecules) by bacteria (Romani et al., 2004), since
bacterial enzyme production (especialy peptidases)
can be simulated by active algal photosynthesis
(Espeland et al., 2001). During this period,
heterotrophic microbial activity may depend largely
on the use of autochthonous sources.

The second episode of high microbial enzyme activity
is based on allochthonous OM sources, especially leaf
litter from the riparian forest. The activity of
polysaccharide-degrading enzymes (involved in the
degradation of celluose and hemicellulose
compounds) was associated mainly with the CPOM
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standing stock in the reach. The magnitude and
duration of high enzyme activity can be explained by
temporal shiftsin organic matter supply, as well as by
changes in the storage capacity of sediments
(Wilczeck et d., 2005). Although this heterotrophic
episode is correlated with leaf litter input and
accumulation in the stream, microbial benthic
communities aso showed active decomposition
activity during the winter. At this time, the
decomposition of lignocellulose (phenol oxidase
activity) and organic phosphorus compounds
(phosphatase) was greatest in coarse substrata where
fine detritus accumulated.

Conclusion

Microbial heterotrophic biomass (bacteria plus fungi)
was generally higher than autotropic biomass (algae),
except during short periods of high light availability in
the spring and winter. During these periods, sources of
organic matter (OM) shifted towards autochthonous
sources derived mainly algae, which was demonstrated
by high algal biomass and peptidase activity in benthic
communities. Heterotopic activity peaked in the
autumn. Bacterial and fungal biomass increased with
the decomposition of cellulose and hemicellulose
compound form the leaf material. Later, lignin
decomposition was stimulated in fine (sand, gravel)
and Coarse (Rocks, boulders and cobbles) substrata by
the accumulation of fine detritus. The Koraiyaru falls
and Mayiluthu summer drought provoked an earlier
leaf fall. The resumption of the water flow caused the
weathering of riparian soils and subsequently a large
increase in dissolved organic carbon and nitrate, which
led to growth of bacteria and fungi.
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Abstract

Aquatic micro fungi play the fundamental role in organic matter decomposition in all the
forrested ecosystems. These micro-organisms degrade recalcitrant compounds like lignin,
thereby enhancing the utilization of organic material by the microbial community. The main
input of allochthonous organic matter in Pachamalai forested streams occurs during the
autumn. In-stream breakdown processes can be affected by high physical erosion during
floods but changes in stream water chemistry may also affect the decomposition enzymatic

Keywords activities of stream microorganisms. Two ligninolytic activities (Phenol oxidase and

Peroxidase) and a cellulolytic activity (cellobiohydrolase) were measured in leaves,
Forrested stream, branches, sand and gravel substrata in a reach of a Pachamalai forested stream. Highest
E:(r;]r?;’malaj ligninolytic activities were measured in biofilm developed on inorganic substrata

(sand and gravel) were aso accumulated the highest fungal biomass. Similary,
cellulolytic activities were significantly higher in biofilm on organic substrata (leaves and
branches). Physical and chemical factors, such as discharge and stream water nutrient
concentration DIN (Dissolved Inorganic Nitrogen) were affecting the enzymatic activities,
particularly enhancing phenol oxidase. Moreover, the chemical composition of the available
organic matter OM (high cellulose in leaves, high lignin in fine detritic materials) strongly
influenced the decomposition activity in each biofilm. A precise description and
guantification of the benthic substrata was used to obtain enzymatic activity valuesin terms
of stream reach. These results showed a temporal pattern in the decomposition activities in
the reach, beginning with the decomposition of cellulose (October)followedby lignin
compounds (November and December).

Pongamia pinnata, and
Morinda tinctoria.

Introduction

Running waters are enormously diverse, they range from  processes being typically heterotrophic ( Minshall et al.,
small streams to large rivers and occurs under widely  1983). In Pachamalai forrested streams, the greatest
differing conditions of climate, vegetation, topography  input of plant material occurs in autumn, thereby
and geology. In forested streams where light is a  providing the potential for decomposition processes. The
limiting factor for primary production, energy sources initial breakdown of leaves in the stream is mainly
are mainly allochthonous (leaf litter), the metabolic carried out by aquatic hyphomycetes (Suberkropp &
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Klug, 1976; Findlay & Arsuffi, 1989; Gessner &
Chauvet, 1994: Mathuriau & Chauvet, 2002), while the
contribution of bacteria is lower (Hieber & Gessner,
2002). This group of fungi is crucial in decomposition
process as it breaks down lignified carbohydrates, which
constitute a natural protection of polysaccharide
components against enzymatic attack (Griffin, 1994).
After cellulose, lignin is the most abundant form of
aromatic carbon in the world.Lignin degradation does
not provide a primary source of carbon and energy for
fungal growth, but decay processes and utilization of
carbohydrates for fungal growth can occur only with the
coordinate degradation of this carbon (Griffin, 1994).
Studies on the decomposition of organic matter (OM)
have mainly focused on organic substrata (leaves and
wood; e. g. Gessner & Chauvet 1994; Pozo et al., 1998;
Diez et a., 2002). The accumulation of decomposing
material occurs in streams. Specifically, sand sediments
accumulate large amounts of fine detritic materias in a
forested Pachamalai stream was evaluated, and studied
the way in which their role was shared between the
distinct streambed substrata (leaves, sand, gravel and
branches) where substantial OM decomposition may
occur. Decomposition process may be related to
variations in inorganic nutrient availability. 1t has been
observed that the addition of nitrogen increases
cellulolytic activity and decreases lignin-degrading
phenol oxidase activity (Carreiro et d., 2000).
Moreover, the chemical nature of streambed substrata,
such as the tannin content or the physical properties of
leaves (high waxy cuticles), has been proposed as a
major determinant of breakdown rate (Barltcher et al.,
1995). Sinsabaugh et al. (1992) determined that phenol
oxidase activity was substrate-related but not site-
related.

In the present study ligninolytic and cellulolytic enzyme
activities were measured on gravel and sand, on the
leaves of several species (Acacia nilotica , Pongamia
pinnata, and Morinda tinctoria) and on branches, to
determine the most active site of organic matter
decomposition(OM) among the substrata types. The
relationships between enzymatic activities and fungal
biomass (ergosterol content) of biofilms were studied in
each substratum, and also, with the physical-chemical
parameters of stream water to establish which variables
were controlling the decomposition process in the
pachamalai forrested streambed substrata.
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Materials and M ethods

Study area

In the study area are Pachamalai hills, located in Trichy
District. Tamilnadu, India. situated 3000 feet above sea
level lying between 78’ 31; East and 11’28 North and
11°10 South and 78’20 West Latitude. In the Pachamalai
forrested streams several streams are present. Thestudy
samples were collected in Koraiyar and Mayiluthu
streams.

Sampling

Sampling of leaves, branches, sand and gravel was
performed in the Pachamalai stream reach at fortnight
intervals from October 2014 to January 2015 (for atotal
of seven sampling dates). In total, 9 substrata types
(defined as follows) were sampled. Leaves of three
species were collected: Acacia nilotica , Pongamia
pinnata, and Morinda tinctoria , considering separately
the leaves just fallen into the stream (as fresh leaves) and
those being already immersed (as decaying leaves).
Branches, sand and gravel samples were collected as
well.

The stream bed is made up of different substrata of both
inorganic rocks, cobbles, sand and organic leaves, wood.
The organic matter rocks, cobbles and boulders was
collected using ceramic tiles placed in the substrata of
surface area were glued on to stream cobbles and
immersed in the stream for colonization 5-6 weeks
before sampling. The gravel samples were taken directly
from the stream bed and the sand substratum was
sampled with plastic container. The organic matter of
leaves was used to cut leaf discs from the entire leaf and
branches 0.5 to 1.5 cm were cut in pieces of 1.5 cm in
length. In all cases, the surface area of the whole
substratum was considered as potential surface area
colonized by microbes.

At each sampling time, the different substrata were
analyzed for ergosterol concentration and extracellular
enzyme activity Cellobiohydrolase (CBH), Phenol
oxidase (PO) and Peroxidase (P) activity.In the fungal
biomass ergosterol concentration anadysis was
investigated in leaves of different species ( Acacia
milotica, Pongami apinnata, and Morinda tinctoria fine
substrata (sand , gravel) and coarse substrata ( Cobbles,
boulders and rocks). The above sample ergosterol were
isolated and analyzed HPLC by the method of (Gessner
& Schmitt, 1996)
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In the different substrata extracellular enzymes
activity cellobiohydrolase (CBH), Phenol oxidase
(PO) and Peroxidase (P) activity was analyzed using
the samples consisted of 1 leaf disc, 1 piece of branch,
1ml of sand volume, 1 gravel grain and 1 tile placed in
glass vias filled with stream water (5ml). The
hydrolytic cellobiohydrolase enzymes activity was
investigated by (Romani et al., 2001) and the samples
was measured at 365-455 nm wave length at UV-
Spectrum photometer. The oxidase enzymes phenol
oxidase and peroxidase was investigated by Mason,
1984 and Singabangh & Linkins, 1994) the sample
measured at 460nm for the stream substrata and the
data were performed for both enzymes and taken in to
account for fina activity calculations. Moreover,
temperature, conductivity, pH, dissolved oxygen and
light were measured in the field with portable meters
and water samples for Ammonia, Nitrate, Phosphate
and dissolved organic and inorganic carbon (DOC and
DIC) determination were using the standard protocol
(APHA, 1998).

Statistical analyses

In al the sample parameters the data wascollected by
triplicate. Differences between enzymatic activities
and ergosterol concentration (fungal biomass) of the
distinct streambed substrata and over time were
analysed using a mean and standard deviation (SD).

Results
Water physico-chemistry

The physico-chemical parameters varied considerably
during the study period. There was a progressive
decrease in stream water temperature, which reached
the lowest values in January 2015 (Table -1).
Discharge increased up to 10 times the basal flow
throughout the study period, producing drastic
increases in inorganic nutrients (especialy nitrate)
and to a lesser extent in DOC. Discharge variations
also caused changes in the proportions of substrata
during autumn (Table -2). The leaf litter material tall
peak during October and November covered nearly
50% of the streambed surface area and
accumulation of fine detritic materias respectively.

Table -1 Physical and chemical characteristics of the Pachamalai forrested stream water during the study period.
Vdues for water nutrient concentrations are means (n=3) and those for temperature and discharge are individual
values of each of the seven sampling dates. Mean for all period are also shown.

Date 02-10-  16-10-  30-10-
2014 2014 2014
Temp (°C) 12.4 15 13.1
Disch (L/s) 6.5 284 194
NO3-N (uglL) 102 5102  102.2
P (Mg/L) 2.2 11.1 4.3
DOC (mg/L) 2.4 45 4.0

13-11-  27-11- 17-12- 13-01- Mean
2014 2014 2014 2015
12.0 8.4 8.1 3.8 104
185 84.6 45.2 26.4 32.7
28.2 72.1 830.1 560.2 399.0
34 122 144 3.6 7.3
3.2 4.2 12 3.2 3.2

Table -2 Benthic substrata description of the Pachamalai forested stream reach during autumn-winter 2014/15.
Vaues are the percent of each substratum occupying the streambed.

Sampling

date Rock  Sand-gravel Branches
02-10-2014 62.2 34.2 112
16-10-2014 62.2 34.2 0.82
30-10-2014 62.2 34.2 0.85
13-11-2014 62.2 34.2 154
27-11-2014 64.0 320 2.18
17-12-2014 58.0 40.0 1.80
13-01-2015 64.0 34.0 2.06
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Decaying Fresh Detritic

leaves leaves material
4.40 28.10 41.52
2.60 21.12 11.80
4.24 45.72 11.24
14.22 42.03 11.10
18.40 12.14 2.16
25.72 0.35 5.08
9.14 Absent 6.50
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Extracellular enzyme activities streambed substrata and throughout the study period
(Figure -1).

There were significant differences in CBH and PO

activities between biofilms developed on different

Figure — 1 Enzymatic activities (CBH, PO and P)in (A- 1,2,3,) sand and gravel , (B- 1,2,3) fresh leaves, (C-
1,2,3) decaying leaves and branch during 2014-2015 in Pachamalai forested stream. Values are means and SE
of activity in each substratum (4 replicates) during the 7 sampling dates. (CBH-PO-P)

1 A
18
16
12
z 10 ,/ N\
S s A N —4—Sand
6 / \‘ — Gravel
4 / o e
2
0
Oct-14 Nov-14 Dec-14 Jan-15 Feb-15
1
0.14
0.12
0.1
0.08
2 —4—Sand
0.06
Gravel
0.04
0.02 PO csatui— O :
0
Oct-14 Nov-14 Dec-14 Jan-15 Feb-15
2
0.4
0.3
a 02 ) =4=Sand
01 ¢ S Gravel
0 - ..-———'-—T .
Oct-14 Nov-14 Dec-14 Jan-15 Feb-15
3

108



Int. J. Adv. Multidiscip. Res. (2017). 4(6): 105-116

P activity showed significant differences among
substrata but not over time . CBH activity was
significantly higher biofilms developed on organic
substrata, while PO and P were significantly
higher in those growing on inorganic substrata. The
highest CBH activities were detected in biofilms of
decaying Morinda tinctoria Roxb leaves (Figure-1),
followed by Acacia nilotica Wild, Morinda tinctoria
Roxb and branches. The lowest CBH activity values
were observed in biofilms of fresh leaves, sand and
gravel substrata. Biofilm on sand and gravel showed

45
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1B

the highest PO activity compared with that in organic
substrata communities (Figure -1). Among leaf
species, the highest PO activity was measured in the
biofilm on fresh and decaying leaves of Acacia
nilotica Wild while the lowest was on fresh Morinda
tinctoria Roxbleaves. The highest P activity was
registered in sand and gravel biofilm, Among leaves,
the highest P activity was detected in biofilm on fresh
and decaying Morinda tinctoria Roxb leaves while the
lowest was on fresh Morinda tinctoria, Roxb |eaves.
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Ergosterol content inorganic substrata, particularly on sand, than on
leaves and branches. Ergosterol on sand was 10-fold
A genera increase in fungal biomass occurred at the higher that on gravel among leaf species Acacia
end of autumn in al the substrata (Figure -2). nilotica Wild accounted for the highest fungal
Ergosterol content showed differences over time and biomass.

among substrata. Fungal biomass was higher on
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Figure — 2 Ergo sterol content on the streambed substrata during autumn-winter 2014/15 in the Pachamalai forrested
streams (@) sand and gravel, (b) Fresh leaves, (¢) decaying leaves and branches. Values are mean and SE of ergosterol
in each substratum (3 replicates) during the 7 sampling dates.
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Stream reach capacity on OM decomposition

The stream reach capacity for the different enzyme
activities was calculated after considering the
activities by the corresponding percent of substrata
occupying the streambed. High values of CBH were
characteristic of the whole study period. Both PO and
P increased after severa weeks (Figure-3). Biofilm in
sand and gravel were responsible for the high values
of PO and P activities. CBH showed higher values in

biofilms on organic substrata, being initially higher on
fresh leaves and later increasing on decaying leaves.
Maximum fungal biomass was reached in November
and December. Ergosterol was first accumulated on
fresh and decaying leaves (November) but was later
more abundant on sand-gravel (Figure -4).
Lignocellulosic activities were correlated with the
ergosterol content of decaying leaves and branches
(PO activity) and sand-gravel substrata (P activity).

Figure — 3 Enzymatic activity of a-CBH, b-PO and c- P values corrected by real surface area occupied by each

substratum in the Pachamal ai forrested stream (2014-15).
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Figure— 4 Ergosterol content corrected by real surface area occupied by each substratum in the Pachamalai forested

streams (2014-15)
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Discussion

Organic matter decomposition showed a clear
tempora pattern and remarkable differences in the
enzymatic activities and ergosterol content between
substrata. According to the model of Berg (1986), the
decomposition of fresh leaves begins with the easily
mineralised fractions of non-lignified carbohydrates,
whereas later stages are characterized by
mineralization of more recacitrant fractions of
lignified carbohydrates. In the Koraiyaru stream, after
leaf fall peak (October), CBH activity was high for the
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11-Nov 27-Nov 17-Dec 13-Jan
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whole period, while P and PO activitiesincreased only
after several weeks. This observation indicates that
OM  decomposition  began  with  cellulose
decomposition followed by degradation of lignin
related compounds. However, physico-chemical
parameters, such as discharge and dissolved inorganic
nitrogen DIN, may also determine the time-pattern of
the enzymatic activity. Several studies in autumn or
early winter in forrested streams (Gasith & Resh,
1999) may mobilise most of the nitrate in the
catchment of the streams (Bernal et al., 2002).
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After the dry period (summer), caused the
weathering of dissolved and particulate organic matter
accumulated on soil, and N concentrationin
streamwater was  positively  corrdlated  with
lignocellulosic activities (P and PO). Therefore, fungal
activities were enhanced by nitrate availability in a
system where N may be a limiting resource (Romani
et al., 2004). An enhancement of lignocellulosic
activities by the water N content has been observed in
other systems (Alvarez & Guerrero, 2000). However,
Carreiro et al. (2000) described the inhibition of these
activities by high N concentrations.

Differences between biofilms colonising organic or
inorganic substrata were evident in Pachamala
forrested stream. Lignocellulosic activities were
higher on inorganic substrata biofilm (developed on
sand and gravel) while CBH was higher in biofilm
developed on organic substrata (leaves and branches).
High ligninolytic activities in sand and gravel biofilm
were caused by the large accumulation of fine detritic
material derived from decomposition of coarse
particulate organic matter (CPOM). The largest
accumulation of this material occurred in the slow-
moving habitats, coinciding with stream pools or
littoral zones where sand and gravel were the main
substrata. The fine detritus accumulated in these
substrata might be composed by a higher proportion of
lignin (Yeager & Sinsabaugh, 1998; Sinsabaugh &
Findlay, 1994). The lower CBH activity of biofilm
growing on sand and gravel indicates the low
availability of cellulose compounds in fine detritic
particles. In contrast, high CBH activity in biofilms
developed on organic substrata could reflect the
availability of cellulolytic compounds on leaves and
branches.

The enzymatic activities of biofilms differed on the
leaves of different species, which might be attributable
to differences in leaf composition (C: N ratio, lignin
content, polyphenol content, leaf durability; Griffin,
1994). Similar results observed in Pongamia pinnata
species of our study the lower enzymatic activities for
the biofilm on Pongamia pinnata was aready
observed in previous studies developed on leaf
decomposition in soil and in other aguatic habitats.
The high C:N ratio measured in this substratum
(Bernal et al., 2003; Ostrofsky, 1997) may be pointed
out as the cause of low mineralization observed for
this material. Similarly slower breakdown of Platanus
leaves than other indigenous Mediterranean leaf
species (e. g. Populus nigra; Casas & Gesner, 1999) is
probably caused by the higher lignin and other
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recalcitrant compounds content in the former or
observed (Ostrofsky, 1997). In contrast, high CBH and
P activities were recorded in biofilms on Acacia
nilotica leaves, highest PO was measured differences
in PO activities between biofilms of leaf material of
plant species are probably related to the inhibition
effect of phenolic compounds (Pind et al., 1994).
Likewise the lower polyphenol content of Alnus
glutinosathanPopul usnigral eaves(Pereiraetal .,1998)m
ayimplyahigherPO activity. This distinct enzymatic
behaviour determines a faster decomposition of
Acacia nilotica leaves in the stream reach, followed by
those of Morinda tinctoria and finaly by Pongamia
pinnata.

Similarly fungal biomass was generaly related with
the enzymatic activities measured in the different
substrata, indicating that fungi were responsible for
most of decomposition processes that occurred in the
stream in autumn (Griffin, 1994). The similar PO
activity values measured in biofilm in sand and gravel
substrata, but the lower fungal biomass in gravel, may
be related to a higher proportion of fungi with PO
ability (white rot fungi, Dix & Webster, 1995) on
gravel than on sand. However, this activity in gravel
could also be produced by some microorganisms (e. g.
bacteria) using at least part of the degradation
intermediates of lignin generated by fungi (RUttimann
et al.,, 1991). The present study was supported by
Bady et al. (1995 where demonstrated the
importance of bacteria in the late stages of the
breakdown process of leaves.

The estimates of ergosterol concentration per stream
reach showed a progression of fungal biomass
throughout the study period, which decreased only
after most of the material had been processed. The
fungi could be considered as facultative
microorganisms in the sense of seection and
colonization of streambed substrata during the fall.
They use the new alochthonous CPOM that entered
the system during autumn. When leaf material was
carried downstream, the fungi remained active on the
fine detritic materials derived from the breakdown of
leaves and branch materials, therefore achieving a
complete decomposition of all the material that
entered the reach during this season.
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Abstract

Molecular tools to monitor bacterial diversity in complex microbial assemblages have developed during the last
decade using 16S ribosomal DNA based polymerase chain reaction (PCR). The organic matter samples from Koraiyar
and Mayiluthu forested streams of Pachamalai hills were subjected to DNA extraction and the resultant amplicons of
the genomic DNA were amplified by PCR using universal primers. The resultant amplicons of PCR assays were
subjected to electrophoresis and PCR fitness was identified. The molecular detection of 16S rDNA sequence of
samples from both stream was done. This showed the availability of a ssimple method to confirm the bacterial
colonization on a broad range of species and this would be useful in the evaluation of organic matter degradation in

Streams.

Keywords: PCR, 16SrDNA, primers, Koraiyar, Mayiluthu.

Introduction

Identification of bacteria is traditionaly
performed by isolation of the organisms and the
study of their phenotypic characteristics,
including Gram staining, morphology, culture
requirements and  biochemical  reactions.
However, these methods of bacterial
identification have major drawback. Firstly, they
cannot be used for nocultivable organisms.
Second, we are occasionally faced with organisms
exhibiting biochemical characteristics that do not
fit into patterns of any known genus and species.
Third, identification of slow growing organisms

would be extremely slow and difficult (Woo et
al., 2003). Since the discovery of PCR and DNA
sequencing, comparison of the gene sequences of
bacterial species showed that the 16S rDNA gene
is highly conserved within a species and among
species of the same genus, and hence, can be used
as the new technique for identification of bacteria
to the species level (Oleson and Woese, 1993).

Aquatic microbia diversity is well understood to
be a key component of aguatic ecosystem
functioning (Conter and Biddanda, 2002;Gessner



et al., 2010), and major advances toward linking
microbia diversity with ecosystem function have
been made in aguatic system (Horner- Devine et
al., 2013). A recent survey of microbia diversity
studies in aquatic habitats showed that microbial
diversity in lotic environments is less commonly
studied than in marine and lake ecosystems
(Zinger et al., 2012). Stream and rivers are
hotspots of microbially mediated carbon (C) and
nutrient processing with landscapes (Hynes, 1975;
Fisher et al., 1998; McClan et al., 2003).
Bacterial diversity was particularly difficult to
define, beyond differentiating gram-negative from
gram-positive cells (Geesey et al., 1977) or
conducting plate counts on selective media
(Millner and Goulder, 1984), before the
availability of molecular tools. The application of
molecular techniques to measure stream microbial
diversity produced new insights. Following the
establishments of the ribosomal rRNA gene as a
conserved marker of taxonomic lineage (Pace,
1997), studies on water column biota began to
resolve longitudina patterns in  microbial
diversity (Crump et al., 1999; Crump and Baross,
2000), and efforts to integrate molecular and
traditional toolsin studies of fungal diversity were
mounted (Nikoicheva et al., 2003; Nikolcheva
and Barlocher, 2005).

M aterials and M ethods

Sampling procedure

Sampling of epilithic biofilms was performed
using sand blasted glass tiles of 9.6 cm? of surface
area. Two tiles were scraped per replicate using a
sterile cell scraper and suspended in 1 ml sterile
stream water.

| solation of Bacteria

The samples were collected in a sterile plastic
container and transported to laboratory for
bacteriologica analysis. Bacteria isolates were
screened on Nutrient Agar (NA) plates by the
standard pour plate method. Plates were incubated
at 37°C for 24h. A tota of one hundred and forty-
four isolates were obtained, after incubation.
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Two isolate was selected from the group of
isolates and used for further studies. The isolated
bacteria were identified based on colony
characteristics, gram staining methods and by
various biochemical tests as given by Bergey’s
(1984) Manual of Determinative bacteriology.

Biochemical Characterization of the bacteria

The selected bacterial strain was grown in nutrient
broth culture medium containing 2.5% peptone,
1.0% yeast extract, and 0.5% beef extract.
Cultures (50 ml in 250-ml conical flasks) were
inoculated with 5% (v/v) inoculums and
incubated at 37 °C with vigorous orbital shaking
at 120-150 rpm. To make a solid medium, 1.5%
agar was added to the broth (Himedia, India). The
shape and color of the colonies were examined
under the microscope after Gram staining. Isolates
were biochemically analyzed for the activities of
Oxidase, Catalase and MR-VP test, Urease test,
Motility, Indole production (Table- 1) and Citrate
utilization (Table- 2) tests were also conducted.
These tests were used to identify the isolates
according to Bergey's Manua of Determinative
bacteriology.

Bacterial DNA isolation

Bacterial genomic DNA was isolated as per the
standard protocol (Hoffman and Winston, 1987).
Nutrient broth was inoculated with single colony
and cultured for overnight at 37°C. Cells were
harvested from 5 mL of the culture and to this
100uL of lysozyme was added and incubated at
Room temperature for 30 min, followed by the
addition of 700uL of cell lysis buffer
(Guanidiumisothiocyanate, SDS, Triss EDTA).
The contents were mixed by inverting the vial for
5 min with gentle mixing till the suspension
looked transparent. 700uL of isopropanol was
added on to the top of the solution and were
mixed gently till white strands of DNA were seen.
The DNA was extracted from the aqueous layer
was precipitated with ethanol. The DNA pellet
was dried and dissolved in 50pL of 1X TE buffer.
The purity of the DNA was anayzed by running
on 0.8% agarose gel stained with ethidium



bromide (0.5 pg/uL). A single intense band with
slight smearing was noted.

The extracted genomic DNA was used as
template DNA for the universal bacterial primers
(Forward primer 5'-
AGAGTTTGATCCTGGCTCAG-3 and reverse
primer (5° GGTTACCTTGTTACGACTT 3°)
were used for the amplification of the 16S rRNA
gene fragment. The reaction mixture of 50l
consisted of 10 ng of genomic DNA, 2.5 Units of
Taq DNA polymerase, 5ul of 10X PCR
amplification buffer (100 mMTriss HCI, 500
MmMKCI pH-8.3), 200uM dNTP, 10 p moles each
of the two universal primers and 1.5mM MgCl».
Amplification was done by initial denaturation at
94°C for 3min, followed by 40 cycles of
denaturation at 94°C for 30 seconds, annealing
temperature of primers was 55°C for 30 second
and extension at 72°C for 1 minute. The final
extension was conducted at 72°C for 10 minutes.

Agarose Gel Electrophoresis

10 pL of the reaction mixture was then analyzed
by submarine gel electrophoresis using 1.0 %
agarose with ethidium bromide (0.5 pg/uL) as per
the standard protocols (Sambrooket al., 2001) at
80V/cm and the reaction product was visualized
under Gel Documentation System (Alpha
Innotech).

Purification of PCR Product by Exosap-I T

The PCR product was subjected to purification by
using Exosap-IT. It is a mixture of Exonuclease |
and Shrimp Alkaline Phosphatase that removes
left over primers and free nucleotides from the
PCR reaction. To 5 pyL of PCR product add 2 yL
of Exosap. Further the samples were incubated at
37°C for 15 minutes for the degradation of
primers and free nucleotides. Then the Tube was
transferred to water bath at 80°C and incubated
for 15 minutes to inactivate the Exosap-IT
enzyme. The sample was then ready for
sequencing reaction.
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DNA sequencing of 16S rRNA gene fragment

The 16S rRNA purified PCR product (100ng
concentration) was subjected for the amplification
of the 16S rRNA gene.

PCR amplification of 16S rRNA gene:

PCR reaction was performed in a gradient thermal
cycler (Eppendorf, Germany). The sequencing
using ABI DNA 3730 XL sequencer (Applied
Biosysteminc). Sequencing of the 16S rRNA gene
of the bacterial isolate was done from both the
directions, the sequence obtained was subjected to
BLAST search and the bacterial species were
determined. The percentages of sequence
matching were also analyzed.

Computational analyss (BLAST) and
| dentification of Bacterial species

BLAST (Basic Local Alignment Search Tool) isa
web-based program that is able to align the search
seguence to thousands of different sequencesin a
database and show the list of top matches. This
program can search through a database of
thousands of entries in a minute. BLAST
(Altschulet.al.,1990) performs its aignment by
matching up each position of search sequence to
each position of the sequences in the database.
For each position BLAST gives a positive score if
the nucleotides match, it can aso insert gaps
when performing the aignment. Each gap
inserted has a negative effect on the alignment
score, but if enough nucleotides align as a result
of the gap, this negative effect is overcome and
the gap is accepted in the alignment. These scores
are then used to calculate the alignment score, in
“bits” which is converted to the statistical E-
value. The lower the E-value, the more similar the
sequence found in the database is to query
sequence. The most similar sequence is the first
result listed.



Results and Discussion
Bacterial population analysisin biofilms

PCR amplification of DNA extracted from
epilithic biofilm was performed on samples of
Pachamalai forested stream. The traditional
identification of bacteria on the basis of
phenotypic characteristics is generally not as
accurate as identification based on genotypic
methods. Comparison of the bacterial 16S rRNA
gene sequence has emerged as a preferred genetic
technique. The sequence of the 16S rRNA gene
has been widely used as a molecular clock to
estimate relationships among bacteria
(phylogeny), but more recently it has also become
important as a means to identify an unknown
bacterium to the genus or species level. The use
of 16S rRNA gene sequences to study bacterial
phylogeny and taxonomy has been by far the most
common housekeeping genetic marker used for a
number of reasons. These reasons include (i) its
presence in amost all bacteria, often existing as a
multigene family, or operons (ii) the function of
the 16S rRNA gene over time has not changed,
suggesting that random sequence changes are a
more accurate measure of time (evolution); and
(iii) the 16S rRNA gene (1,500 bp) is large
enough for informatics purposes (Patel, J. B.
2001).The rRNA based analysis is a central
method in microbiology used not only to explore
microbia diversity but aso to identify new
strains.

Total of one hundred and forty-four isolates
obtained, from the Pachamaai forested stream
two isolate were used for further analysis. Isolated
colony from mixed populations, on nutrient agar
plates were characterized and sub cultured to
obtain pure cultures, and the isolated bacteria
were identified based on colony characteristics,
and were biochemically analyzed for the activities
of Oxidase, Catalase, MR-VP test, Urease test,
Motility, Indole production (Table- 1), Sugar
utilization test (Table -2) and Gram staining
(Figure: 1) tests. From the tests the isolate was
found to be Bacillus spp.., further confirmation
was done using molecular approach. Bacterial
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genomic DNA was isolated as per the standard
protocol (Hoffman and Winston, 1987). The
presence of bacterial genomic DNA isolated was
confirmed on 0.8% agarose gel stained with
ethidium bromide. An intense single band was
seen along with the DNA marker. (Fig-2) The
extracted DNA was used as template for
amplification of 16S rRNA gene. The universal
primers 27F and 1429R were used for the
amplification and sequencing of the 16S rRNA
gene fragment. The optimum annealing
temperature was found to be 55°C. An intense
single band was visible on 1% agarose gel stained
with ethidium bromide (Figure: 2). The PCR
product was subjected to sequencing using BDT
V3.1 cycle sequencing kit on ABI 3730 XL
genetic analyzer from both forward and reverse
directions. The two sequences (Figure: 3)
obtained were compared with the NCBI gene
bank database using BLAST search program
(http;//www.ncbi.nlm.nih.gov) (Marchler— Bauer
et al., 2000; Pruitt et al., 2005). The percentages
of sequence matching were also anayzed. The
homology search made using BLAST  sequence
1 showed 99 — 100% maximum identity with that
of Bacillus subtilis strain BS501A,NCBI Gene
Bank Accession No: FJ 55787.1 and E-vaue
equal to O for all closely related taxa. Other close
homologs of the isolate showing 99% similarity
with, Bacillus tequilensisBK206 99%, 99%
similarity with Bacillus vallismortis, and 95%
Paeni Bacillus polymaxa,Bacillus velezenesis
P42, Bacillus amyloguefaciens - L51, Bacillus
sigmensis IHBB16121, Bacillus licheniform, and
the sequence 2 showed maximum identity with
that of Leptotrichia species EBOO7,Leptolyngbya
Soecies —L.21- BG2 and with Cyanobacterium
phormidium. Sequences of the bacterial isolates
were used for the construction of the phylogenetic
dendrogram to know the genetic relatedness
between the bacteria isolates. All the closely
related homologs of identified bacteria were used
for the construction of the phylogenetic
dendrogram to know their evolutionary origin.
The dendrogram showing the relation between
Bacillus subtilis strain B5501A and Leptolyngbya
12077 and their close homologs is shown in
(Figure:4da, b).
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Table-1: Physio-biochemical characteristics of the isolate Bacillus subtilis BS501A

Test Observation
Gram’s stain Gram Positive
Spore staining Central, oval, bulging
Cell shape Rods
Cedl size >3um
Colony character White, raised irregular
Motility +
Catalase +
Oxidase -
Indole -
Methyl red -
V oges-Proskauer -
Citrate utilization +
Casein utilization +
Starch hydrolysis +
Urea hydrolysis -
Growth at 50°C +
Growth in 10% NaCl -
Anaerobic growth +
TSI (Triple Sugar Iron) Acid dant/ akaline butt, gas, no H,S
produced

+,Positive, -Negative

Table-2: Sugar utilization test

Sugar utilization Result (acid/ gas)
Glucose +/-
Galactose +/-
Arabinose +/-
Mannitol -/-
Maltose +/-
Mannose +/-
Raffinose -/-
Rhamnose -/-
Sucrose +/-
Lactose +/-
Fructose +/-
Xylose +/-

+/Positive -/ Negative
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Figure-1 - Bacillusstrain (Gram Staining)

M 1 2 3 4 5 6 7 8 9 10

1500 bp -

600 -

200 -
100 -

Lane-M - DNA marker,

Lane- 1 -Negative control

Lane-2 -Positive control ( genomic DNA )
Lane-3t0 10 -16S rRNA amplicon band
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Figure- 3 - Partial sequence of PCR product of 16SrRNA gene

a. sequence-1 b. sequence-2

(@)

ACGCGATAAGT AT CCCGCCT GEEGAGT ACGCACGCAAGT GTGAAACT CAAAGGAAT TGACGGEGEGEGECCCGACA
AGCGGTGGAGTATGTGGT TTAAT TCGATGCAACGCGAAGAACCT TACCAGECECT TGACATCCCTCGAATCCT
CTTGAAAGAGAGGAGT GCCT TCCEGAGCGAGGAGACAGGT GGT GCATGECTGT CGT CAGCTCGT GT CGT GAG
ATGTTGEGT TAAGT CCCGCAACGAGCGCAACCCACGT CCTTAGT TGCCAGCAT TGAGT TGEGECACTCTGGEEG
AGACT GCCGGEGACAACT CCGAGGAAGGT GTGGAT GACGT CAAGT CATCATGCCCCTTACGT TCTGGGCTAC
ACACGTACTACAAT GCTTCGGACAAAGGEGECAGCCAACTAGCGATAGT GAGCTAAT CCCATAAACCGAGGCAC
AGT TCAGAT TGCAGGCTGCAACT CGCCTGCATGAAGGAGGAAT CGCTAGT AAT CECCGGT CAGCATACGECG
GIGAATACGT TCCCGEEECCT TGT ACACACCGCCCGT CACACCAT GGGAGCATACGT CCTACGGGAGAAAGCA
GGGEGACCT TCGGEGECCT TGCGCTAT CAGAT GAGCCTAGGT CGGATTAGCTAGT TGGT GAGGTAATGECTCACC
AAGGCGACGAT CCGTAACT GGT CTGAGAGGATGAT CAGT CACACT GGAACT GAGACACGGT CCAGACTCCTA
CGGGAGGCAGCAGT GGGGAATAT TGGACAAT GGGCGAAAGCCT GATCCA

GCCATGCCCCGT GTGTGAAGAAGGT CTTCGGAT TGTAAAGCACT TTAAGT TGCGAGGAAGGEGECAGI TGCCTA
ATACGTAACTGITTTGACGT TACCGACAGAATAAGCACCGGECTAACT CTAACGCT GECGEECAGECCTACGGA
CGGGTGAGT AATGCCTAGGAAT CTGCCT GGTAGT GGEGEGATAACGCT CGGAAACGGACGCTAATACCGCATA
CGTCCTACGCGEGAGAAAGCAGGEEGACCT TCEEECCT TGCGCTAT CAGAT GAGCCTAGGT CGGATTAGCTAGT T
GGTGAGGTAAT GGCT CACCAAGGECGACGAT CCGTAACT GGT CTGAGAGGGATGATCAGT CACACTGGAACT G
AGACACGGT CCAGACT CCTACGCGEGAGGCAGCAGT GGGGAATAT TGGACAAT GGGCGAAAGCCT GATCCAGCC
ATGCCGECGT GT GT GAAGAAGGT CTTCCGATTGTAAAGCACT TTAAGT TGGGAGGAAGGT TAAGCACTCCGCC
TGGEGAGT ACGECCGCAAGGCT GAAACT CAAAGGAAT TGACGGEEGEECCCGCACAAGCGGT GGAGCATGT GGT
TTAATTCGAAGCAACGCGAAGAACCT TACCAGGT CTTGACAT CCTCTGACAACCCTAGAGATAGEECTTTCC
CCTTTCGCEEEGACAGAGT GACAGGT GGT GCATGGT TGTCGT CAGCTCGTGTCGT GAGATGT TGGGT TAAGTC
CCGCACGAGCGCAACCCTTTGATCTTAGT GCAGCATCAGTGECACCTCTA

AGGTGACTGCGT GACAACGAGAGGT GEGGAT GACGT CAATCATCATGCCCCT TATGACCT GGGCCTACAAGAG
AGT TGATCCTGGECT CAGGACGAACGCT GECGEECGT GCCTAATACAT GCAAGT CGAGCGGACAGAT GGGAGCT
TGCTCCCTGATGTI TAGCGGECGGACGEGT GAGT AACACGT GEGTAACCT GCCTGTAAGACT GGGATAACT CCG
GGAAACCGGEGEECTAATACCCGATGGT TGT TTGAACCGCATGGT TCAAACATAAAAGGT GGCTTCAGCAGTAG
GGAATCT TCCGCAAT GGACGAAAGT CTGACGCGAGCAACGCCCCGT GAGT GATGAAGGT TTTCGGATCGTAAA
GCTCTGITGI TAGGGAAGAACAAGT ACCGT TCGAAT AGGGCGGTACCT TGACGGT ACCTAACACAT GCAAGT
CGAGCGGECAGCACGEGTACT TGTACCT GGT GECGAGCGEG

(B)

AACGCT GECGECAGGCCTAACACAT GCAAGT CGAGCGGCAGCACGEGTACT TGTACCT GGT GECGAGCGECG
GACGGEGTGAGTAATGCCTAGGAAT CT GCCT GGTAGT GGGEGGATAACGCT CGGAAACGGACGCTAATACCGCA
TACGT CCTACCEGAGAAAGCAGGGEGACCT TCGEECCT TGCGCTAT CAGATGAGCCTAGGT CGGAT TAGCTAG
TTGGT GAGGTAATGGCT CACCAAGGCGACGAT CCGTAACT GGT CT GAGAGGGATGATCAGT CACACTGGAAC
TGAGACACGGT CCAGACT CCTACGEGAGGCAGCAGT GGEGAATAT TGGACAAT GGGCGAAAGEECEGT GECG
GGTGCTATAATGCAGT CGAGCGAAT CGAT GGGAGCT TGCT CCCT GAGAT TAGCGGCGGACGGEGT GAGTAACA
CGTGGGECAACCTGCCTATAAGACT GGGATAACT TCGGEGAAACCCGAGCTAATACCGGATACGI TCTTTTCTC
GCATGAGAGAAGATGGAAAGACGGT TTACGCT GT CACT TATAGAT GEGECCCGCEECECAT TAGCTAGI TGGT
GAGGTAAT GGCT CACCAAGGCGACGAT GCGT AGCCGACCT GAGAGGGT GATCGGECCACACT GGGACTGAGAC
ACGGCCCAGACT CCTACGEGAGGCAGCAGTAGEGAAT CTTCCGCAAT GGACGAAAGT CTGACGGAGCAACGC
CGCGTGAACGAAGAAGECCT TCEEGT CGTAAAGT TCTGT TGT TAGGGAAGT TACCAGGT CTTGACATCCTCT
GACAATCCTAGAGATAGGACGT CCCCT T CCEEEECAGAGT GACAGGT GGTGCATGGT TGTCGT CAGCTCGT G
TCGTGAGATGT TGEGT TAAGT CCCGCAACGAGCGCAACCCTTGATCTTAGT TGCCAGCATTCAGI TGGGCAC
TCTAAGGT GACT GCCGGT GACAAACCGCGAGGAAGGT GECGAT GACGT CAAATCATCATGCCCCTTATGACCT
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GGGCTACACACGT GCTACAAT GGACAGAACAAAGGCAGCGAAACCGCGAGGT TAAGCCAATCCCACAAATCT
GITCTCAGI TCGGAT CGCAGT CTGCAACT CGACT GCGT GAAGCT GGAAT CGCTAGT AAT CGCGGAT CAGCAT
GCCGCGGT GAATACGT TCCCGGEECCT TGTACACACCGCCCGT CACACCACGAGAGT TCGTAACACCCGAAGC
CGGTGAGGTAACCTTTTAGGAGCCAGCCGCCGAAGG

TGGGACAGATGATTGGGEGT GAAGT CGTAACAAGGTAACC

Figure- 4- Phylogenetic tree representing close homologs of
a. uncultured bacterial clone. b. Bacillus subtilis

(@)
?Uncultured bactertum partial 16S rRNA gene, clone A2 F8
& Unculturad bacterium partial 16S rRINA gene, clone A2 F4

@ Uncultured organisin clone SBXZ 2070 168 ribosomal RNA gene, par.
@ [ 9 =¥ bacteria | 5 leaves

Lo Uneutiured bacterim clone C3B_FE08 168 ribusomal RNA gene. parlial seq...

o @ Uncultured bacterium partial 16S rRINA gene. clone A2 G11
o el bacteria | 3 leaves
=@ cyanobacteria | 2 leaves
Q
1 0.01 I —alil] cyanobacteria and bacteria | 10 leaves
| 1 i
! -‘L-'lultiple organisms | 76 leaves
(b)
9 Bacillus subtilis gene for 16S ribosomal RNA, partial sequence, strain: RA43
o P Bacillus subtilis strain BS501a 168 ribosomal RNA gene, partial sequence
D Bacillus subtilis strain AS-4 16S ribosomal RINA gene. partial sequence
@ T “2Bacillus subtilis strain HB-1 168 ribosotnal RNA gene, partial sequence
! W firmicutes | 4 leaves
i .":\»:',_Ratillur-: sublihs sirain BC38 168 nbosomal RNA gene, pariial sequence
@3Bacillus sublilis strain BY-4 165 ribosomal RNA gene. partial sequence
< ©DBacillus subtilis strain SKC12 16S ribosomal RNA gene. partial sequence
I 0.002 I ©DBacillus sp. LS02 168 ribosomal RNA gene, partial sequence
‘Multip'.fe organisms | 89 leaves
Nikolcheva, L. G and F. Barlocher, 2004. Using Conclusion
taxon-specific primers study on demonstrated the o . _ . .
presence of these magjor fungal taxa and found Patterns of biofilm formation were investigated in
ascomycetes to be the main group of fungi Mayiluthu and Korai yar streams of Pachamalai
colonizing decaying leaves in streams. In contrast forest. From the results it was understood that a
rDNA approaches confirmed higher bacterial higher amount of particulate organic matter
species richness in the Pachamaai forested standing stock was found in the Mayiluthu stream
stream. channelFrom the tests conducted the isolate was

found to be Bacillus species and the obtained
dendrogram showed that there is a relation
between Bacillus subtilisstrain BS501A.
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ABSTRACT

Soil Actinomycetessecondary metabolites possess wide range of hdalbgactive compounds and are the potential sowifc
novel bioactive metabolites. Currenthctinomycetesemerged as an important source for bioactive abtproducts with
chemical diversity. In this stud@ctinomycetestrain was isolated from the Western Ghats regfdfarnataka and characterized
by the 16S rRNA gene sequence. The strain wasiifigehas Streptomycespecies. The strain was characterized for antioid
and antibacterial activity. The isolated strainibkbd broad spectrum of antibacterial activity imga Gram positive bacteri&(
aureusandB. subtili§ and Gram negative bacteri. (@aeruginosandE. coli). The ethyl acetate extract showed 86.6 % and 98
% of 2, 2-diphenyl-1-picrylhydrazyl (DPPH) and 2Z;&inobis-(3-ethylbenzothizoline-6-sulfonic aciddical scavenging assay
at 11 mg/ml and 8.25 mg/ml respectively. Howevarifigation and further characterization of bioaetimetabolites from
Streptomycespecies is required for their optimum utilizatiomwvards antibacterial and antioxidant purposes.

INTRODUCTION

Actinomycetes are a group of prokaryotic organisraknging to subdivision of the Gram-positive baetgphylum. Most of
them are grouped under subclass Actinobcteridaker okctinomycetales. The members of this orderchi@acterized by the
high G+C content which accounts about >55 mol%h@irtDNA (Stackebrandit al, 1997). These are one of the riches source of
important natural products especially antibiotige.far, approximately 10,000 antibiotics were régarand almost half of them
are produced by soil actinomycefgtseptomycefl azzariniet al, 2000). Bioactive metabolites produced from Streptoes have
high commercial value and important applicationfiiiman as well as livestock medicine and in agrical (Watveet al, 2001).
The biological active compounds produced by actiywetes are being used as antibiotics, immunosuggnésextracellular
hydrolytic enzymes, plant growth promoters, lytinzgmes, herbicides, insecticides, antitumor agemtd siderophores.
Approximately World's 80% antibiotics are obtaineg actinomycetes, majorly from genus Streptomyc®s Micromonospora
(Pandeyet al,2004).

Chemotherapy using antimicrobial agents has beleading cause for the rise of average life expastan the past Century.
However, infectious agents that have become residta antibiotic drug therapy are an increasing lipubealth problem.
Currently, about 70% of the bacteria which caugecions to humans in hospitals are resistant teast one of the drugs most
commonly used for treatment of infection causedtiigm. Certain organisms are resistant to all apmgfoantibiotics and
infections caused by these organisms can onlydagetd with experimental and potentially toxic drubise increase in antibiotic
resistance of bacterial will cause community aapliinfections and also causes morbidity (Bishal, 2009). Development of
antibiotic resistance in bacteria, as well as engnoincentives- has resulted in identification newtilsiotic strains of
actinomycetes in order to maintain a pool of effectrugs at all times (Stephen & Kennedy, 2011).

Free radicals and oxidants play a dual role as tmotie and beneficial compounds, since they caeitieer harmful or helpful to
the body. It has been implicated in the developn@nnany human diseases. A few of them includerigighinflammatory
diseases, kidney diseases, cataracts, inflammétowel disease, colitis, lung dysfunction, pancteatidrug reactions, skin
lesions and aging (Lakhtakét al,2011). They are produced either from normal c&taholismin situ or from external sources
(like pollution, cigarette smoke, radiation and meation). When an overload of free radicals camgratiually be destroyed, their
accumulation in the body generates a phenomentedoakidative stress. This process plays a majdripahe development of
several chronic and degenerative illnesses (Phayeitial., 2008).

Moreover, it has been shown that antioxidants aed fadical scavengers are crucial in the preverdfgathologies, in which
reactive oxygen species (ROS) or free radicalsrapdicated (Rathna Kala and Chandrika, 1993). Sstithantioxidants have
been used in stabilization of foods (Hagfi al, 2010). But their use is being restricted nowadagsause of their toxic and
carcinogenic effects (Kekudet al, 2010). Thus, interest in finding natural antioxitg without any undesirable effects has
increased greatly (Rechnet al, 2002).Oxidative stress is ultimately involved indethelial dysfunction, a condition which is
evident in adults suffering from various cardiougac diseases including thalassemia (Shinar andhiRiewitz, 1990; Hebbel,
1990; Grinberg et al, 1995). Antioxidant and othepportive therapies protect red blood cells agairglant damage (Filburn,
2007; Kukongviriyapan et al, 2008). It is well knowhat the generation of free radicals happensusecaf microbial infection
which leads to DNA damage (Maeda and Akaike, 1998Yhe present study, we point out biological \dtis of secondary
metabolites produced by actinomycetes in effoddmbat infectious diseases.

MATERIALSAND METHODS
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Soil sampling and pretreatment: Soil samples were collected from forest areas oftéfa Ghat region of Karnataka and
Kerala. Each collection will be made from 10-15 dapth of the soil. These were air-dried for 1 wemlkshed and sieved. The
sieved soils were then used for actinomycetestisola

Isolation of Actinomycetes; Each sample were air-dried at room temperatureuta®s + 2 °C) for 5 to 7 days and then ground
in a mortar and used for further study. Dilutionhrique was used to isolate actinomycetes fronstlilesamples. Soil samples
were serially diluted with sterile 0.9% (w/v) salisolution to give final concentrations of4énd 10°. Using a sterile glass rod,
the soil suspensions were spread onto sterile @lyésparagine Agar (GAA). All plates were incubdit 28 °C for 7days.
Characterization of actinomycetes: The isolated actinomycetes were characterized hyhaobogical and biochemical methods.
Morphological characterization was done by macrp&cand microscopic methods. Microscopic charazé¢ion was carried out
by cover slip culture method (Kawato and Sinob, 2%y observing mycelium structure, color and mgeament of conidiospore
and arthospore on the mycelium through the oil imsio@ (100X). The observed morphological charactesee compared with
Bergey's manual of determinative bacteriology drelisolate was characterized.

Screening for antimicrobial activity: Antimicrobial activities of isolates were testecelpminarily by cross streak method on
Nutrient Agar plates (Egorov, 1985). Actinomyceisslates were streaked across diameter on nutdgat plates. After
incubation at 28 °C for 6 days, 24 hrs culturegest organisms were streaked perpendicular togh&al strip of actinomycetes
culture. All plates were again incubated at 37 8C24 hrs and zone of inhibition was measured.

Extraction of antimicrobial compounds. The antibacterial compounds were isolated from db@nomycetes isolates by
following Westleyet al, 1979 and Liuet al, 1986 method with slight modifications. The seldcttagonistic actinomycete
isolates were inoculated into Yeast Extract Maltr&st (YEME) broth, and incubated at 28 °C in ak&ng200-250 rpm) for
seven days. After incubation the broths were fitiethrough Whatman No.1 filter paper. To the celtfiitrate, equal volume
ethyl acetate was added and shaken vigorously far for the extraction of antimicrobial compoundeTethyl acetate extract
was evaporated to dryness in rotary flash evapordtoe extracts were tested for their antimicrolaietivity by well diffusion
method (Seret al, 1995) against the test pathogens. The antimicrefffiaacy was assessed by measuring the zonehddifion
after 24 hrs of incubation.

DETERMINATION OF ANTIOXIDANT ACTIVITY:

DPPH scavenging activity: DPPH scavenging activity of the EA extract was daieed by the method of Manjunatlea al,
2013 with slight modifications. 100 pM methanol HPBolutions were mixed with different concentratioof EA extract.
Ascorbic acid (standard) was used as positive obrithe tubes were incubated at room temperatudarik for 30 min and the
optical density was measured at 517 nm. The absoebaf the control, DPPHe alone (containing no dajppvas also noted
(Khalaf NA, 2008). The percentage of radical scaueg activity of the extract against the stable BIP®as calculated using
following equation:

% DPPHe Scavenging activity = [fhoi - Asampid/ Acontrot X 100

ABTS scavenging activity: To generate ABTS radical cation, 50ml of 2mM ABTi®&l&@.3mL of 17mM Potassium persulfate
were mixed together and incubated in the dark @18 h to develop Prussian blue colored -ABTS-+ temiuwhich has an
absorption maxima at 734nm [Re et al., 1999)] determine scavenging activity of extracts ofedi#nt concentrations was added
to 1.6ml of ABTS' solution. The absorbance was measured at 734m@m 2t minutes at room temperature. All readingsewer
performed in triplicates and the free radical soaueg activity was calculated from equation:

% ABTS Scavenging activity = [Bnirol - Asampid/ Acontrol X 100

Molecular characterization of actinomycetes strain by 16S rDNA sequence: The actinomycetes strain was grown at 30 °C for
5 days in shake flasks, containing 100 ml of ISR&lium (4 g/l yeast extract, 10 g/l malt extraal dng/l glucose). Mycelium
was obtained by centrifugation and washed twicén Witdistilled water. Approximately, 200 mg of myicen were used for
genomic DNA extraction as follows: the sample wapersed in 800 ml of the lysis solution (100mMsHACI, pH 7.4, 20mM
EDTA; 250mM NacCl; 2% SDS; 1 mg/ml; lysozyme; 100 D), added with5 ml of RNase (50 mg/ml) and incubae37 °C
for 60 min. Then 10 ml of proteinase K solution (@@/ml) were added, and the lysis solution wascgdated at 65 °C for 30
min. The lysate was extracted two times with anaégolume of phenol, centrifuged and then re-ex&aavith chloroform (v/v)

to remove residual phenol. DNA was precipitatedaolgling NaCl (at a final concentration of 150 mMYaa volumes of
95%cool ethanol. After centrifugation, the DNA wasaned with 50 ml of ethanol 70%, centrifuged, #rah re-suspended in 50
ml of TE buffer (10mM Tris-HCI, pH 7.4; 1mM EDTA, Hp 8.0). The DNA purity and quantity were checked by
spectrophotometer at 260 and 280 nm.

PCR amplification of the 16S rDNA of actinomycetestrain was performed using two primers: 27f (50-
AGAGTTTGATCCTGGCTCAG-30) and 1492r (50-GGTTACCTTGATGACTT-30). The 16S rDNA was amplified by PCR
using Promega kit. The final volume of reaction tuig of 50 ml contained 1X PCR buffer (L0mM Tris-H{80mM KCI, pH 9.0

at 25 °C), 1.5mM MgGl 200 mM of each dNTP, 1mM of each primer, 1.25f0aq DNA polymerase and 500ng of template
DNA. The amplification was performed according he following profile: an initial denaturation step 98 °C for 3 min, after
which Tag DNA polymerase/as added, followed by 30 amplification cycle9df°C for 1 min, 52 °C for 1 min and 72 °C for 2
min, and a final extension step of 72 °C for 10 .mihe PCR product was detected by agarose gelr@bdaresis and was
visualized by UV fluorescence after ethidium broengdaining.

The PCR products obtained were submitted to Gerioxpeess for sequence determination. The same @iagrabove and an
automated sequencer were used for this purposesédieence determined was compared for similaritgl levith the reference
species of bacteria contained in genomic databasksb using the NCBI Blast available at the nchiHmih.gov Web site.
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RESULTS
Cultural characteristics and Microscopic study:
The actinomycetes isolate was hamed as SBR1 (&) cdlony characteristics of the isolate were sulidie the GAA, Inorganic
salt-starch agar (ISSA) and Oat Meal Agar (OMA) rmedhe growth was good on GAA and ISSA whereasaraté growth
was observed on OMA. The color of substrate andlagrycelium varied in different media. The organiproduced colonies of
3 mm diameter, white colony with secondary blackahslites, blue pigmentation, greys at centre aadi fton GAA with
inhibition of neighboured colony, on oat meal aijgroduced colony with poor growth, 3 mm diamet@eam colored spores
with entire and umbonate margin, on ISSA colonieenlight cream colored entire, elevated margimdggrowth, outer
periphery shows ring of spores. The organism wasngpositive and positive for starch hydrolysis, etashydrolysis and
lecithinase and lipase production, negative foatjeé hydrolysis, citrate utilization. Based on ptoslogical biochemical and on
characterization of the organism it was shown t&treptomycesp.

Table 1: Cultural characteristics of SBR 1(1)

Media Growth Substrate mycelium Aerial mycelium fDéible pigment
GAA Good Grey White Blue

OMA Moderate Grey Cream

ISSA Good Grey White

Preliminary antibacterial activity and MIC: A total of 7 isolates were recovered from the soil samplelsth&l isolates were
subjected for cross streak method in order to asaatagonistic property against gram negative aadgositive bacteria.
Presence of clear zone or reduced growth of testelia near the growth of actinomycetes was consil@s positive for
antagonistic activity. All the isolates were potenbugh to inhibit at least one of the test baate8BR 1(1) showed prominent
inhibition of test bacteria in cross streak techigso it was selected for further study.
The antibacterial efficacy of the ethyl acetateaottof SBR 1(1) is studied using 3 Gram positiud 28 Gram negative bacteria.
It was observed that extract was having broad sgcantibacterial activity inhibiting both Gram jtbee and Gram negative
bacteria. The study of MIC has shown that MIC diybticetate extract was <25 g for Gram positivetdaéa 8. subtilisandS.
aureus and 75 pg for Gram negative bactefa ¢ol) (Table 2 & 3; Figure 1).
Table 2: Antibacterial activity of ethyl acetateraxct of isolate SBR 1(1)

Zone of inhibition in cm

Standard
SBR 1(1) (Streptomycin 10 pg)) DMSO

Test Bacteria

B. cereus 2.6 2.0 0.0
E. coli 2.0 1.1 0.0
B. subtilis 2.7 1.9 0.0
S. aureus 2.5 2.4 0.0
P. putida 1.0 1.3 0.0
Table 3: Minimum Inhibitory Concentration (MIC) efhyl acetate extract of isolate RHC-1
Test bacteria MIC for ethyl acetate extract ofaselSBR 1(1) Zone of Inhibition in cm
Concentration Standard 10 pg 254ug 50ug  75/ug p00
E. coli 2.5 - - 1.1 1.3
B. subtilis 1.2 1.5 1.7 1.8 1.9
S. aureus 1.8 1.2 1.4 1.5 1.7

Figure 1: MIC fo ethyl acetate extract of RHC-1
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Screening of antioxidant activity:

DPPH Radical Scavenging Assay: Study of DPPH scavenging ability of the extract\wsbd that ethyl acetate extract has free
radical scavenging ability but the activity of eadt is less when compared with the ascorbic aeiddsird. DPPH scavenging
studies have revealed that the extract possess&%o8&avenging ability at a concentration of 11 migdnd the DPPH free
radical scavenging ability of the extract was ddspendent (Figure. 2).

DPPH Scavenging activity of ascorbic acid DPPH Scavenging activity of SBR 1(1)
85.6
.90 100
o 86.6
g 80 w 0
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Figure 2: Antioxidant activity of ethyl acetate eadt of SBR 1(1)

Assay of ABTS scavenging activity: ABTS scavenging studies have revealed that thel etgtate extract of SBR 1(1) is
capable of scavenging the ABTS radical efficienBwut ability of the extract is less when comparethwscorbic acid standard.
The ethyl acetate extract had 98% scavenging &ctati a concentration of 8.25 mg/ml. Even ABTS fradical scavenging
ability of the extract is also dose dependent (FEd).

Molecular characterization by 16SrDNA sequencing: Through 16S rDNA sequence analysis, an amplifiagrfrent of 747 bp
was obtained and compared with sequences of tlegerefe species of bacteria contained in genomigbdae banks. The
similarity level ranged from 96.3% to 97.8% withregitomyces species 13636G having the closest mabkehphylogenetic tree
obtained by applying the neighbor joining methodlisstrated in Fig. 8. The sequence results foRSE®1) as follows:
GGCGTTTTTTCGCTCTCAGCGTCAGTAATGGCCCAGAGATCCGCCTTCGC
CACCGGTGTTCCTCCTGATATCTGCGCATTTCACCGCTACACCAGGAATT
CCGATCTCCCCTACCACACTCTAGCTAGCCCGTATCGAATGCAGACCCGG
GGTTAAGCCCCGGGCTTTCACATCCGACGTGACAAGCCGCCTACGAGCTC
TTTACGCCCAATAATTCCGGACAACGCTTGCGCCCTACGTATTACCGCGG
CTGCTGGCACGTAGTTAGCCGGCGCTTCTTCTGCAGGTACCGTCACTTGC
GCTTCTTCCCTGCTGAAAGAGGTTTACAACCCGAAGGCCGTCATCCCTCA
CGCGGCGTCGCTGCATCAGGCTTTCGCCCATTGTGCAATATTCCCCACTG
CTGCCTCCCGTAGGAGTCTGGGCCGTGTCTCAGTCCCAGTGTGGCCGGTC
GCCCTCTCAGGCCGGCTACCCGTCGTCGCCTTGGTAGGCCATTACCCCAC
CAACAAGCTGATAGGCCGCGGGCTCATCCTTCACCGCCGGAGCTTTCAAC
CCCGTCCCATGCGGAACAGAGTATTATCCGGTATTAGACCCCGTTTCCAG
GGCTTGTCCCAGAGTGAAGGGCAGATTGCCCACGTGTTACTCACCCGTTC
GCCACTAATCCACCACCGAAGCGGCTTCATCGTTCGACTTGCATGTGTTA
AGCACGCCGCCAGCGTTCGTCCTGAGCTGTTTTAAAAACTTAAAAAC.FATA
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Figure 3:
Phylogram based on 16S rDNA sequences showingtatans between strain SBR 1(1) and type spediteaqenus
Streptomyces
DISCUSSION

Western Ghats of India are the less explored ragfon actinomycetes diversity and this study haswshthat Western Ghats
contain diverse species producing the antibiotie Plant root primarily determines the nature amgnaance of the rhizosphere
soil microflora, when conditions affect root growdh metabolism, it will be reflected in quantitatiand qualitative changes in
microbial populations of rhizosphere. Converselicrobial communities can affect rooting patterrisnslate and promote plant
root growth (e.g., release of hormones, neutraizoxic substances, etc.), and influence the supplgvailable nutrients for
plant uptake. Microbial turnover of rhizo-deposfilays an important role in carbon flow through sdiRathna Kala and
Chandrika, 1993; Rechner et al, 2002; Behal, 26@¥kuda et al., 2010]. Actinomycetes are an impartdass of bacteria and
constitute one of the important groups of the rbjeere microflora. Members &treptomycesre most abundant in soil and
accounts for about 90% of actinomycetes isolatethfsoil [Shinar and Rachmilewitz, 1990; Rathna Kaid Chandrika, 1993;
Khamna et al., 2009;]. In the present study, weeh@covered 07 actinomycetes isolates from a rplzere soil collected at
Western Ghats of Karnataka. All the isolates welgested to primary screening for antibacteriaivétgtby cross streak method.
This dual culture method is widely used to scréenability of actinomycetes strains to producenaittiobial metabolites [Shinar
and Rachmilewitz, 1990, Hebbel et al., 1990; Keketlal., 2012]. Out of 07 isolates, all the 7 isedahave shown inhibition of
all test bacteria. We have selected a potent s@&R 1(1) which inhibited both gram positive ané®@ negative bacteria. The
characterization of SBR 1(1) revealed that theatsols aStreptomycespecies. The life cycle of Streptomycetes provi8les
distinct features for microscopic characterizatimmely vegetative mycelium, aerial mycelium barahgins of spores and the
characteristic arrangement of spores and the spoi@mentation. The latter two features produce rd@inostic information
[Kukongviriyapan et al., 2008, Filburn et al., 2Q0Details on cultural and microscopic charactérsstogether with biochemical
properties assisted the researchers to classifyoacycetes as members of the ge®ieeptomycesMany studies have been
carried out where the actinomycetes isolates wagatified as species &treptomycebased these properties or characteristics
(Ceylanet al, 2008; Pham-Huyet al, 2008; Grinberg, 1995; Maeda and Akaike, 1998;rdgfét al, 2007; Sahin and Ugur,
2003). In the present study, the cultural and nsicopic characteristics of the isolate SBR1(1) weoasistent with its
classification as a member of the geBtieptomyces

The members ofStreptomycesan be distinguished from other sporing actinomgsetbased on morphology and hence
morphology plays an important role in the Antimigial agents play an indispensable role in decrgasiarbidity and mortality
associated with infectious diseases caused byrmdiengi, viruses and parasites. However, saleqiressure exerted by the use
of antimicrobial drug became the major driving ®itmehind the emergence and spread of drug-resisfaatbogens. In addition,
resistance has been developed in pathogens adtangiry of major class of antimicrobial drugs, wagyin time from as short as
1 year in case of penicillin to >10 years in caB¥ancomycin (Jeffreyet al,2007). This alarming situation necessitated seafch
new bioactive compounds capable of acting agaiaghqgens in particular drug resistant pathogenss Well known that
microorganisms, in particular bacteria and fung an unexhaustible source of natural compoundsnfaséveral therapeutic
applications. In the present study, it was fourat tioth Gram positive bacteria and Gram negatiwtebia were susceptible to
high extent (Singlet al, 2006; Pandegt al, 2004).

Free radicals are chemical species containing ongoce unpaired electrons that make them highlyalohs and cause damage to
other molecules by extracting electrons from tharorder to attain stability. In recent years muttbrdgion has been devoted to
natural antioxidant and their association with trebenefits (Aliet al, 2008).

DPPH is a stable, organic and nitrogen centereslriadical, it has absorption maximum band arourst%A8 nm (517 nm) in
alcoholic solution. It accepts an electron or hgenmo atom and becomes a stable diamagnetic molétubeigh a number ah
vitro assays have been developed to evaluate radicadrsgiag activity of compounds, the model of scaveggdf the stable
DPPH radical is one of the widely used protocolse €ffect of antioxidants on scavenging DPPH rddscdue to their hydrogen
donating ability. In this assay, the antioxidanesluce the purple colored DPPH radical to a yelloMored compound
diphenylpicrylhydrazine, and the extent of reactisii depend on the hydrogen donating ability o€ tantioxidants. In the
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present study, a decrease in the absorption of DgtiRkion in the presence of various concentratadrethyl acetate extract was
measured at 517 nm. It was observed that the fagie@enging activities of extract and ascorbiddntreased on increasing
concentration. The scavenging effect of ethyl deetxtract was much lesser when compared with biecacid. Although the
scavenging abilities of extract was lesser, it wailent that the extracts showed hydrogen donatbility and therefore the
extract could serve as free radical scavengerisigagossibly as primary antioxidants (4fi al, 2008).

The ABTS radical cation decolorization assay is ohthe methods for the screening of the antioxidentivity (Reet al, 1999).
Therefore, the ABTS radical scavenging activitytlué ethyl acetate extract was determined. Thetsesuicated that the ethyl
acetate extract showed a lesser tendency to deBays Aadicals at low concentrations of reaction thaimigh concentrations
(Fig. 6). The extract scavenged ABTS radicals aoacentration-dependent manner. The ABTS antioxidasay, also known as
the Trolox equivalent anti-oxidant capacity (TEA&ysay, assesses the total radical scavenging tapadhe plant extracts.
This is determined through the ability of theserastis to scavenge the long-lived specific ABTS cattation chromophore in
relation to that of Trolox, the water-soluble ample of vitamin E [Zhong et al., 2011].

The antioxidant activities of recognized antioxittahave been attributed to various mechanismsudity the prevention of
chain initiation, binding of transition metal iomtalysts, decomposition of peroxides, preventiomyafrogen abstraction, and
radical scavenging [Diplock, 1997].

According to the results of the DPPH radical-scaueq assay and ABTS radical-scavenging assay, stfaand that the isolate
SBR 1(1) had antioxidant abilities.

CONCLUSION:

In this study, the results have suggested thah@muiycetes isolate RHC-1 has closely related witepfomyces spp. 13636G,
having the capability to show antimicrobial andiexilant activity and the present study highligtte necessity of further
researches towards the goal of searching for rmwaktive compounds from less explored regions\Wikestern Ghats.
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