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ABSTRACT: The Internet of Things (IoT) has not been around for very long. Advances in information and 

communication technologies have led to the emergence of internet of things. The Internet of Things had evolved into a 

system using multiple technologies, ranging from the Internet to wireless communication. The usage of IoT 

technologies brings convenience of physicians and patients, since they are applied to various medical areas. The recent 

advances in wireless sensor networks and embedded computing technologies, miniaturized pervasive health monitoring 

devices have become practically feasible. The body sensor network (BSN) technology is one of the core technologies 

of IoT developments in healthcare system, where a patient can be monitored using a collection of tiny-powered and 

lightweight wireless sensor nodes. In addition to that of monitoring and analysis of physiological parameters, the 

recently proposed Body Sensor Networks (BSN) incorporates context aware sensing for increased sensitivity and 

specificity, but development of the body sensor network (BSN) technology in healthcare applications without 

considering security makes patient privacy vulnerable. At the specification, we mainly concentrate on the major 

security requirements in BSN-based modern healthcare system. Subsequently,  the propose of a secure IoT-based 

healthcare system using BSN called BSN-Care, in which it can efficiently accomplish the security requirements. 

 

KEYWORDS: BSN, data privacy, data integrity, authentication. 

 

I. INTRODUCTION 

The last few decades have witnessed a steady increase in life expectancy in many parts of the world leading to 

a sharp rise in the number of elderly people. A recent report from United Nations predicted that there will be 2 billion 

(22% of the world population) older people by 2050. In addition, research indicates that about 89% of the aged people 

are likely to live independently. However, medical research surveys found that about 80% of the aged people older than 

65 suffers from at least one chronic disease causing many aged people to have difficulty in taking care of themselves. 

Accordingly, providing a decent quality of life for aged people has become a serious social challenge at that moment. 

The rapid proliferation of information and communication technologies is enabling innovative healthcare solutions and 

tools that show promise in addressing the aforesaid challenges. Now, Internet of Things (IoT) has become one of the 

most powerful communication paradigms of the 21th century. In the IoT environment, all objects in our daily life 

become part of the internet due to their communication and computing capabilities.  

IoT extends the concept of the Internet and makes it more pervasive. IoT allows seamless interactions among 

different types of devices such as medical sensor, monitoring cameras, home appliances so on. Because of that reason 

IoT has become more productive in several areas such as healthcare system. In healthcare system, IoT involves many 

kinds of cheap sensors (wearable, implanted, and environment) that enable aged people to enjoy modern medical 

healthcare services anywhere, any time. Besides, it also greatly improves aged peoples quality of life. The body sensor 

network (BSN) technology is one of the most imperative technologies used in IoT-based modern healthcare system. It 

is basically a collection of low-power and lightweight wireless sensor nodes that are used to monitor the human body 

http://www.ijircce.com/
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functions and surrounding environment. Since BSN nodes are used to collect sensitive (life-critical) information and 

may operate in hostile environments, accordingly, they require strict security mechanisms to prevent malicious 

interaction with the system. In this article, at first we address the several security requirements in in BSN based modern 

healthcare system. Propose of a secure IoT based healthcare system using BSN, called BSN-Care, which can guarantee 

to efficiently accomplish those requirement. 

 

II. LITERATURE SURVEY 

 

David Malan et al [1] propose the completion of an initial design of CodeBlue and prototypes of several of the 

components described herein. The pulse oximetry method has been completed and development of an ECG mote is 

currently underway. The use of an adaptive spanning-tree multi-hop routing algorithm, based on the Tiny OS Surge 

protocol, and the incorporation of a dynamic transmission power scaling to minimize interference. A lightweight public 

key infrastructure based on elliptic curve cryptography is currently being tested. A sophisticated programming model 

using abstract regions for routing, data sharing, and aggregation has also been developed. The disadvantages are i) 

Communication challenges: The first challenge is secure, reliable, ad hoc communication among groups of sensors and 

mobile, handheld devices. ii) Computational challenges: Sensor nodes have very limited computational power, and 

traditional security and encryption techniques are not well-suited to this domain. 

       Jason W.P.Ng et al [2] describes the ubiquitous monitoring system is presented for continuous monitoring of 

patients under their natural physiological states. The system provides the architecture for collecting, gathering and 

analyzing data from a number of biosensors. Particularly, the concept of BSN node is implemented which could form 

the basis for wireless intelligent modules for wearable and implantable sensors. In addition to the physiological 

parameters, the context awareness aspect is also included in the system to enhance the capturing of any clinical relevant 

episode. The demerit is the issues in the development of wearable/implantable sensors in BSN 

Sideny Katz et al [3] propose the Index was originally derived from observations of old people with fracture of the hip, 

it was necessary to determine whether it could be applied to others as well. Observations of 1,001 individuals, to date, 

supported the original finding of an ordered relationship and demonstrated wide applicability. Of the 1,001 people, 

96% could be classified by the Index (Table 3). Ninety per cent were 40 years old or older, and more than 60% were 60 

or over. Most had more than one chronic disease. The primary clinical diagnoses associated with ADL disability were: 

fracture of the hip (250 persons), cerebral infarction (239), multiple sclerosis (138), arthritis ( 60 ), malignancy ( 30 ), 

cardiovascular dis¬ ease exclusive of cerebral infarction (38), and amputation, paraplegia, or quadriplegia (67). In 38 

other patients, the diagnoses were: cerebral palsy, Parkinson's disease, amyotrophic lateral sclerosis, peripheral 

neuropathy, or other neurological disease. Less commonly, primary diagnoses included such chronic diseases as 

asthma, emphysema, diabetes, blindness, cirrhosis, alcoholism, malnutrition, and obesity.The problem is they are not 

able to keep the track of chronic diseases. 

       Rajiv Chakravorty et al [4] describes the vast opportunity in the „point-of-care‟ access and the capture and 

transmission of patient information will continue to drive the healthcare industry towards increased mobility. The 

importance is in the shifting awareness that mobility in healthcare settings increasingly refers to – the mobility of 

sensor/actuator devices, the healthcare providers (health „outsourcing‟) and of the patient (users) themselves. MobiCare 

leverages the point-of-care patient access to offer important benefits like quality healthcare, a programmable service 

architecture, flexible service composition and a full-scale medical systems integration. MobiCare is an ongoing project 

and much work remains to be done. Besides a proof-of-concept prototype, there is a process of investigating other long-

term, challenging research problems in MobiCare including the body sensor network security, reliable and secure 

sensor code updates and upgrades, the potential legal hurdles involved and the privacy issues that arise with dynamic 

remote code updates. The disadvantage is it is not reliable and secure. 

Arun Kumar et al [5] elaborates the presentation of the first experimental evaluation of prominent device pairing 

methods. Results show that some simple methods (e.g., Visual Number and Image Comparison) are quite attractive 

overall, being fast and secure as well as acceptable by users. They naturally appeal to settings where devices have 

appropriate-quality displays. HAPADEP variant seems to be preferable for more constrained devices: it is fast, error-

free and requires very little user intervention. LED Button or Vibrate-Button are best-suited for devices lacking screens, 

speakers and microphones. The demerit is user evaluation for each method is not yet done. 

 

http://www.ijircce.com/


    
                    

                    ISSN(Online): 2320-9801 

       ISSN (Print):  2320-9798                                                                                                                                 

International Journal of Innovative Research in Computer 

and Communication Engineering 

(An ISO 3297: 2007 Certified Organization) 

Website: www.ijircce.com 

Vol. 5, Issue 6, June 2017  

 

Copyright to IJIRCCE                                                             DOI: 10.15680/IJIRCCE.2017. 0506044                                       11300      

   

III. PROPOSED METHODOLOGY AND DISCUSSION 

 

A. METHODOLOGY 
      Body Sensor Network (BSN) allows the integration of intelligent, miniaturized low-power sensor nodes in, on or 

around human body to monitor body functions and the surrounding environment. Generally, BSN consists of in-body 

and on-body sensor networks. An in-body sensor network allows communication between invasive/implanted devices 

and base station. On the other hand, an on-body sensor network allows communication between non-invasive/wearable 

devices and a coordinator. Each sensor node is integrated with bio-sensors such as blood pressure sensor, motion 

sensor, ECG etc. 

 
      Fig.1: Hardware connections 

 

i. Data Collection 

      Sensors collect the physiological parameters and forward them to a coordinator called Local Processing Unit 

(LPU), which can be a portable device such as PDA, smart-phone etc. The LPU works as a router between the BSN 

nodes and the central server called BSN-Care server, using the wireless communication. When the LPU detects any 

abnormalities then it provides immediate alert to the person that wearing the bio-sensors. When the BSN-Care server 

receives data of a person (who wearing several bio sensors) from LPU, then it feeds the BSN data into its database and 

analyzes those data. Subsequently, based on the degree of abnormalities, it may interact with the family members of the 

person, local physician, or even emergency unit of a nearby healthcare center.  

ii. Lightweight Anonymous Authentication Protocol 

The division of all security requirements (mentioned above) into two parts: network security, and data security. 

Network security comprises authentication, anonymity, and secure localization. On the other hand, data security 

includes data privacy, data integrity, and data freshness. Now, to the best of the knowledge there is no two-party 

authentication protocol which can achieve all the aforesaid properties of the network security. Hence, in order to 

achieve all the network security requirements a lightweight anonymous authentication protocol is used. Subsequently, 

to accomplish all the data security requirements we adopt OCB authenticated encryption mode. 

In BSN-Care system, when a LPU wants to send the periodical updates to BSN-Care server, then the server 

needs to confirm the identity of LPU using a lightweight anonymous authentication protocol. In this section we 

describe our anonymous authentication protocol in details. The proposed authentication protocol consists of two 

phases: In Phase 1, the BSN-Care server issues security credentials to a LPU through secure channel, this phase is 

called registration phase. The Phase 2 of the proposed authentication protocol is the anonymous authentication phase, 

where before data transmission from the LPU to BSN-Care server, both the LPU and the server will authenticate each 

other. So, the objective of our proposed lightweight authentication scheme is as follows: 

 To achieve mutual authentication property. 

 To achieve anonymity property. 

 To achieve secure localization property. 

 To defeat forgery attacks. 

 To reduce computation overhead. 
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IV. RESULT ANALYSIS 

 

In the proposed work the Sensors are used to monitor elder people‟s body status and surrounding environment. 

The Elder people can be in touch with the family, doctor or care taker from remote place. During abnormal condition 

Automatic alert is sent to the family, doctor or care taker and automatic Control of the home appliances is achieved 

based on the body condition. 

The data are collected using different sensors fig.1. The fig.2 describes the data stored in Android application, 

where P represent the Pulse, T represent Temperature, AS represent movement of object and CO represent the gas level 

of the environment. The predefined threshold level is fixed for pulse, temperature and toxic gas of the surrounding, if 

the values of any one of the mentioned point crosses the threshold value immediately message will be sent to the 

doctor, family members and to nearby hospital along the patient name, contact number and location as shown in fig.3 

 

 
               

Fig.2: Data Stored In Android App                                      Fig.3: Message Intimation 

. 

V. CONCLUSION 

The security and the privacy issues in healthcare applications using body sensor network (BSN). 

Subsequently, found that even though most of the popular BSN based research projects acknowledge the issue of the 

security, but they fail to embed strong security services that could be preserve patient privacy. Finally, the proposed 

system has a secured IoT based healthcare system using BSN, called BSN-Care, which can efficiently accomplish 

various security requirements of the BSN based healthcare system. 
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Abstract—In recent past, the current Internet architecture has 

many challenges in supporting the magnificent network traffic. 

Among the various that affect the quality of communication in 

the massive architecture the challenge in maintaining congestion 

free flow of traffic is one of the major concerns. In this paper, we 

propose a novel technique to address this issue using cross layer 

paradigm based on stochastic approach with extended 

markovian model. The cross layer approach will bridge the 

physical layer, link layer, network layer and transport layer to 

control congestion. The resource provisioning operation will be 

carried out over link layer and the mechanism of exploring the 

congestion using stochastic approach will be implemented over 

the network layer. The Markov modeling is adopted to identify 

the best routes amidst of highly congested paths and it is carried 

out at the transport layer. An analytical research methodology 

will be adopted to prove that it is feasible to develop a technique 

that can identify the origination point of congestion and share the 

same with the entire network. It is found that this approach for 

congestion control is effective with respect to end to end delay, 

packet delivery ratio and processing time. 

Keywords—Distributed Network System; cross layer; 

congestion; Traffic Flow; Rate Control Metric 

I. INTRODUCTION 

Internet plays a vital role in dissemination of knowledge 
and servicing seamless and ubiquitous communication in the 
present era. With the advancements in technologies like cloud 
computing and optical network, offering high speed data 
delivery, data storage and retrieval is not an impossible task [1] 
yet, there is still a problem with the existing internet 
architecture. A closer look into the existing internet 
architecture revels that it is packed with various complexities 
Viz. incompatible in allowing connectivity with heterogeneous 
networks and its respective protocols, operating with various 
distributed networks [2][3]. The existing internet design 
principles can only permit networking with less complexity in 
its routing and communication process. These principles are 
not scalable for the requirement of the future internet 
architecture. The reason behind this is untrusted 
communication, more customer-oriented user environment, 
availability of many commercial network operators, data-
centric utilities, and the worst part is intermittent connectivity 
[4]. Another challenging problem is its inclination towards 
Internet Protocol (IP) paradigm that makes it suitable for static 
internet users but not for mobile internet users. Therefore, 
whenever an application meets heterogeneity, it introduces a 
great deal of challenges for the network-based architecture and 

at the same time, it also leads to significant problems of 
resource allocation that can potentially affect the quality of 
performance. The connection technique of this architecture is 
characterized by one-to- many and many-to-many connections 
and also supports smart virtualization process. The significance 
of user-based participation is quite high with compatibility of 
multi-hop transmission scheme [5]. Unfortunately, none of the 
above mentioned schemes are present even to a lesser extent in 
the existing internet architecture. 

The present paper deals with the problems related to 
congestion control in future internet architecture.  Although 
understanding the user-behavior over traffic and predicting it is 
an NP(nondeterministic polynomial time) hard problem, there 
are studies existing in past that has already focused on 
congestion control mechanism but less evidence of studies  
have focused towards congestion control in future internet 
architecture.  Essentially, this is built over three components 
viz. service, architecture and infrastructure. The next problem 
is interoperability. Given a scenario of multiple and 
heterogeneous network, it is a challenging task to process the 
control messages. This phenomenon is definitely a big 
impediment towards congestion.  The next issue is for a given 
congestion over the dynamic network, it is quite challenging to 
maintain a balance between identifying the point of congestion 
and processing heterogeneous control messages. Hence, it can 
be said that it is quite a difficult task to identify and mitigate 
the level of congestion in this architecture. 

This paper presents a joint algorithm that incorporates cross 
layered mechanism with stochastic approach and Markov 
modeling to mitigate the potential issues of congestion in 
massive distributed system (future internet architecture). 
Section II reviews the existing literature for congestion control. 
The motivation and problem identification is discussed in 
section III. Section IV deal with the proposed study and its 
significant contribution. The algorithms that are implemented 
to attain the goals are presented in section V. The results of the 
proposed study are analyzed in Section VI. The concluding 
remarks are discussed in section VII. 

II. RELATED WORK 

The existing research in this area is reveled here. 

Gholipour et al. [6] have carried out an investigation on 
congestion problems in sensor network. The working principal 
of the sensor network operate with distributed algorithm. Here 
the authors discussed a technique based on cost metric. The 
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results were compared with respect to energy and packet. 
Efthymiopoulos et al. [7] have presented a study on congestion 
minimization pertaining to real-time streaming. The authors 
have introduced a technique that can provide traffic 
management in different domains of the network based on the 
bandwidth. The system is purely made for the internet-based 
peer-to-peer traffic. Jose et al. [8] have presented a congestion 
minimization technique that evaluates the rate of 
communicating signals in highly distributed manner. The 
outcome of the study was evaluated with respect to 
transmission rate and found that it offers better rate control 
mechanism for minimizing the congestion. Zaki et al. [9] have 
presented a solution towards mitigating congestion that is 
witnessed over highly unpredictable mobile networks. The 
authors tested their finding over the continuous date occurred 
on 3G network. The outcome of the study was evaluated with 
respect to throughput and delay to find that proposed system 
offers better resiliency for internet-based congestion.  Ichrak et 
al. [10] have also investigated the problems of congestion in 
TCP-IP(Transmission Control Protocol/Internet Protocol)based 
connection.  Sonmez et al. [11] have presented a technique that 
focuses congestion identification and reduction owing to 
multimedia transmission. The study focuses on the congestion 
control and its effect on the quality of the transmitted 
multimedia files using fuzzy logic mechanism. The outcome of 
the study was evaluated with respect to Peak Signal-to-Noise 
Ratio (PSNR). 

Reddy and Krishna [12] has presented cross layer approach 
in order to mitigate the congestion issues in mesh network 
using TCP New Reno protocol. They focused on efficient 
channel capacity optimizing during the massive multimedia 
transmission and the results were assessed using packet 
transmission rate and delay. A scheme for controlling the 
congestion over TCP-IP based network was presented by the 
authors Carofiglio et al. [13]. They has used the principle of 
active queue management to control the congestion and found 
that the technique possessed an effective window size, round 
trip time, and queue size.  Further studies towards distributed 
system were carried out by Antoniadis et al. [14]. Although 
they worked on a small network, the principle applied was 
considered as a guiding factor for large scale distributed 
network as it focuses on addressing an effective traffic 
management technique using game theory.  Cai et al. [15] have 
presented a model for controlling congestion in TCP-based 
communication system. The proposed methodology controls 
congestion over the wireless network based on node-to-node 
interactions. Using the case study of adhoc-based network, 
they have proved that their method offered better congestion 
control.  Under the constraint of the fading channel, Ye et al 
[16] used probability theory to show that the congestion control 
model for vehicular network offered improvement in the 
energy efficiency and data packet transmission over adhoc-
based networks. Similar kind of work was carried out by 
Bouassida and Shawky [17] .They presented dynamic 
scheduling algorithm based on the priority of the messages. 
The focused on improving data reliability of real-time 
vehicular network. 

Kas et al. [18] have presented a technique for performing 
scheduling over dynamic channels. The aim of this is to 

increase the throughput from application viewpoint. A specific 
level of weight is assigned to each node that is arbitrarily fine- 
tuned based on saturation level of the queue. The results were 
evaluated with respect to end-to-end delay and packet delivery 
ratio over Constant Bit Rate traffic. Li et al. [19] have 
investigated congestion control for delay-based network. The 
authors have compared their work with respect to voice and 
data traffic and showed that it can control congestion based on 
the available delay information. Misra et al. [20] has presented 
a unique technique based on automata theory for managing the 
congestion over wired network. The author have also applied 
stochastic-learning based mechanism and cellular automata for 
managing an effective queue size. The outcomes were assessed 
using sequence number, queue factor, etc. Uthra et al. [21] 
have proposed a rate control mechanism for governing the 
traffic so that efficient throughput can be managed to ensure 
transmission free from any sorts of collision. The outcome of 
the simulation-based study is recorded and compared with the 
existing predictive-based mechanism to control congestion and 
found that the presented system minimizes the traffic 
congestion and also enhances the traffic performance. 

The following section presents the problem that is 
identified after reviewing the work that was carried out by 
researchers in the field of congestion control. 

III. MOTIVATION AND PROBLEM IDENTIFICATION 

The following are the areas to be considered for efficient 
performance of future Internet. The prevailing research in this 
area fail to address the following:- 

 The network quality parameters like delay, latency and 
channel capacity are not considered efficiently for 
congestion control mechanism. 

 The current cross layer design allows manipulation of 
various layer parameters which leads to complication 
of congestion control and error management. In 
addition to that it is observed that the complexity of 
identifying the source of congestion is difficult because 
of the inefficient handling of randomness of traffic in 
heterogeneous network. 

IV. PROPOSED SYSTEM 

The aim of the proposed system is to develop a novel 
algorithm that can identify the origin of congestion in 
distributed network system.  Here, the emphasis on network 
resource allocation for dynamic data flow control is given. As 
future internet architecture will possess all the possible 
complexities of existing internet as well as other networking 
standards (owing to reconfigurable nature), it is essential to 
address the issues through empirical and analytical modeling. 
In addition to regular quality parameters our research addresses 
the issues related to air medium e.g interference and different 
levels of noise over wireless channel for modeling the traffic. 
This paper is a continuation of our work where we have offered 
a packet level congestion by introducing a parameter i.e., Rate 
Control Metric (RCM)[24] . This metric is designed to offer an 
efficient control over the highly distributed network. The 
system is designed with the principle of cross layer paradigm. 
The randomness in the heterogeneous network is studied 
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through stochastic based probability model. This system is 
viewed as a massive network through graph theory modeling 
for better analysis of traffic congestion. In order to study and 
mitigate the traffic congestion in heterogeneous network 
(Future internet architecture) the performance metric were 
analyzed through RCM. 

In this research we have considered cross layer approach 
for effective communication between networks. The resource 
provisioning technique is enhanced through stochastic based 
approach where, the model based on markovian modeling 
provides an optimized search for favorable node for routing. 
This model supports in identifying the best possible node 
amidst of congested nodes for speedy transfer of data which 
enhances the throughput of the network. 

A. Cross Layer network model 

Identifying the origination point of congestion and 
determining the control messages for processing the routing 
process to mitigate congestion requires a robust mechanism. 
Cross-layered approach is used to overcome this problem by 
controlling physical layer, data link layer, network layer, and 
transport layer in the protocol stack of future internet 
architecture. The cross layer network model plays an important 
role in arbitrary provisioning of network resources for 
congestion control. The presented scheme uses a significant 
routing factor that supports dynamic communication through 
multiple hops. It also uses a scheme that controls and manages 
the rate of traffic flow to achieve the fairness in sharing of 
network resources. A cost efficient provisioning algorithm is 
designed that models a novel queuing technique for 
maintaining queue stability. One of the significant focuses of 
the presented technique is to include the scenarios of noise and 
interference. This approach helps in processing control 
messages of multiple layers to adjust the rate of traffic flow 
during peak hours and also select favorable nodes for 
communication between two different networks. Hence, the 
cross-layer scheme offers flexibility to process the control 
request with less delay and also ensures that it is applicable for 
distributed network with heterogeneity. 

B.  Stochastic Approach 

The stochastic approach of the proposed system mainly 
involves an integrated implementation of resource 
provisioning, communication and controlling the traffic 
directions. This approach initializes the discrete networking 
states followed by selection of highly stabilized links, and 
apply provisioning. The system uses graph theory to design an 
algorithm that works over the distributed machines. The 
significant contribution of this approach is to develop a 
network model that uses noise and signal power to categorize 
the quality of the links. It also consider the constraints of first 
two layers (link, physical) where there is no assured link rate 
for assigned time instances in distributed networking system. 
There is also a possibility that the capacity of the route may 
vary over a period of time that will lead to a significant 
stochastic problem. In order to solve this issue, we have 
implemented Rate Control Metric (RCM) [24] that can extract 
the exact information about the traffic rate thereby giving 
more information about the capacity of the routes. In order to 
solve the problems related to computational complexity, we 

also initialize a hypothetical matrix that stores and extracts the 
best provisioned values, which acts as alternative for the 
congestion states of traffic.  Hence, there is no significant 
control overhead due to this. Moreover, the provisional matrix 
is regularly updated which makes the proposed system 
independent from any degree of congestion found in a specific 
transmission area. 

C.  Markov Modelling 

The main aim of Markov Modeling is to optimize the 
stochastic approach used for congestion control.  The goal of 
this module will be to minimize the end-to-end delay in 
distributed networking system.  We apply probability theory 
along with Markov model to find out alternate routes by 
exploring non-congested paths for routing. Markov chain is 
used for mapping the network model that uses queuing theory 
over the layered design. (The study doesn’t emphasize much 
on queuing mechanism explicitly as there is already robust 
mechanism specific to routing protocols in distributed 
network). The system maintains two types of traffics in a 
matrix i.e. local traffic and global traffic. Local traffic can be 
accessed at any instance of time and global traffic information 
can be accessed only when the node has better residual energy. 
The energy model based on first order radio model or Radio 
Frequency (RF) circuitry principle [26] will be implemented in 
the proposed system. The next section discusses the 
implementation of cross layer algorithm, stochastic approach 
algorithm and markov modeling. 

V. ALGORITHM IMPLEMENTATION 

A. Algorithm for Cross-Layer Approach 

In this work, we address the mitigation of congestion in the 
distributed network system through cross layer approach. The 
algorithm and implementation are as depicted below.  

Algorithm: 

Input: n (nodes), ρ (queue) 

Output: updation of Link 

Start 

1. init n, ρ, // n is the number of nodes & ρ is the queue size 

2. Estimate generated packets pkt on condition 

I

J
pkt

0












  

 3. Define link cost 

][arg)( max, tC ds
  

4. L[t]{Ls,d[t]}    

5. Define enhancement in cross-layer provisioning 

dxLLxtL

L

ioc ))(],[()(
0

  

  

6. Selectrand[t]ϵL || rand[t]=Lc[t]  

7. update L[t] 
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End 

The algorithm is formalized by considering the number of 
nodes n and initial queue size ρ. Fig.1 illustrates the complete 
process flow of the proposed cross layer based provisioning. 

The queue stability of the distributed networking system is 
defined by the following equation which is used to filter out all 
the links that have their queue size tending to infinity. 

                     
 |)(|lim t

cumt    

Start

Init n, ρ

If ρ is 

stable?
Reduce 

tcum

F

Set N/W 

cap

T

Generate 

pkt
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Link cost

Enhance 

Cross Layer 

Provisioning

Provisioning 

Value

Store it in 

Matrix

Abort it
If rand[t]

= Line [t]?

Sort it

Random 

Extraction

If Prob[Line-5]

> 

maxval [Line-5]

Update 

provisioning 

Matrix

Stop

F

F

T

T

 
Fig. 1. Process flow for Cross Layer Provisioning 

The link capacity of the network is expressed in terms of 
the pkt. Here, it is assumed that at time t the nodes in the 
network generate data packets equivalent to queue size ρ with 
controlled variables I and J (I and J are positive integers) are as 
shown in line2 of the algorithm. As the future internet 
architecture supports higher range of heterogeneity in device 
integration, there are possibilities of signal collision that leads 
to channel interference. In order to distinguish the quality of 
links (or routes) a new measurement link cost C is considered 
and is estimated based Δ ρ, where the variable Δ ρ represents 
difference between the source queue ρs and destination queue 
ρd at the time t. The link provider metric L[t] that is equivalent 
to Ls,d[t], where L represents a matrix of provider that consist of 
non-colliding links between any source(s) and destination(d) is 
considered as the main parameter of the algorithm. It is 
assumed that initially the buffer is shared among each recipient 
node. The link provisioning matrix is updated considering the 
maximum value of the two arguments i.e. queue ρ[x] and 
difference between outgoing capacity of link Lo and incoming 
capacity of link Li. 

The link provider will arbitrarily select an element from the 
matrix that satisfy the condition i.e. probability of selected 
element is equivalent to enhanced value (Line-6). It is updated 
as follows 

dxLLxtL

L

ioc ))(],[()(
0

  

 

Here, the link metric L[t] is estimated in terms of its queue 
size and the link capacity helps in the route selection process. 

B. Algorithm for Stochastic Approach 

In distributed networking system the traffic may undergo 
uncertainties like dynamic topology, random mobility etc. in 
high degree of randomness. The state of the network with 
uncertainty is analyzed through stochastic process in which the 
future node is identified with the theory of cross layer 
architecture. The nodes are initialized and their details are 
maintained on a data structure managed by graph theory. 
Owing to the distributed nature of the system, we assume that 
the control messages are free from errors or noise. After the 
implementation of cross-layer approach, we assume that there 
is no deviation or variance in the route capacity over the 
advancement of time. 

Algorithm  

Input: Es(energy for transmitting), δs,d (gain factor of the    

power), β (capacity of the channel), ψ (noise density) 

Output: Provisioning state 

Start 

1. Evaluate SNR 





.

. ,

,

dss

ds

E
SNR 

 

       
       2. Evaluate capacity of link 

              Lcap =  β log2(1+SNRs,d) 

 3. Define duplicated groups 

             
},,|{ ds NNdpSNdsdpSdp 

 

 4. Function for duplicated groups 

         )}2|(|)^()^(|{),(  dpSdpdpSdpSsdpSdpsf  

 5. If Ss  Than 

       6. for all Ddi  do 

 7. rcm(t)argmin(rcmmax, scaler_mult(t)); 

 8. Apply Algorithm-1 

 9. Transmit data from s to d 

 10.  Update scalar_multi(t)state of provisioning 

       End 

The algorithm is implemented by defining a network 
model, Signal-to-Noise Ratio (SNR) and Link Capacity (Line-
1 and 2 of the algorithm). The duplicate control messages for 
analysis purpose are generated using Line-3 of the algorithm. 
In the above algorithm the source node s is identified as sid and 
matrix of duplicate control messages containing information 
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about s as s.dp. The duplicated groups are formulated using the 
equation as shown in Line-4. The cross layer architecture of the 
future internet is designed in such a way that each source node 
s can access its routing table Ns. For reliable routing during 
peak traffic the algorithm allows node s to construct multiple 
hops with other nodes for providing alternate routes. The one 
dimensional matrix is generated by scalar multiplication of s 
and dp and the same is stored at every node. However, for all 
the duplicate control messages dpS, only the node that has 
highest value of id is chosen and is used in the computation 
process. The algorithm looks for all the source nodes s (S is 
total source nodes) and attempts to control the flow of packets. 
It then checks all the respective destination nodes and uses rate 
control metric (RCM) [24] to further enhance the provisioning 
for the data transmission. Finally, with the help of cross layer 
provisioning algorithm the date is transmitted towards the 
destination d. 

The significance of the stochastic based approach algorithm 
is that it further enhances the resource provisioning offered by 
cross-layer based provisioning technique at the link layer and 
also supports better communication in the network layer by 
favoring multiple hops routing in distributed networking 
system. Finally, the data transmission is improved by applying 
rate control metric [24] which assigns an appropriate rate at the 
transport layer for effective end to end communication. Hence, 
the algorithm completely supports the cross-layer paradigm for 
future internet architecture to ensure interoperability among 
heterogeneous networks and achieve efficient data 
transmission. 

C. Algorithm for Markov Modeling 

The Markov modeling is used to further strengthen the 
algorithm discussed in the above sections and to apply 
stochastic modeling to further enhance the congestion control 
algorithm and offer a better solution to control traffic 
congestion. In Markov modeling each node is represented as 
Mc that is composed of the total number of layers 
corresponding to Lcap+1 (numerically). The amount of data 
packets pkt processed on each layer should be equivalents to 
Lcap such that 0<pkt<Lcap. We consider two different forms 
of layers Viz. passive layer PL and active layer AL. Passive 
layer represents the passive process when the nodes doesn’t 
have any packet to forward (pkt=0) whereas in active layer, 
nodes always have packets for forwarding (pkt>0). As the 
future internet architecture possess different wireless nodes it is 
assumed that there are other feasible communication outages 
that will call for retransmission phenomenon. We denote φ as 
the amount of retransmission and Wn to be amount of unit trail 
of transmission.  The algorithm for Markov modeling is given 
below. 

Algorithm  

Input: pkt (Packet), Lcap (Link capacity w.r.t queue), 
PL(Passive Layer), AL(Active Layer), φ (Maximum amount 
of retransmission) 

Output: Identification of free/busy routes 

Start 

1. init pkt, Lcap, PL, AL, φ 

2. Determine TP, PP, γP, IP. 

3. Define area of collision A 

4. dsdsds AAAAds  ,, ,},{
 

5. Obtain |Fs,d|=As / As,d 

6. Evaluate size matrix |As,d|, |Fs,d|, and |Fd,s| 

7. Estimate number of Nodes 

size(|As,d|, |Fs,d|, and |Fd,s|).network density 

8. Estimate the probability of minimum transmission 

1
sAp

 

9. Evaluate b1, b2, b3 & Mc=Algorithm-2{b1, b2, b3} 

10. Find busy routes and free routes. 

End 

The problem of congestion in future internet architecture 
leads to network jamming that disrupt the process of 
identifying the best nodes for forwarding the data packets. This 
problem can be addressed by designing an algorithm that 
applies Markov modeling for evaluating the free and busy 
routes at the peak traffic situation. The algorithm takes the 
required inputs and computes maximum probability of passive 
state transition TP, preliminary state component PP, passive 
state probability component per states γP, and inter-arrival 
probability IP. Fig.2 shows the process flow for Markov 
modeling. 

The Markov model is designed by considering three 
probability matrices viz. b1, b2 and b3. The matrix b1 and b2 
represents the probability of a node identifying the busy 
channel in the first and second Markov process. The matrix b3 
represents the feasibility that the packet forwarding process 
fails due to data packet collision or interference or noise. Line-
3 shows the collision area A for the source node s. The area A 
is defined as a transmission zone where there is interference of 
the neighboring nodes resulting in traffic congestion in that 
particular transmission area. Hence, area A represents the 
possible congestion area. As shown in Line-4, it can be 
interpreted that both the sender node s and destination node d 
will lie within As,d. There can also be another possible 
transmission zone Fs,d as per Line-5 which may be undetected 
in the area As.d. It means that there may be an area e.g. F, 
which goes undetected and the state of congestion is not 
determined  owing to dynamic mobility of nodes in mobile 
networks. In this case a source node or any intermediate node 
in area Fs,d cannot forward the message to destination node d. 
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Fig. 2. Process Flow for Markov Modeling 

The next phase of the algorithm is to compute the size of 
the transmission zones as per line-6. The algorithm computes 
the number of nodes in transmission zones by scalar 
multiplication of network size and network density as per line-
7.  The probability of minimum number of nodes required for 
forwarding data packets is computed as per Line-8. We use a 
simple variable ϑ that is equivalent to summation of the 
probability of all nodes carrying out data packet forwarding 
divided by total probability of the nodes forwarding data 
packets from the congested area. This phenomenon will mean 
that proposed Markov modeling attempts to find the existence 
of atleast one node which is in fair position to perform data 
transmission. The Markov modeling proceeds further to find 
similar kind of nodes and updates the matrix of data 
communication path that was previously managed by the 
algorithm of stochastic approach. The updated matrices helps 
to find the links between favorable nodes as the best possible 
alternate routes for packet forwarding during the peak traffic 
condition. 

VI. RESULTS AND DISCUSSION 

This section discusses about the results generated from the 
network simulation through NS2 simulator. The simulation 
parameters are as shown in Table 1. 

TABLE. I. SIMULATION PARAMETERS 

Parameter Value Parameter Value 

Network area( 
Simulation) area 

1000 x 
1200 m2 

Control packet 
size 

32 bits 

Simulation Time 
200  

seconds 
Data packet size 

2000 
bytes 

Routing Protocol NetFlow Antenna Model 
Omni-

directional 

Pathloss exponent 0.5 
Maximum Speed  
of node 

50 m/s 

MAC Type 802.11 
Minimum Speed  
node 

1m/s 

Traffic Model CBR/VBR 
Transmission 
range 

10m 

Mobility  Model Random 
Transmission 
Energy 
consumption 

0.5 J 

Channel Model Urban 
Receiving Energy 
consumption 

0.25J 

Channel capacity 300 Mbps 
Ideal mode 
Energy  
consumption 

0.035 J 

Channel sensing 
time 

0.2 sec 
Sleep mode  
Power  
consumption 

0.02J 

  
Initial  battery 
Energy of each 
node 

10J 

The proposed work focuses in finding an effective solution 
for congestion control in distributed networking system. The 
performance parameters like packet delivery ratio, end-to-end 
delay and processing time are considered to analyze the 
effectiveness of the proposed system. It is benchmarked with 
similar studies of Otoshi et al. [25] and Sahuquillo et al. [27]. 
Otoshi et al. [25] who have presented a stochastic modeling 
with predictive analysis for identifying discrete states of traffic 
in distributed networking system. This technique has used a 
predictive control scheme to minimize the possibilities of 
predictive error considering network constraints e.g number of 
hops, length of the hops etc. The mean length of the hops was 
considered as cost function, which was subjected to 
optimization using CPLEX solver. The outcome of the work 
was quite convincing as it has offered better scalability for 
future internet architecture. Similarly, we consider the work 
carried out by Sahuquillo et al. [27] as it offers solution to the 
congestion control for a practical case study of distributed 
networking system eg. High Performance Computing. The 
authors have used a mechanism that integrates injection throttle 
and segregation of congested traffic. We perform a minor 
modification to techniques introduced in [25] [27] in order to 
make a suitable testbed for carrying out the comparative 
analysis. The parameters considered for analysis are end-to-end 
delay, packet delivery ratio and processing time. 
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A. Comparative Analysis of End-to-End Delay 

The end to end analysis is carried out by transmitting the 
test data of 2000 bytes. The result is as shown in Fig.3. 

The graph shows that proposed system is able to minimize 
the end-to-end delay to a larger extent as compared to existing 
studies of Otoshi et al. [25] and Sahuquillo et al. [27]. The 
reason behind this is the technique that is adopted for 
processing search request and control messages by the 
proposed system. 

 
Fig. 3. Comparative Analysis of Delay (sec) 

In the proposed system, owing to Markov modeling, it 
becomes essential for a node to obtain the significant address 
information of another communication node which could 
possible reside in transmission zone of Fs,d or As,d. As both Fs,d 
and As,d are different transmission zones, extraction of the node 
address will be a quite difficult. We simplify this problem by 
developing a cross layer paradigm that can carry out the task of 
processing control messages in transport layer thereby 
minimizing the complexity. 

Here, the task of one layer is to aggregate the respective 
addresses of the nodes and keep on exchanging it with other 
layers. This operation of interoperability is managed by the 
network layer. It is the responsibility of the network layer for 
carrying out the processing of control message as it maintains 
the communication standards of each transmission zone. This 
process helps in identifying the point of congestion and makes 
it aware to the entire network. This process has two advantages 
viz. i) all nodes can quickly decide about alternate routes and 
decrease the impact of congestion during peak traffic and ii) 
degree of congestion at the origination point is reduced by 
implementing active queue management that directs the 
packets from highly congested area to less congested point. 
Hence, end-to-end delay of the proposed work is reduced in the 
presence of mobility of the nodes which varies at every 
simulation track points. The problem explored in Otoshi et al. 
[25] is a predictive scheme. Here, the stochastic processing is 
adapted to predict and identify the possible prediction error. 
Hence, the delay factor using this technique cannot be 
implemented for distributed system of dynamic nature like that 
of future internet architecture. Similarly, the work done by 
Sahuquillo et al. [27] have focused on identifying congestion 
by using control messages which is quite time consuming in its 
nature. Using Markov modeling, proposed system offers 
optimized solution for identifying the point of congested and 

also offers best quality routes for packet forwarding thereby 
reducing the delay. 

B. Comparative Analysis of  Packet Delivery Ratio 

Packet delivery ratio is computed by analyzing the amount 
of data packets received by the destination node to total 
amount of data transmitted by the source node. The result 
shown in Fig.4 exhibits that the proposed system offers better 
packet delivery ratio compared to Otoshi et al. [25] and 
Sahuquillo et al. [27]. This is because the proposed system 
provides a better processing of data generated by multiple 
networking domains in future internet architecture through 
cross layer paradigm. We start by analyzing the work done by 
Sahuquillo et al. [27].  The authors have implemented a 
technique where the incoming packets are organized at the 
input ports of the switches. The system emphasizes more on 
organization and less on queuing. This operation when 
implemented in our scenario reduces the packet delivery ratio. 
Moreover, the process of identification of the congestion and 
notify it to other nodes for updates are not discussed in that 
paper [27]. It is also not sure whether the updates were done 
over the highly congested area.   This issue creates a negative 
impact on other neighboring nodes by consuming more time to 
take decision for routing. Hence, packet delivery ratio will be 
affected when this technique is used in future internet 
architecture. 

Delratio-Proposed

Delratio-Otoshi

Delratio-Sahuquillo

 
Fig. 4. Analysis of Packet Delivery Ratio 

The technique proposed by Otoshi et al. [25] has used the 
concept of traffic engineering. This technique was 
implemented through stochastic modeling which is more 
predictive in nature. The predictive analytic model is assessed 
for its accuracy of traffic modeling using randomness by 
adopting traffic engineering with cost as a function on the 
stochastic model. This is much better than the technique 
discussed by Sahuquillo et al. [27] as it can accomplish better 
packet delivery ratio. The main drawback of this technique is 
that it uses control server to optimize the cost function which 
leads to less efficient distributed routing. Although, the authors 
have used relaxation mechanism to sort out this problem, but 
the probability factors assumed is less when compared to real-
time traffic constraints. Hence, its packet delivery ratio is not 
better than the proposed system. The proposed system 
overcomes this problem by the algorithm-2 (stochastic) and 
algorithm-3 (Markov Modeling). These algorithms assist in 
identifying the best possible routes from non-congested area as 
well as congested area. The updating mechanism is quite 
instantaneous with a pause time of 0.0025 seconds in 
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simulation study that leads to better packet delivery ratio for a 
longer period of time. 

C. Analysis of  Processing Time 

It is known that an effective congestion control mechanism 
must have a reduced processing time as far as possible. Lower 
the processing time means the network can ensure better 
instantaneous data delivery process. We analyze the processing 
time with increasing traffic load (packets per seconds). A 
closer look into the Fig 5 shows that processing time gets 
reduced linearly with increasing traffic load, which is one of 
the unique patterns of the proposed study. Usually with 
increased network traffic, the processing time should be 
increasing but due to cross layer approach the time complexity 
is reduced. 

The cross layer approach bridges physical layer, link layer, 
network layer and transport layer. The provisioning operation 
is carried out over link layer, the mechanism of exploring the 
congestion using stochastic is implemented over  network layer 
and Markov modeling for further optimizing the best routes 
(even from highly congested area) is carried out at the  
transport layer. 

 
Fig. 5. Analysis of Processing Time 

Hence, the system maintains different functionalities over 
different layers of protocol stack resulting in reduced 
processing time in the proposed system. For a given simulation 
environment, Otoshi et al. [25] and Sahuquillo et al. [27] work 
doesn’t meets the demands of the distributed traffic scenario 
with dense congestion leading to higher processing time when 
compared to proposed system. 

VII. CONCLUSION 

Owing to the complexity in the design principle of 
distributed networking systems e.g. future internet architecture, 
the existing algorithms and techniques do not provide solution 
for mitigating congestion. The proposed system, therefore, 
presents a technique that uses conglomeration of cross layered 
approach, stochastic approach, and Markov modeling for 
addressing the problems of congestion in highly distributed 
networking system. We have adopted an analytical research 
methodology to prove that it is feasible to develop a technique 
that can identify the origination point of congestion and share 
the same with the entire network. The interesting point of 
implementation is that proposed technique attempts to use the 
existing network resources for harnessing the channel capacity 
in accordance with the state identified by the proposed system. 

The outcome of the study were compared with existing system 
respect to end-to-end delay, packet delivery ratio, and 
processing time and found that proposed system offers better 
solution for congestion control. 
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Abstract: DNA cryptography is a new technology that uses biological concepts for encryption and decryption of data. There is a 
lot of growth in the field of mobile devices using for e-transaction using internet and wireless network. So To achieve secure 
communication and mutual authentication; two schemes are constructed from DNA hybridization and DNA digital coding 
techniques. Two factors authentication uses the OTP (One Time Password) and SAC (Server Authentication Code) for the better 
security. This paper presents a secure and efficient authentication mechanism for mobile e-banking services using RSA 
encryption and DNA cryptography. The comparative analysis between these schemes shows that DNA cryptography based 
authentication provides more security than the RSA based authentication in terms of computational complexity. 
Keywords: DNA cryptography, DNA computing, Challenge-Response Authentication, Mobile security, Attacks. 

I. INTRODUCTION 
There are wide types of electronic services receiving smart phones have been growing rapidly. Using wireless technology the mobile 
phones started using e-service applications. The mobile phone users can access the internet through wireless communication in the 
field of wireless networks. All the mobile phone users are concerned about the security issues to use the e-services through the 
wireless internet. In order to achieve secured e-services, the four security functions such as integrity, confidentiality, non-repudiation 
and user authentication must be provided in wireless internet as in wired internet. By using any technology or applications to the 
wireless technology the security should be comparable with the wired technology.  
Secure communication is nothing but a secure authentication is done to secure user and secret session key is established for 
confidentiality. As the methods and schemes grows for the cryptography, in parallel the same security schemes should be developed 
for the user authentication and key agreement. At the beginning of the cryptography the security is based on the passwords. The very 
first key agreement schema has been implemented by the Diffie and Helmen during the introduction of asymmetric key in the 
cryptography and since it does not provide secured authentication and vulnerable to attacks. Lamport has designed and proposed the 
very first authentication scheme based on the passwords. Most of these schemas depends public key cryptography. To overcome the 
drawbacks the hash function came into existence. By the Adleman’s pioneering work DNA computing came into existing. By the 
design of his  
DNA algorithm for solving the Hamiltonian problem, Adleman set the foundation for the research in the field of bio computing. 
Many researches thought after the results Adleman’s experiments, because DNA’s parallelism and large information storage capacity 
DNA computing can used in the field of cryptography to achieve the strong authentication. DNA cryptography increases the 
complexity of the problem by increasing its size so that an attacker requires huge number resources and efforts to break 
This paper includes design and development of two protocol based on public key cryptography and DNA cryptography. By using the 
advantages of RSA algorithm and DNA techniques the problems in the web authentication scheme can be solved. Security analysis is 
done to prove that DNA based authentication scheme provides higher security than the public based scheme in terms of 
computational complexity and number attacks they overcome. Both the protocols two factors authentication schemes is done using 
OTP and SAC value, which are computed with different mathematical functions and DNA conversions.  

II. LITERATURE SURVEY 
Includes various types of authentication schemes, brief overview of the DNA cryptography and different techniques used in the DNA 
cryptography. 
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A. Authentication Scheme 
There are many ways to provide the credentials for the authentication. The most commonly used method but not more secured is 
password authentication. Now a day the competitive e-commerce demands for methods that provides more protection when network 
resources includes highly sensitive data [9]. Smart cards and biometric authentication types provide this extra protection. 
1) Computer Recognition System: it requires the installation of some small authentication software in the system. In the 

authentication process this can be verified as second authentication factor. 
2) Password Authentication: is the most commonly used authentication form. Here user provides the username with password. The 

username are mostly a string of characters, numbers so it is vulnerable to guessing attack. Password may be easy to guess. By 
using digests for authentication the risk of eavesdropping can be minimised. 

3) Single Factor Authentication: is a process where single credential is used to secure the critical data unauthorized access to system. 
4) Two factor authentication: is a process where two credentials are used secure the unauthorized access to system and critical data. 
5) One Time Password (OTP): OTP authentication is a method to reduce the possibilities of compromised user credentials using 

login passwords that are only valid once. If an attacker is successful in sniffing the password that a user has used to enter in a 
site, it is of no use because the password is no longer valid. Moreover, it is highly difficult to predict the next password based on 
the previous one. Each time the OTP generated by the password-generating token are unique [3]. The function that generates 
such passwords must be non-invertible. There are three types of schemes to generate one-time passwords:  

Based on time, such as Secure Id. Time-synchronization is required between the authentication server and the client providing the 
password. Based on a challenge (e.g. a random number chosen by the authentication server or transaction details) and a counter. 
Based on some internal data (e.g. the previous password) or counter (e.g. systems based on hash chains, such as S-Key [10])  
Authentication is the very big issue now a day; the new protocol is designed for the purpose of achieving the high secured 
authentication using the public key encryption and DNA technology. 

B. DNA Cryptography 
With the lot of advances in the field of DNA computing the new technology has come into existence called as DNA cryptography 
which is far better than the traditional cryptography in point of providing authentication, security, integrity, storage capacity etc. In 
the DNA cryptography the encryption is done by converting the human readable form into bases of DNA strands, which creates a 
strong base for the authentication and digital signature. There are some techniques such a DNA digital coding and DNA indexing 
used for hiding the data. DNA indexing and DNA digital coding techniques are the most important for DNA Cryptography, a brief 
description about these two techniques are discussed in the previous chapter. The other few DNA Encryption Techniques are as 
described below: 
 
C. DNA Digital Coding 
DNA digital coding is the important technique used for encryption and decryption process which is based on the mapping of base 
pairs. DNA coding is done based on nucleotide bases A, C, T, G. such that A always makes pair with T and C always makes pair 
with G of two strands.  In the mathematical point of view it is possible to produce 24 patterns but according to DNA complementary 
rules only 8 patterns are identified correctly such as 0123/CTAG, 0123/CATG, 0123/GTAC, 0123/GATC, 0123/TCGA, 
0123/TGCA, 0123/ACGT, 0123/AGCT and among these 8 patterns, 0123/CTAG perfectly reflects the biological characteristics of 
four nucleotide bases.  

Table1: DNA digital coding pattern [6] 
Digital coding DNA code 

00(0) A 

01(1) T 

10(2) C 

11(3) G 
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III. CURRENT PRACTICES 
There are many ways to provide the credentials for the authentication. The most commonly used method but not more secured is 
password authentication. Now a day the competitive e-commerce demands for methods that provides more protection when network 
resources includes highly sensitive data [9]. Smart cards and biometric authentication types provide this extra protection. 
There are some OTP solutions based on a mobile phone. In [14, 15] a multichannel communication is used (Internet and GSM) in 
order to improve the security of the authentication scheme. In [13] a user logs in the web site using a username and a password. Then, 
a one-time password is sent via SMS to his mobile, and the user enters this data in the web authentication form. If it is correctly 
verified, the user is authenticated into the application. In this system the mobile is used as a mere point of reception, not as a 
hardware token that stores and computes keys.  
On the other hand, In [14] what is sent though the GSM channel is a challenge. The mobile computes a one-time password using this 
challenge and sends it to his computer through a bluetooth connection. Finally, the password is forwarded to the server. The main 
trouble of these two schemes that rely on SMS messages to perform the authentication is that the session establishment between the 
user and the server is slow because SMS messages are not real-time. Thus, the system is not practical. On the other hand, users may 
want to connect to their Internet bank accounts from places in which there is no cellular connectivity (in some sensitive environments 
GSM signals are blocked), and these models do not allow it. 
Other OTP solutions [15, 16] deal with a password generation in the mobile using as input a server challenge sent through the 
Internet connection. Once in the PC, the challenge is transferred to the mobile using a bluetooth channel. The problem is that 
bluetooth is usually not available from public access computers. Besides, it presents some relevant vulnerabilities and threats [17, 18] 
-most of which due to faulty implementations- that jeopardize the system.  
Some other OTP mobile schemes focus on the speed of the process and base the generation of the one-time password on a time factor 
(no server challenge is needed). This is the case of the Free Auth Project [17]. The inconvenient of using this approach in a mobile 
context is the required time synchronization between the mobile and the server. Users roughly configure the clock of the mobile 
phone when they travel, and they are not very much concerned on setting the correct time zone. Hence, protocols based on absolute 
time are not feasible.  
The MP-Auth scheme [18] uses the mobile as a secure device to store keys and encrypt passwords for web authentication. It is a one 
factor authentication mechanism that safeguards passwords from keyloggers, phishing attacks and pharming. Nevertheless, if an 
attacker learns a user password he can impersonate that user. 

IV. PROPOSED SCHEME 
The proposed scheme provides the secure authentication to the e-services. Both Asymmetric and DNA-OTP protocol follows same 
architecture for the communication. 

A. DNA-OTP Scheme 
The DNA-OTP scheme comprises of web server, a browser. Data transmission is very simple between mobile phone and client PC, 
so it does not require any communication channel like Bluetooth, it can entered by using keypad. The DNA-OTP scheme consists of 
three phases those are registration phase, authentication phase, transaction phase. In the registration phase the server sends the 
initialization key in DNA form to user who is interested in registration. These initialization keys are stored in the mobile phones for 
future authentication. After successful registration the user can access to the web services through the second phase that is 
authentiation phase. 
In the authentication phase the user sends his ID to the server, which computes the challenge in DNA sequence using DNA digital 
coding, replies with the challenge to user. The user computes the DOTP using challenge and other parameters and sends to the server. 
Server verifies the freshness of the submitted DOTP and determines whether the user is accepted or not. If the user is accepted the 
server will send the DSAC to the user. The user compares the received DSAC value with one he has computed using mobile phone. 
Once the DSAC values matches the transaction phase starts.  

B. Asymmetric OTP Scheme 
This scheme also includes three phases such as registration phase, authentication phase and transaction phase. In this scheme the 
public key encryption is used to generate the two factors required for the authentication. In the registration phase user provides the 
details to get register to the application service. Once the service is granted, server replies with the initialization key. Both user and 
server store their details in the DB. In authentication phase user provides username and password to gain access to the application. 
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Server replies with CH value if the login is successful. The client application computes OTP using RSA algorithm and enters the 
computed OTP value in the web site. Server verifies the received OTP if the value matches then first step of authentication is 
successful and displays SAC1 value. The user manually compares the both the values if matches then transaction phase starts. In the 
transaction phase the server sends the transaction ID to client and client generate the transaction authentication code and sends to the 
server and if the TAC is correct then actual transaction money takes place.   

 
Figure2: System architecture. 

V. SYSTEM DESIGN 
The Figure3 shows the sequence diagram of the DNA-OTP deals with all three phases of the protocol, in registration phase the 
subscribed user sends his credential to register for the application. One the server receives the details of the user he generates and 
sends the DK0 that is initialisation key along with user id and server id. The user upon receiving the DK0 and other details, the user 
stores it in his mobile database by creating separate database for this server. At the same time the server creates database with user id. 
Server maintains the separate database for each individual user. 
In the authentication phase comes after the registration phase, in this phase user sends the UID to server and server generates the 
DNA based DCH using random DNA sequence generator. User upon receiving the channel computes the temporary key by using the 
DCH and DK0. First he takes the hash of DCH using SHA 2 and resultant value is XOR with the DK0. Since DNA-OTP is two 
factors authentication schema so authentication is done in two steps using two generated secured values such as DOTP and DSAC. 
The user and server both computes the values of the DOTP and DSAC values using the details stored in their data base. The user 
sends the DOTP to server and verifies whether the OTP computed by his is matches with this or not: if matches server will send the 
DSAC1 value to the user if not authentication fails at first step. After the success of first step authentication server sends the DSAC1 
to user and user compares with his own generated DSAC value if matches then second step of authentication are successful if not 
authentication fails. Once the user authenticated successfully in both the steps the protocol enters to transaction phase. Here the 
server generates the DTID value and sends to user. The user upon receiving the DTID value he computes the DTA and sends to 
server, the server will verify the received DTA. 

VI. COMPARATIVE SECURITY ANALYSES 
In the asymmetric OTP there is a complexity in the key creation. RSA algorithm is limited to the prime numbers hence efficiency of 
generating primes are relatively low and difficult to generate secret one. The security of the RSA algorithm depends on the factoring 
the large prime numbers. The security can be threatened with the algorithm that decomposes a large number.  The encryption and 
decryption needs a lot of calculation and speed of execution is slow and increases the time complexity. This scheme is vulnerable to 
the impersonation, even is users private keys are not available. The drawbacks of the asymmetric encryption scheme are overcome by 
DNA-OTP scheme. 
The DNA–OTP scheme is developed using symmetric encryption, OTP, SAC and DNA hybridization to reduce the time complexity 
(0(n)). Time complexity of the encryption and decryption is increased in DNA algorithm because lot data conversions takes place 
while generating key value i.e. from normal text to ASCII then ASCII to binary and then binary to DNA sequence. To provide hybrid 
security in the authentication for e-banking DNA cryptography is combined with the traditional cryptography.  
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VII. EXPERIMENTS AND RESULTS 
This chapter involves the average time taken by the RSA and DNA algorithm to encrypt and decrypt the file size of 2MB using 
different key size. In the following graph the decryption take taken by the DNA algorithm is more compare to RSA algorithm. From 
security point of view the algorithm which has higher decryption time lower transmission time is said to be highly secured. The 
DNA algorithm provides the higher complexity in generating the key values for the authentication and involves lot of data 
conversion for encrypting and decrypting the text file. 

Table2: Values for the above graphs 
Key 
size(bits) 

RSA algorithm DNA algorithm 

 Encryption 
time (ms) 

Decryption 
time (ms) 

Encryption 
time (ms) 

Decryption 
time (ms) 

512 110 215 190 230 
768 175 281 255 295 
1024 251 348 300 375 
1280 328 413 386 455 
1536 404 479 425 570 
1792 479 546 518 618 
2048 552 611 585 699 

 
Table3: Transmission time taken by the RSA and DNA-OTP schemes. 

Transmission time (ms) 

 RSA algorithm DNA algorithm 
512 3315 3229.85 
768 3320 3233.8 

1024 3326 3239.85 
1280 3308 3222.8 
1536 3317 3235 
1792 3322 3240.34 
2048 3340 3250 

 
Figure4: Encryption time of DNA and RSA algorithm. 
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Figure5: Decryption time for DNA and RSA algorithm. 

 

 
Figure6: Transmission taken by RSA and DNA algorithm. 
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(230 + 295 + 375 + 455 + 570 + 618 + ݏ݉(699
7 =

ݏ3232݉
7 =  ݏ461.71݉

From the above calculations the DNA algorithm takes 86.28 ms more than the RSA algorithm to encrypt the 2MB, 81.15ms more 
time than RSA algorithm to decrypt the and 0.08156 sec less transmission time than RSA algorithm when the  different key size is 
used. 

VIII. CONCLUSION 
Current days e-services are very importance in many applications such as e-shopping, e- banking, e- ticket etc. but authentication is 
the main concern in all these applications. The aim of the protocol is to achieve the double layer authentication. One for 
authenticating the user with his ID and another is for authentication the server with his ID. The proposed protocol is providing the 
two step authentication with two different factors such as DNA-OTP and DSAC. The reason for the DNA technology for this 
protocol is because of its high computational power and unbreakable cipher text. An authentication done using RSA algorithm is less 
secured than the DNA based authentication in terms of complexity involved in logical computation, data conversions and matrix 
form involved in the DNA algorithm reduces time complexity of encryption and decryption.  

IX. FUTURE WORK 
In future, the designed protocol will be developed and implemented for real time application in any smart phone. This protocol will 
be implemented in the cloud for the purpose of storing the user details and focuses mainly on reducing possible attacks on it. 
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Abstract:  Network traffic classification is the process of categorizing network traffic according to various parameters into 
a number of traffic classes and it is necessary to maintain smooth operation of the network. There are so many methods to 
classify the network traffic. The proposed methods use machine learning algorithm i.e (MLA) approach. In MLA 
approach, a system learns from empirical data to automatically associate objects with corresponding classes. There are 
two types of MLAs one is supervised and the other is unsupervised. Supervised methods consist of labeled data to classify 
any flows into pre-defined traffic classes, but they cannot deal with unknown flows hence we use unsupervised clustering 
method along with supervised approach to cluster and classify both known and unknown flows. We applied hybridization 
of both supervised and unsupervised algorithm to achieve better accuracy. A number of real world traffic traces have been 
used to show the assessment of traffic classes and to test the proposed approach. The experimental results indicate that by 
incorporating special features of data packets in the course of clustering, enhances accuracy and cluster purity with 
significant improvement. 
Keyword :  Traffic classification, unsupervised machine learning, clustering, iterative approach, Wireshark, Tranalyzer  

I. INTRODUCTION 
Traffic classification (i.e., associating traffic flows with their source applications) has attracted increasing research efforts in the last 
decade. The explosion of this research area started when the traditional approach of relying on transport-level protocol ports became 
unreliable, mainly because of the increasing variety and complexity of modern Internet traffic and application-level protocols. The 
reason for the growth in Internet traffic data is due to the bandwidth-hungry applications like File Transfer applications, Video 
Streaming, Social Media Network (Facebook, Twitter etc.), Mobile applications, E-commerce websites, Stock Exchange data and 
much more. As the traffic data increases it is necessary to analyse, measure, and classify it as ISP and Network Administrators need 
it for various perspectives like network planning, traffic shaping, billing and to extract useful information. This task needs to be 
performed with various tools available in market (Ex: tcpdump, Wireshark etc.)These tools capture the network traffic and store it 
onto a local server for further processing. 
Network traffic classification is the process of classifying traffic based on their applications. Nowadays due to the growth of internet 
users and bandwidth hungry applications the traffic generated in the network is very high. There are many methods for classification 
of network traffic, they all try to classify the network traffic accurately but classification accuracy is less. From the very beginning 
of the internet, since there were not so many users and therefore, not so many applications, traffic classification was done using the 
well-known ports defined by IANA [16]. Classification based on well-known TCP or UDP ports is becoming increasingly less 
effective, due to the numbers of networked applications are port-agile (allocating dynamic ports as needed), end users are 
deliberately using non-standard ports to hide their traffic, and use of Network Address Port Translation (NAPT) is widespread (for 
example a large amount of peer-to-peer file sharing traffic is using non-default ports ). 
Payload-based classification relies on some knowledge about the payload formats for every application of interest: protocol 
decoding requires knowing and decoding the payload format while signature matching relies on knowledge of at least some 
characteristic patterns in the payload. This approach is limited by the fact that classification rules must be updated whenever an 
application implements even a trivial protocol change, and privacy laws and encryption can effectively make the payload 
inaccessible.  
To overcome the above issues we are using machine learning approach to classify the traffic. In our work we are implementing an 
unsupervised clustering approach to classify the network traffic because unsupervised is that of trying to find hidden structure in 
unlabelled dataset. Clustering analysis is one of the unsupervised approaches and it is the process of making set objects in such a 
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way that objects in the same group are more similar to each other than to those in other group. In our work we proposed automatic-
learning algorithm using clustering techniques. Each flow indicates the packet size, packet length, inter-arrival time etc. So we can 
easily get the flow information for classification because these features are known to carry valuable information about the protocol 
and the applications that generated the flow. 

II. LITERATURE SURVEY 
The author in paper [1] proposes internet traffic classification using supervised learning algorithm and makes comparative analysis 
between machine learning algorithms. The main focus in this paper is the selection of feature sets. Hence it is concluded that the 
supervised decision tree based algorithms provide better performance and accuracy than the other supervised algorithms like KNN, 
naive Bayes etc. But accuracy of these decision tree based algorithms is poor while applying them for classifying P2P applications. 
According to author in paper [2] Self-learning classifier is an unsupervised clustering algorithm with an adaptive seeding approach. 
It helps to automatically identify the classes of traffic being checked and labelled. This algorithm automatically groups flows into 
pure clusters using statistical features. Hence this paper acts as a base to our project as it summarises the state of the art of cluster 
analysis and here the main target of the classification is flows. Each flow is characterised by simple metrics, like segment size and 
inter arrival times. 
According to Zhang, jun, et al. in paper [3] the classification of network traffic was done by correlation information. The traditional 
methods suffer from a number of practical problems, such as dynamic ports and encrypted applications so machine learning 
techniques have been focused to classify the traffic. Machine learning can automatically search for and describe useful structural 
patterns in a supplied traffic dataset. The correlation analysis can improve the classification accuracy and system flexibility. The 
proposed approaches can be used for recognising unknown application from captured network traffic and semi supervised data 
mining for processing network packets. 
We selected paper [4] to understand the self-adaptive approach for network traffic classification. The author presented a novel, fully 
automated Packet Payload Content (PPC) Based network traffic classification system. System learns new application in the network 
where classification is desired. Hence the proposed algorithms are for distilling the generated signatures, and showed that these 
signatures are practical for real time classification in the real world. 
According to author in paper [5], this paper can facilitate collaboration, convergence on standard definitions and procedures. The 
described Traffic Identification Engine (TIE), an open source tool for network traffic classification, can be applied to both live 
traffic and previously captured traffic traces. It is also investigated that the performance of multi classification systems when applied 
to early classification. TIE has the ability to configure from which portion of traffic the features passed to the classifier can be 
extracted. 
The author in paper [7] proposes an unsupervised learning, which is traffic clustering for classification, where labelled training data 
is difficult and new patterns keep emerging. In order to improve the accuracy of traffic clustering, they constrained clustering 
schemes, which make decisions by considering some background information are proposed. They use Gaussian mixture density and 
adapt an appropriate algorithm for estimating the parameters. 

III. SYSTEM DESIGN AND METHODOLOGY 
The proposed system overcomes the limitation of iterative classifiers. The semi supervised classifiers are using the internet traffic 
and also overcome the internet bots. The iterative filtering and multi batch seeding is applied to improve the performance. We 
propose an unsupervised traffic classification that uses both flow features and packet payload. Using a bag-of-words approach and 
latent semantic analysis, some clusters are identified. Auto-Learning achieves better results in terms of classification performance, 
provides fine grained visibility on traffic, and offers a simple self-seeding mechanism that naturally allows the system to increase its 
knowledge. The proposed homogeneous clustering algorithm achieves much better classification performance than existing traffic 
classification like k-means methods. Homogeneous algorithm improves the overall system performance and resource efficient since 
traffic reduction is used. The system architecture is as shown in figure.1. 
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Fig.1 System Architecture 

The functionalities of various software modules are explained below which includes four modules namely collection of dataset, data 
pre-processing, traffic reduction, and feature extraction. 

A. Collect Dataset 
Most commonly a data set corresponds to the contents of a single database table, or a single statistical data matrix, where 
every column of the table represents a particular variable, and each row corresponds to a given member of the data set. The data set 
lists values for each of the variables, such as height and weight of an object, for each member of the data set. Here the Wireshark 
tool is used to collect the dataset. 

B. Data Pre-Processing 
Data preparation and filtering steps can take considerable amount of processing time. It includes cleaning, normalization, 
transformation, feature extraction, and selection etc. Analysing data that has not been carefully screened for such problems can 
produce misleading results. Thus, the representation and quality of data is first and foremost before running an analysis. 

C. Traffic Reduction 
Traffic reduction method is one of the filtering method, it can reduce the data needed to be processed and hence increases the overall 
system performance. However, if a filter eliminates data improperly, bot detection rates could increase. Traffic Reduction can 
significantly improve the classification performance of many supervised classification algorithms. 

D. Feature Extraction 
Some of the behavior is distinguishable from normal behavior and hence features of the behavior can be extracted to detect bots. An 
ideal feature should be applicable to as many bots as possible. The features are collected in the feature extraction stage, like packet 
size, protocol, server port number, IP addresses etc and then the max membership principle is applied to the features to identify 
malicious ones. A packet is sent to the feature extraction stage if and only if its source or destination address is listed in the IP 
address list. 

E. Clustering 

Clustering is the process of grouping objects with similar features. In this paper the iterative clustering algorithm is used to classify 
the network traffic. In our work we are going to demonstrate how cluster analysis can be used to effectively identify groups of 
traffic. We are considering two unsupervised clustering algorithms, namely K-means and iterative homogeneous clustering for 
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network traffic classification. We evaluate these two algorithms and compare them with the previously used auto class algorithm, 
using empirical internet traces. Number of parameters used is six and based on these parameters there are three clusters formed with 
four classes namely FTP, HTTP, Telnet and SMTP. The comparison analysis made between existing K-means algorithm and 
proposed cluster algorithm. The graph (fig.7) shows the efficiency of proposed algorithm is better than that of existing algorithm. 
Clustering Algorithm analyses each batch of newly collected flows via the ProcessBatch(). It uses doiterative() function to make 
pure clusters the below algorithm shows the main loop of proposed algorithm.   
This function takes in input 
_ B, the batch of new flows or dataset; 
_ U, the set of previous outliers that were not assigned to any class when processing the previous batch; 
_ S, the set of seeding flows, i.e., flows already analysed in past batches for which iterative clustering algorithm was able to provide 
a label; 
As output, it produces 
_ C, the set of clusters; 
_ NS, the set of new seeds that are extracted from each cluster; 
_ U, which contains the set of new outliers; 
Its main steps are 
1) Clustering the dataset to get homogeneous subsets of flows, 
2) Flow label assignment (function doLabeling()), and 
3) Extraction of a new set of seeds (function extractSeeds()).Note that flows that are not assigned to any cluster are returned in the 

U set. Those flows are then aggregated in the next batch, so that they can eventually be aggregated to some cluster. In the 
following it details each step of the batch processing. Steps for malware detection or to detect the internet bots 

4) Clustering the dataset to get homogeneous subsets of flows, 
5) After homogeneous clustering rule reduction method is used  
6) Extraction of a new set of rules (the source and destination address should be present in the IP address list) 
7) Comparison between k-means and proposed homogeneous cluster method        

IV. EXPERIMENTAL RESULTS 
To carry out the experiment we have installed JDK 1.8 on our machine with net beans-IDE. It consists of packet sniffer program to 
capture and generate a Dataset.  The implementation part consists of the following modules namely packet capturing, parameter 
selection, iterative clustering, labelling and classification. 

A.  Packet Capturing 
This module is mainly used for capturing the packets to classify the traffic. It uses packet sniffer algorithm to capture the packet or 
packet capturing tools like Wireshark, netflow etc. Here Wireshark tool is used to capture the packet, it is one of the data capturing 
tools used to provide the structure of different networking protocols. It can also parse and display the fields, along with their 
meanings as specified by different networking protocols which are shown in the figure .2.  

 
Fig.2. Wireshark Traffic Dump 

1) Tranalyzer2: Tranalyzer2 is a lightweight flow generator and packet analyzer designed for simplicity, performance and 
scalability. The program is written in C and built upon the libpcap library. It provides functionality to pre- and post-process 
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IPv4/IPv6 data into flows and enables a trained user to see anomalies and network defects even in very large datasets, this is 
shown in figure.3. 

 
Fig.3. parameter selection using tranlyzer2 

2)  Iterative Clustering: It uses doiterative () function to make pure clusters the below algorithm shows how the iterative clustering 
will work. 

3) Labelling:  Once flows have been clustered, the doLabeling (C0) procedure assigns a label to each cluster. For each cluster I in 
C0, flows are checked. If I contains some seeding flows, i.e., flows (extracted from S) that already have a label, a simple 
majority voting scheme is adopted: the seeding flow label with the largest frequency will be extended to all flows in I, possibly 
over-ruling a previous label for other seeding flows. More complicated voting schemes may be adopted. The below fig.2 shows 
the accuracy of the proposed iterative algorithm is more than that of the existing algorithms.  

The below snapshots show the results obtained in our work which includes data loading, data pre-processing,  clustering and the 
comparison between existing and proposed system in the form of accuracy. 

   

 

Fig.4 load data 
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First we need to load the dataset for data pre-processing and for feature extraction which is shown in the fig.2. After loading the data, 
the data pre-processing phase takes place which is shown in fig.3. It includes cleaning, normalization, transformation, feature 
extraction, and selection etc 

 

Fig.5 data pre-processing 

 
Fig.6 clustering 

Cluster process group objects with similar characteristics. Objects are described by means of selected features which are shown in 
fig.4. In fig.5 shows the comparison between the proposed clustering algorithm and the existing K-means algorithm hence it is 
concluded that our proposed algorithm is more effective than existing algorithm.  
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Fig.7 comparison between existing and proposed system 

The accuracy graph shown in the figure .7 is the comparison between existing k-means algorithm and proposed clustering algorithm. 
Here X-axis indicates the generated clusters and Y-axis indicates the accuracy percentage. In this graph there are 4 clusters namely 
FTP, HTTP, Telnet and SMTP and it shows the percentage values.    

V. CONCLUSION 
The proposed homogeneous clustering MLA is used for distinguishing different kinds of traffic in a computer network. Here we are 
focusing on four different applications like FTP, HTTP, Telnet and SMTP. The homogeneous clustering method gives 90% 
accuracy than the existing k-means method in terms of purity or homogeneity of clusters and it also able to distinguish the traffic 
which appears to be similar, where an existing system cannot do.  

VI. FUTURE SCOPE 
The proposed algorithm which is considerably reduces the network traffic.  Now the future work will be focusing on providing a 
good QOS, network security and minimize the network delay  
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ABSTRACT:The proposed system highlights one premium web services authentication system using dual factor in 
order to assure enhanced protection. As internet is flooded with illegal and malware application which are almost 
invisible to the generic user, hence there is a huge need to safe guard the clients who are actually paying for the services 
in order to maintain confidentiality and privacy. The proposed system provides a better score of authentication 
guarantee, which is very prominent for implementation purpose. A test bed is creating using windows OS and Android 
Mobile Interface (AMI), considering IMEI and IMSI information of a real time cellular phone. The proposed system 
highlights a novel dual-factor authentication scheme whereby a user’s device produces multiples OTPs from an initial 
seed using the proposed production scheme.  

 
KEYWORDS: One Time Password, Dual Factor Authentication, Android mobile interface 
 

I. INTRODUCTION 
  

Two-factor authentication is commonly found in electronic computer authentication, where basic authentication is 
the process of a requesting entity presenting some evidence of its identity to a second entity. Two-factor authentication 
seeks to decrease the probability that the requestor is presenting false evidence of its identity. The number of factors is 
important as it implies a higher probability that the bearer of the identity evidence indeed holds that identity in another 
realm (i.e.: computer system vs. real life). In reality there are more variables to consider when establishing the relative 
assurance of truthfulness in an identity assertion, than simply how many "factors" are used. Two-factor authentication is 
often confused with other forms of authentication. Two factor authentications require the use of two of the three 
regulatory-approved authentication factors. These factors are: Something the user knows (e.g., password, PIN); 
something the user has (e.g., ATM card, smart card); and something the user is (e.g., biometric characteristic, such as a 
fingerprint). According to proponents, TFA could drastically reduce the incidence of online identity theft, and other 
online fraud, because the victim's password would no longer be enough to give a thief permanent access to their 
information. However, many TFA approaches remain vulnerable to Trojan controlled websites and man in the middle 
attacks.[3] In addition to such direct attacks, three aspects must be considered for each of the 2 (or more) factors in order 
to fully realize the potential increase in confidence of authentication: 
 The inherent strength of the mechanism, i.e. the entropy of a secret, the resistance of a token to cloning, or the 

uniqueness and reliability of a biometric. 
 Quality of provision and management. This has many aspects, such as the confidence you can have that a token or 

password has been securely delivered to the correct user and not an imposter, or that the correct individual has 
presented himself for enrollment of his biometric, as well as secure storage and transmission of shared secrets, 
procedures for password reset, disabling a lost token, re-enrollment of a biometric, and prompt withdrawal of 
credentials when access is no longer required. 

 Proactive fraud detection, e.g. monitoring of failed authentication attempts or unusual patterns of behavior which 
may indicate that an attack is under way, and suitable follow-up action. 
Another solution suggests the utilization of signature chains to address the chain length restriction by involving 

public key techniques. This technique, however, also increases computation costs. Moreover, time-synchronized OTP 
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systems, which are typically based on an internal clock synchronized with a main server, are not applicable for mobile 
phones. In addition, due to the general nature of mobile phones (e.g., out of network, etc.); such synchronization cannot 
typically be guaranteed.  To overcome the restrictions discussed above, this proposed system will discuss OTP 
production in the forward direction. This production will completely eliminate the mentioned limitations. Our idea is to 
produce multiple OTPs from an initial seed in a parallel process with the service provider itself, e.g., an online bank, by 
utilizing two different types of hash functions, which come with a nested chain. The resulting chain provides 
forwardness and infiniteness.  

 
II. RELATED WORK 

 
D.Parameswari and L.Jose [1]  describes a method of implementing two factor authentication using SMS OTP - One 

Time Password to Secure an E-Transaction (SET). D.Parameswari and L.Jose provides the reader with an overview of 
the various parts of the system and the capabilities of the system.  Generated One Time Password is valid for only a short 
user defined period of time and it is generated and verified using Secured Cryptographic Algorithm. FadiAloul, Syed 
Zahidi, Wassim El-Hajj [2] describes a method of implementing two factor authentication using mobile phones. They 
generated One Time Password is valid for only a short userdefined period of time and is generated by factors that are 
unique to both, the user and the mobile device itself. Additionally, an SMS-based mechanism is implemented as both a 
backup mechanism for retrieving the password and as a possible mean of synchronization. FadiAloul proposes and 
develops a complete two factor authentication system using mobile phones instead of tokens or cards. 

Bogdan Groza, DorinaPetrica [3] Leslie Lamport in his paper Password Authentication with Insecure 
Communication proposed the use of one-way functions in order to obtain one time passwords. Because of their 
simplicity cryptographic hash functions are commonly used for such purpose. HavardRaddum, Lars Hopland Nest˚as, 
and KjellJørgen Hole [4] suggested two minor changes to Encap’s protocol designs, one to bring the activation 
protocol’s key generation in line with “best practice,” and one to simplify the designs without reducing the security. The 
seriousness of the attacks shows how important a system-level analysis and testing can be to determine the level of 
security provided by protocols in a real system. 

Stephen Chan, Stephen Lau, Jay Srinivasan, Adrian Wong [5] presented a prioritization of the work that needs to be 
done. OTP has very broad ranging effects and it is important that the most pressing issues be dealt with first. In addition, 
there is technology that needs to be developed and deployed-identified the work that we feel needs to be done, and 
prioritized it based on current observations. Chunhua Chen, Chris J. Mitchell, Shaohua Tang [6] show how Trusted 
Computing can be extended in a GAA-like framework to offer new security services. They then propose a general 
scheme that converts a simple static password authentication mechanism into a one-time password (OTP) system using 
the GAA key establishment service. Vipul Goyal, Ajith Abraham, SugataSanyal and Sang Yong Han [7] device a novel 
construction of hash chains. The basic idea here is to repeatedly require the insertion of user password after a fixed 
distance in the hash chain. The links at which the insertion of the password is required may be made public and stored at 
the host (server).  

Kenneth G. Paterson and Douglas Stebila [8] consider the use of onetime passwords in the context of password-
authenticated key exchange (PAKE), which allows for mutual authentication, session key agreement, and resistance to 
phishing attacks. Author describe a security model for the use of one-time passwords, explicitly considering the 
compromise of past (and future) one time passwords, and show a general technique for building a secure one-time-
PAKE protocol from any secure PAKE protocol. Our techniques also allow for the secure use of pseudo randomly 
generated and time-dependent passwords. 

Dinei Florencio and Cormac Herley [9] describe a service that allows users one-time password access to any web 
account, without any change to the server, without changing anything on the client, and without storing user credentials 
in-the-cloud. Employ a simple mapping of the arbitrary input password to restricted character set OTP's: thus every OTP 
is readable without ambiguity no matter what display or font is used, can be transmitted over SMS, and can be entered 
even on unfamiliar keyboards without the use of meta keys. 

Anders Moen Hagalisletto and Arne Riiber [10] present a commercial protocol, developed by a Norwegian start-up 
copmany, for using a mobile terminal as a password calculator that could potentially be used towards any service 
provider on the internet. They report theirr experiences by specification, validation, and analysis of the protocol in 
particular the threat of phishing attacks is investigated. 
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Ryoichi Isawa and MasakatuMorii [11] propose a new one-time password scheme against the Hybrid Theft attack*1. 
The proposed scheme has three advantages: 1) secure against all the existing attacks, 2) based on only one-way hash 
function, and 3) a mutual authentication scheme. Compared with SAS-X (2), the proposed scheme is more secure 
because of the advantage 1, and can compute faster because of the advantage 2. SAS-X (2) is a one-way authentication 
scheme 

Andrew Tillman [12] presents Many MLSs and associations are looking to implement improved security measures 
such as two factor authentication. Existing solutions are problematic in either cost and/or practicalityA solutions that use 
SMS would be a cost-effective and practical way in which to provide this functionality and as a result greatly increase 
the security of these important online resources. Alberto BenaventeMartínez, Spain [13] designs an authentication model 
that uses a onetime password (OTP) mechanism.  

Password-authenticated key exchange was first introduced by Bellovin and Merritt in 1992 [14] as a protocol in 
which the client and server share a plaintext password and exchange encrypted information to allow them to derive a 
shared session key. A later variant [15], often called verifier-based, removed the requirement that the server have the 
plaintext password, instead having a one-way transformation of the password. The most extensively used model for the 
security of PAKE protocols is the Bellare-Pointcheval-Rogaway (BPR) model [16] and its extension [17] for verifier-
based protocols. This model is the starting point of our model for the security of one-time-PAKE protocols. One 
particular such protocol is the PAK protocol [18, 19], which is the basis of our construction in the full version of this 
paper. Various authors have noted the value of using one-time passwords in authenticated key exchange protocols [20, 
21, 22]. Abdalla et al. [23] (see also [24]) describe the OPKeyX protocol, a verifier-based one-time-PAKE protocol. It 
uses a hash chain to derive subsequent one-time passwords from a seed such that the server can verify but not compute 
the next password. 

 
III. PROBLEM DESCRIPTION 

 
This dual-factor authentication system suffers from the following shortcomings: 
 SMS Cost: During every login request or transaction process, it is necessary to send an SMS-OTP from the bank to 

the user. This, in turn, will be costly to the bank with the consideration of statistics of bank’s transactions 
 SMS Lateness: The SMS transmission delay represents one of the major limitations of the traditional system. 
 International Roaming: Travelling overseas creates restrictions on the SMS services. Turning off the roaming 

service will prevent the bank from sending the SMS-OTP, which in turn, stops the user from resuming any further 
processes. 

 SMS Security: It can be said that while designing the GSM system, it had all security measures in mind, but as time 
passed and algorithms were cracked by the hackers, SMS-OTP based systems were not kept secure.  

 
IV.PROPOSED SYSTEM 

 
The main aim of the paper is to develop an architectural framework for dual factor authentication system, where the 
system will produce one time password (OTP) in the forward direction. The prime idea is to generate multiple OTPs 
from an initial seed in a parallel process with the service provider itself, e.g., an online bank, student file management, 
financial services etc. by utilizing two different types of hash functions, which come with a nested chain. The resulting 
chain provides forwardness and infiniteness and it should run on multiple systems of wired or wireless network. The 
cumulative architecture of the proposed system is as shown in Figure 1. The Lamport’s idea has been extended with 
some modifications in order to generate infiniteness and forwardness, avoiding the use of public key cryptography. The 
shortcoming of those two parameters, infiniteness and forwardness, cause the several vulnerabilities shown with respect 
to the related work. A one-time password is valid for only one login session or transaction. OTP avoid a number of 
shortcomings which are associated with traditional (static) passwords. Dual-factor authentication is an approach to 
authenticate which requires the presentation of two different kinds of evidence that someone is who they say they are. It 
is a part of the broader family of multi-factor authentication, which is a defense in depth approach to security. 
Authentication is the act of confirming the truth of an attribute of a datum or entity. This might involve confirming the 
identity of a person, tracing the origins of an artifact, ensuring that a product is what it’s packaging and labeling claims to 
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be, or assuring that a computer program is a trusted one. The proposed work mainly constitutes of two modules e.g. 
administrator (or service provider) and student. The administrator basically supervises the application by assisting in 
creation of account as well as relaying the services based on the digital content used by the student user. As the 
application will consist of a privilege access for the student, so an efficient and robust authentication as well as 
authorization is highly required. 

 
 

Figure 1: Proposed Architecture 
 
The proposed system is mainly partitioned in three phases: 
 Enrollment Phase: The student gets the two different hash functions, and an initial seed, established on their Android 

enabled mobile phone. To ensure that the information is completely shared with the service provider, the seed is 
produced by the shared and unique parameters of the host and user, e.g., the International Mobile Equipment 
Identity (IMEI), International Mobile Subscriber Identity (IMSI), and enrollment date. 

 Login and Authentication Phase: The steps of the login and authentication process between the user and service 
provider are like this; the student logs in to the service provider’s website, requesting access. As a response to this 
access request, a secure session is established, allowing the student to enter their authentication privileges, i.e., 
student’s name and password, the first factor of authentication, what the student knows. Also the student provides 
the server with their OTP’s current status. The current status allows the server to synchronize the generated seed 
with the student’s current seed to get the same seed value on both sides before sending a challenge. The server 
randomly challenges the student with new indexes. The student enters those indexes, in their OTPgenerator to get 
the corresponding OTP. The student responds with this corresponding OTP. The server compares the received OTP 
with the calculated one. According to the server check, done in the previous step, the server will transfer an 
authorization execution or a communication termination. 

 Mathematical Illustration: Through the enrollment process, the student gets two different hash functions, which 
could be SHA-1, and hB(.), which could be MD5, along with an initial seed, “Sint ,” as the concatenation of the IMEI, 
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IMSI, and registration time, which could be “1234567891234561234567891234507012010200259” assuming IMEI 
is “123456789123456,” IMSI is “12345678912345,” and the registration time is “7/1/2012 20:02:59.” After logging 
into the service provider’s website using a different and static username and password, the first factor of 
authentication, the server asks the user for the OTP’s current status. If the student has generated numerous OTPs 
without using them, he might have reached an OTP status of, for example, “17.” The user will submit his current 
status to the server to allow the server to calculate the current seed Scrt=HA

17(Sint) 
1220848648030773785924867285680707842195071405780, which means that the server has calculated seventeen 
cascaded hashes of its initial seed “Sint ,” using the SHA-1 algorithm, to be synchronized with the client. After that 
the server sends a random challenge value of new indexes, e.g., x, y = 3, 4, which means the user has to calculate his 
session OTP using this formula: OTP=hB

4(HA
3(Scrt))= 68606061177919188523363813602016333158. The server 

has to calculate the same value in a parallel process, and as soon as the client responds, the server will match the two 
values to give either a yes or no. 

   Static password has been long acknowledged as a big security and management headache to IT administrators of 
enterprises. Usually, a simple password was used repeatedly by a user or written down carelessly on a piece of paper. 
Unlike the traditional single-factor static password, one time password changes each time the user logs in. Thus, on one 
side, the users are forever freed from remembering static password by simply using a detached OTP generator or token; 
on the other side, sensitive personal information in the IT systems is better protected against unauthorized access since 
relay attacks are effectively prevented. To face the increasing security demands on IT systems nowadays, it is highly 
advised that enterprises introduce two-factor authentication methods into their IT infrastructure. The OTP solution, as 
the most adaptable and flexible scheme, is becoming the most popular information security solution in the field with 
cost-effective user OTP tokens and advanced security. 
   The proposed scheme can resist an off-line guessing attack because it uses strong passwords produced from strong 
hash functions. Moreover, replaying reusable passwords is restricted by encoding passwords to be used one time. 
However, it is necessary to prevent another token from becoming an OTP generator for the same user. A manual 
process should handle this situation. 
 

V. SIMULATION RESULTS 
 

The proposed system is designed on Windows 32-bit OS with 1.84 GHz processor with broadband connectivity of 100 
Mpbs.  The programming is done on MyEclipse IDE. The experiment for the proposed system is done on real time 
Samsung Galaxy Smartphone with Android 2.2. Hence Android Development Tools (ADT) is used as it is a plug-in for 
the MyEclipse IDE that is designed to give a powerful, integrated environment in which to build Android applications. 
The proposed system will be experimented with active wireless connectivity between the system and Android enable 
device.  

 
Figure 2: Student Login Options 

 
THE ABOVE FIGURE 2 HIGHLIGHTS THE INITIAL AUTHENTICATION LOGIN FOR STUDENT. INITIALLY THE STUDENT 

HAS TO SIGN UP A NEW ACCOUNT WHERE THEY HAVE TO FURNISH ALL THE DETAILS AS SHOWN IN FIGURE 3. 
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Figure 3: Sign-up Information feeding. 

 
After the successful sign-up, the student can log in to their privilege account using the similar College ID as user ID 
and password, which was successfully fed at the time of sign up process 
 

 
Figure 4: Captacha Authentication. 

 
Once the student logs and their initial user ID and password is accepted, then they will be prompted to feed the random 
digital information displayed by Captacha application as shown in Figure 4. Now, after the successful sign up, the 
student can now perform initial login authentication for which they will be asked to feed OTP and Current status, both 
of which is generated at the Mobile interface as shown in Figure 5 and 6. 
 

 
Figure 5: OTP & Current Status generation in Mobile interface 
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Figure 6: Feeding OTP and Current Status from mobile interface to web interface. 

 
Once the OTP and current status is authenticated, the new index will be generated automatically in web interface as 
shown in Figure 7. 

 
Figure 7: Generation of new Index 

 

 
Figure 8: Generation of OTP in Mobile Interface. 

 
Once the new index value is authenticated in the mobile interface, the next sequence, it will generate a new OTP, in 
same mobile interface as shown in Figure 9. The student needs to take the newly generated OTP and feed in to their 
web-interface for final authentication as shown in Figure 10. 

 
Figure 9: Feeding newly generated OTP in web interface. 

 
VI.     CONCLUSION AND FUTURE WORK 

 
A new two-factor OTP-based authentication scheme has been proposed using Android mobile phones as they are 
becoming more and more powerful devices. This new authentication protocol provides forward and infinite OTP 
generation using two nested hash functions. The proposed approach has been illustrated to an online authentication 
process. This scheme achieves better characteristics than the other schemes discussed above. The proposed system is 
not limited to a certain number of authentications, unlike the previously-mentioned OTP hashing-based schemes and 
does not involve computationally expensive techniques to provide the infiniteness. The protocol doesn’t require a token 
embedded server synchronized clock like. The approach eliminates the problems with utilizing OTPs with an SMS, 
consisting of the SMS cost and delay, along with international roaming restrictions. A detailed security analysis was 
also performed that covered many of the common types of attacks. The two factor authentication property has been 
achieved without restrictions. 
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ABSTRACT: Traffic signs have been designed to be easily readable for humans. For computer systems however, 

classifying traffic signs is still a challenging pattern recognition problem. Both image processing and machine learning 

algorithms are continuously refined to improve the recognition performance. A geo-coded traffic sign data set is 

constructed and used for training and testing the data for the recognition of the traffic signs. Instead of using 

handcrafted features such as HOG or SIFT which gives an accuracy around 75%, Convolutional Networks (ConvNets) 

use biologically-inspired multi-stage architectures that automatically learn hierarchies of invariant features. By 

applying ConvNets to the task, traffic sign classification becomes much easier and gives a better accuracy of about 

85% - 95%.Using this recognition system, an application for the driver safety purpose is built. The application will 

keep the driver updated about the traffic signs which will lead in fewer to no mistakes while driving. 

 

KEYWORDS: Traffic sign; Classification; Image detection, Convolutional Networks. 

I. INTRODUCTION 

 

Traffic signs or road signs are signs erected at the side of or above roads to give instructions or provide information 

to road users. The earliest signs were simple wooden or stone milestones. Later, signs with directional arms were 

introduced, for example, the fingerposts in the United Kingdom and their wooden counterparts in Saxony. 

With traffic volumes increasing since the 1930s, many countries have adopted pictorial signs or otherwise simplified 

and standardized their signs to overcome language barriers, and enhance traffic safety. Such pictorial signs use symbols 

(often silhouettes) in place of words and are usually based on international protocols. Such signs were first developed 

in Europe, and have been adopted by most countries to varying degrees. 

Road safety signs are primarily of three types: 

1. Mandatory Signs - Mandatory signs are road signs which are used to set the obligations of all traffic 

which use a specific area of road. Unlike prohibitory or restrictive signs, mandatory signs tell traffic what it 

must do, rather than must not do. Most mandatory road signs are circular, may use white symbols on a blue 

background with white border or black symbols on a white background with a red border, although the latter is 

also associated with prohibitory signs. 

 

 
                    Fig.1. Mandatory Signs 
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2. Cautionary Signs- A warning sign is a type of traffic sign that indicates a hazard ahead on the road 

that may not be readily apparent to a driver. While designs vary, they usually take the shape of an equilateral 

triangle with a white background and thick red border.  

 

 

 

      Fig .2. Cautionary Signs 

 

3. Information Signs- An information sign is a very legibly printed and very 

noticeable placard that informs people of the purpose of an object, or gives them instruction on the use of 

something. An example is a traffic sign such as a fuel pump. 

                                                                      Fig .3. Information Signs 

 

The goals and objective of the project is to develop a method for traffic signs detection for vehicles that reduces the 

number of accidents while driving. This method will be developed as an automated software-hardware solution that 

will be supplied with the vehicle. To build a high performance traffic sign recognition system for Indian roads. Build 

dataset of Indian Traffic Road Signs. Build a classification system to recognize the road signs. 

II. RELATED WORK 

 

In [1]To design a good recognizer, many parameters should be taken into consideration. The recognizer should 

present a good discriminative power and low computational cost .It should be robust to the geometrical status of sign, 

such as the vertical or horizontal orientation, the size, and the position of the sign in the image. It should be robust to 

noise. The recognition should be carried out quickly if it is designed for real time applicationsIn [2]There are two main 

approaches in this field:Color-based approach allows reducing false positives results in the recognition process. These 

are based on segmentation by threshold in color space for image processing. andGreyscale methods concentrate on the 

geometry of the model to recognize it, color is used as a complementary technique to eliminate false positive results of 

classification. In [3]The images are pre-processed with several image processing techniques, such as, threshold 

techniques, Gaussian filter, Canny edge detection, Contour and Fit Ellipse. Then, the Neural Networks stages are 

performed to recognize the traffic for sign pattern. Objective is to reduce the search space and indicate only potential 

regions for increasing the efficiency and speed of the system. The traffic sign images are investigated to detect potential 

pixel regions which could be recognized.In [4]What makes CNNs such a good fit for working with image data?Their 

capacity can be controlled by varying their depth and breadth, and they also make strong and mostly correct 

assumptions about the nature of images (namely, stationary of statistics and locality of pixel dependencies). Thus, 

compared to standard feed forward neural networks with similarly-sized layers, CNNs have much fewer connections 

and parameters and so they are easier to train, while their theoretically-best performance is likely to be only slightly 
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worse.This is a highly influential paper that kicked off a whole stream of work using deep convolutional neural 

networks for image processing. Two factors changed that made this possible: The availability of large enough datasets 

specifically, the introduction of ImageNet with millions of images, whereas the previous largest datasets had 'only' tens 

of thousands and The development of powerful enough GPUs to efficiently train large networks.In [5] For localization 

the classifier layers are replaced by a regression networks trained to predict bounding boxes at each spatial location and 

scale. The regression predictions are then combined, along with the classification results at each location. Training with 

multiple scales ensures predictions match correctly across scales, and exponentially increases the confidence of the 

merged predictions. Bounding boxes are combined based on the distance between their centres and the intersection of 

their areas, and the final prediction is made by taking the merged bounding boxes with maximum class scores.In [6] 

The use of ReLU activation "Deep convolutional neural networks with ReLUs train several times faster than their 

equivalents with tanh units Faster learning has a great influence on the performance of large models trained on large 

datasets"Using multiple GPUs (two!), and splitting the kernels between them with cross-GPU communication only in 

certain layers. The scheme reduces the top-1 and top-5 error rates by 1.7% and 1.2% respectively compared to a net 

with half as many kernels in each layer and trained on just one GPU.Using overlapping pooling. Let pooling layers be 

of size z x z, and spaced s pixels apart. Traditionally pooling was used with s = z, so that there was no overlap between 

pools. Krizhevsky et al. used s = 2 and z = 3 to give overlapping pooling This reduced the top-1 and top-5 error rates by 

0.4% and 0.3% respectively. 

Traffic sign recognition has direct real-world applications such as driver assistance and safety, urban scene 

understanding, automated driving, or even sign monitoring for maintenance. It is a relatively constrained problem in the 

sense that signs are unique, rigid and intended to be clearly visible for drivers, and have little variability in appearance. 

Still, the dataset provided presents several difficult challenges due to real-world variability‟s such as viewpoint 

variations, lighting conditions (saturations, low-contrast), motion-blur, occlusions, sun glare, physical damage, colour 

fading, graffiti, stickers. Although signs are available in the training set, temporal information is not in the test set. The 

present project aims to build a robust recognizer without temporal evidence accumulation. Several existing approaches 

to road-sign recognition have used computationally-expensive sliding window approaches that solve the detection and 

classification problems simultaneously. But many recent systems in the literature separate these two steps. Detection is 

first handled with computationally-inexpensive, hand-crafted algorithms, such as colourthresholding. Classification is 

subsequently performed on detected candidates with more expensive, but more accurate, algorithms. Although the task 

at hand is solely classification, it is important to keep in mind the ultimate goal of detection while designing a classifier, 

in order to optimize for both accuracy and efficiency. Traffic Sign Recognition covers two problems: traffic sign 

detection (TSD) and traffic sign classification (TSC).The dataset is available only for Belgium and Germany. Mean 

accuracy built by A.de la Escalera, J.MaArmingol,M.Mata “Traffic sign recognition and analysis for intelligent 

vechicles”using neural network system is 79.42%.This work does not use latest advances in the field of neural 

networks like convolutions. 

Classification has been approached with a number of popular classification methods such as Neural Networks. Here 

we use the convolution neural network, The ConvNet. One advantage of ConvNets is that they can be run at very high 

speed on low-cost, small form-factor parallel hardware based on FPGAs or GPUs. Embedded systems based on FPGAs 

can run large ConvNets in real time, opening the possibility of performing multiple vision tasks simultaneously with a 

common infrastructure. 

III. PROPOSED SYSTEM 

 

Creating a dataset for Indian roads. The solution uses to propose recent advances in deep learning including 

convolution layers in addition to the feed forward neural network. Evaluate the performance of the system by 

considering additional signal like nearby detected signs. Building an application to demonstrate how this system can be 

used to improve driver safety. 

 User captured image: 

An image with traffic sign is captured by the user. The image must contain at least 1 traffic sign to be 

detected. The outcome of the image will also depend on the quality of the image. The better the resolution the 

better the accuracy. 
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 Traffic sign detection: 

The fed image is processed and searched for the traffic signs. The parameter checked are round, triangle, 

square, pentagonal, octagonal shapes with red, blue or yellow color surrounding it. A bounding box is put 

around the traffic sign. 

 

 

 
                                                             Fig .4. System Architecture Diagram    

 

 Crop image: 

Once the sign is detected then that image is cropped. The image within the bounding box is kept and the 

rest is discarded. That will help in the recognition process only to focus on the traffic sign. 

 Convolution neural network: 

A biologically-inspired, multilayer feed-forward architecture that can learn multiple stages of invariant 

features. Each stage is composed of a (convolutional) filter bank layer, a non-linear transform layer, and a 

spatial feature pooling layer. The spatial  

 
Fig . 5. Convolution Neural Network Architecture 

 

pooling layers lower the spatial resolution of the representation, thereby making the representation robust 

to small shifts and geometric distortions, similarly to “complex cells” in standard models of the visual cortex. 

ConvNets are generally composed of one to three stages, capped by a classifier composed of one or two 

additional layers.  
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                                   Fig .6. CNN feature extractor for Traffic Sign Classification 

 

A gradient-based supervised training procedure updates every single filter in every filter bank in every 

layer so as to minimizes a loss function. 

 Classified image: 

The image comes out of the classifier as a lablled traffic sign, the confidence score. 

 Predefined dataset: 

Traffic sign images are cropped and labelled which will be used for training the dataset. 

 Application: 

Using this traffic sign recognition system, an application is built to demonstrate improved driver safety. 

The application keeps the driver updated about the traffic signs and violations. This will reduce accidents due 

to human error. 

IV. PSEUDO CODE 

I) Dataset collection 

Input:The recognition task requires a set of images with various traffic signs for classification. 

Step 1:These images are obtained by taking pictures of traffic signs with geolocation using an android app 

developed for this purpose. 

Step 2:The app monitors changes in geolocation and uses this information when a picture is taken. This 

information is written into a CSV file which is then downloaded to a common machine for aggregation and 

processing. 

II)Image detection/processing: 

Input:The captured and geocoded images are available in separate CSV files originating from separate 

instances of the app. 

Step 1:A program merges all this data into a single dataset making it ready for processing.  

Step 2:Before the images can be fed into a classifier, the following tasks must be carried out: 

i)The traffic signs in the image must be identified and a bounding box has to be marked around the signs 

    ii)The sign has to be extracted, labelled, for use as training data in the classifier 

The size of the bounded area must be uniform across the dataset 

Step 3:A web tool loads each image from the dataset onto a web page and the bounding box is marked. 

This information is added back into the dataset. 

Step 4:The type of sign is also labelled. 

Step 5:A script then crops all the bounding boxes and resizes them into a 30px * 30px image ready for the 

classification 
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V. SIMULATION RESULTS 

 

The proposed Traffic sign recognition using Convolutional neural network and Screenshot for Driver Assistance 

Application are as shown in fig.7.  

 

 
Fig.7.Screenshot for Driver Assistance Application 

 

This web application will have a preloaded data set. Here we have collected traffic signs of 2 locations in Bangalore 

(HSR layout, Koramangala) and have loaded it in the map with its geo location. All the different signs are categorised 

into different groups (as shown on the right corner). 

You can select a particular traffic sign. Here we have selected pedestrian crossing, only the pedestrian crossing tags in 

that area are shown and the rest are blurred. 
 

 
Fig.8.The dataset of the traffic sign 

 

The dataset of the traffic sign is shown in fig.8.,which was collected and cropped for the recognition purpose. Each of 

the image is cropped and resized to 32*32 p. We collected over 500 pictures in these 2 locations. 
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Fig .9. Screenshot for Driver Assistance Application for No parking 

 

While conducting a simulation we need to give a start and a end location to a car, as the car moves in the given path the 

nearby traffic sign pops up. If there is any warning sign (hump ahead, school, pedestrian crossing etc,..) a pop up is 

shown on the right corner which gives a warning saying „go slow‟ the pop up remains for 5 sec, every half a sec the 

color given to the pop up fades out and the end of the 5th sec it vanishes. when the car reaches the end location, if there 

is any no parking sign nearby it gives an alert saying „No parking here‟ by which its understood for the driver not to 

park in that location. The Simulated graph for accuracy and Loss are shown in fig.10. and fig.11. 

 
                    Fig .10. Accuracy for the Recognition                                                           Fig .10. Loss/Error rate of the Recognition  

 

VI. CONCLUSION AND FUTURE WORK 

 

By applying ConvNets to the task, traffic sign classification becomes much easier and gives a better accuracy of 

about 85% - 95%.Using this recognition system, an application for the driver safety purpose is built. The application 

will keep the driver updated about the traffic signs for better driving assistance and safetyIn future the driver assistance 

system can be used on cars to work according to the traffic signs and the recognition system can be used on self driving 

cars to learn and understand the traffic signs 
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Abstract
Optical biosensors are powerful detection and analysis tool that has vast applications in biomedical research, healthcare,
pharmaceuticals, environmental monitoring, and the battlefield. Biosensors consist of a biological entity that can be an enzyme,
antibody, or nucleic acid that interacts with an analyte and produces the signal that is measured electronically. A variety of substances
including nucleic acids, proteins (particularly antibodies and enzymes), lectins (plant proteins that bind sugar moieties) and complex
materials (organelles, tissue slices, microorganism), can be used as the biological components. Fluoride content in drinkable
groundwater directly affects the quality of drinking water. In this paper we have demonstrated a 2-dimensional photonic crystal based
biosensor with line defect which can detect different fluorides in water. Simulation and analysis has been done for calcium fluoride,
cesium fluoride, potassium fluoride, lithium fluoride and strontium fluoride and peak has been observed. One such major detection
is to detect dental fluorosis caused by the fluorides present in water. Finite Difference Time Domain (FDTD) method has been used
for the analysis. MEEP is Maxwell's Electromagnetic Equation Propagation simulation tool. The application of FDTD method is
computation of transmission spectrum. MEEP is simulation package for the computation of transmission/reflection spectra, field
patterns, resonant modes & frequencies in dielectric structures.
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1. Introduction
Dental fluorosis is a alteration in the advent of the tooth's enamel. These variations can vary from hardlyperceptible white spots in
mild forms to staining and pitting in the more severe forms. Dental fluorosis only occurs when younger children devour too much
fluoride, from any source, over long periods when teeth are evolving under the gums. The advantageous effects of fluoride on dental
caries are due predominantly to the topical effect of fluoride after the teeth have vented in the oral cavity. Biosensors function by
coupling a biological sensing element with a detector system using a transducer [1] and biosensor for living cell [2]. Optical biosensors
are powerful detection and analysis tool that has vast applications in biomedical research, healthcare, pharmaceuticals, environmental
monitoring, and the battlefield [3]. Fluoride is a naturally occurring compound derived from fluorine, the 13th most abundant
element on Earth. The basics of knowledge of Fluoride and Causes of fluoride in drinking water [4].

The organic bio molecules get excited from lower energy state to higher energy state, when optical beam is incident and lose their
energy in the form of photons and relax to the ground state [5]. Maxwell's Curl equations are expanded in rectangular Coordinate
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Abstract and Figures

The world is facing an unprecedented problem in safeguarding 0.4?% of potable water,
which is gradually depleting day-by-day. From a literature survey it has been observed that
the refractive index (RI) of water changes with a change in salinity or total dissolved solids
(TDS). In this paper we have proposed an automatic system that can be used for real-time
evaluation of salinity or TDS in drinking water. A photonic crystal (PhC) based ring
resonator sensor has been designed and simulated using the MEEP (MIT Electromagnetic
Equation Propagation) tool and the finite difference time domain (FDTD) algorithm. The
modelled and designed sensor is highly sensitive to the changes in the RI of a water
sample. This work includes a real-time-based natural sequence follower, which is a
machine learning algorithm of the naive Bayesian type, a sequence of statistical algorithms
implemented in MATLAB with reference to training data to analyse the sample water.
Further interfacing has been done using the Raspberry Pi device to provide an easy
display to show the result of water analysis. The main advantage of the designed sensor
with an interface is to check whether the salinity or TDS in drinking water is less than
1000?ppm or not. If it is greater than or equal to 2000?ppm, the display shows ?High
Salinity/TDS Observed?, and if ppm are less than or equal to 1000?ppm, then the display
shows ?Low salinity/TDS Observed?. The proposed sensor is highly sensitive and it can
detect changes in TDS level because of the influence of any dissolved substance in water.
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Abstract and Figures

Quantum-dot cellular automata is a promising successor of CMOS technology. QCA
proposed by Lent et al. is an emerging technology that offers an innovative approach for
computing at nano-scale by monitoring the position of a single electron. This technology
allows the implementation of logic devices using quantum dots instead of transistors,
diodes. QCA technology has large potential in terms of high space density and power,
possible to achieve miniaturization of circuits and high speed processing. The paper
provides an efficient design and layout of code converters based on quantum-dot cellular
automata using QCADesigner tool. In this paper a number of new results on binary to gray
and gray to binary code converters and detailed simulation using QCAD designer tool is
presented. We have performed a comparative study of proposed design with recent
previous designs and proved that proposed design is efficient in terms of complexity, cell
count, area usage and clocking.

Figures - uploaded by Dr preeta Sharan
Content may be subject to copyright.

Discover the world's
research

20+ million
members

135+ million
publications

700k+ research
projects

Content uploaded by Dr preeta Sharan
Content may be subject to copyright.

Nandini Rao
Dayananda Sagar Institutions

Srikanth P C
Malnad College of Engineering

Dr preeta Sharan
The Oxford Educational Institutions

Citations (24) References (10) Figures (6)

QCA clock zones
and QCA clock…

Layouts of AND
gate and OR…

XOR gate
graphical symb…

(a) QCA layout of
XOR gate and (…

+1

(a) Layout of
binary to gray…

Author content

Join for free

Public Full-text 1

Author content

Optik127 (2016) 4246–4249

Contents lists available at ScienceDirect

Optik

jour na l homepage: www.e lsev ier .de / i j leo

Recruit researchers Join for free Login

Download full-text PDF Read full-text Download citation Copy link

https://www.researchgate.net/directory/publications
https://www.researchgate.net/topic/Mathematical-Sciences/publications
https://www.researchgate.net/topic/Dynamical-Systems/publications
https://www.researchgate.net/topic/Discrete-Dynamical-Systems/publications
https://www.researchgate.net/topic/Cellular-Automata/publications
https://www.researchgate.net/journal/Optik-International-Journal-for-Light-and-Electron-Optics-0030-4026
http://dx.doi.org/10.1016/j.ijleo.2015.12.119
https://www.researchgate.net/project/Currently-Working-on-Surface-Plasmonic-Resonance-based-Optical-Sensor
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/profile/Nandini-Rao-2
https://www.researchgate.net/profile/Nandini-Rao-2
https://www.researchgate.net/institution/Dayananda-Sagar-Institutions
https://www.researchgate.net/profile/Srikanth-P-C
https://www.researchgate.net/profile/Srikanth-P-C
https://www.researchgate.net/institution/Malnad-College-of-Engineering
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/institution/The_Oxford_Educational_Institutions
https://www.researchgate.net/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters#citations
https://www.researchgate.net/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters#references
https://www.researchgate.net/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters#figures
https://www.researchgate.net/figure/QCA-clock-zones-and-QCA-clock-with-four-phases_fig1_291014115
https://www.researchgate.net/figure/QCA-clock-zones-and-QCA-clock-with-four-phases_fig1_291014115
https://www.researchgate.net/figure/Layouts-of-AND-gate-and-OR-gate_fig2_291014115
https://www.researchgate.net/figure/Layouts-of-AND-gate-and-OR-gate_fig2_291014115
https://www.researchgate.net/figure/XOR-gate-graphical-symbol-and-implementation_fig3_291014115
https://www.researchgate.net/figure/XOR-gate-graphical-symbol-and-implementation_fig3_291014115
https://www.researchgate.net/figure/a-QCA-layout-of-XOR-gate-and-b-simulation-result_fig4_291014115
https://www.researchgate.net/figure/a-QCA-layout-of-XOR-gate-and-b-simulation-result_fig4_291014115
https://www.researchgate.net/figure/a-Layout-of-binary-to-gray-code-converter-and-b-simulation-results_fig6_291014115
https://www.researchgate.net/figure/a-Layout-of-binary-to-gray-code-converter-and-b-simulation-results_fig6_291014115
https://www.researchgate.net/signup.SignUp.html
https://www.researchgate.net/
https://www.researchgate.net/scientific-recruitment/?utm_source=researchgate&utm_medium=community-loggedout&utm_campaign=indextop
https://www.researchgate.net/signup.SignUp.html?hdrsu=1&_sg%5B0%5D=qxu4NqX-OJuMxs7ebTmynCU7VvBGiSBWMwK6xEm8FGoR-NinkLk_LpLS-AeerljvTbckRrd84woB1ZQm3KMWvU4d9a0
https://www.researchgate.net/profile/Dr-Sharan/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters/links/5c04e075a6fdcc1b8d50a827/A-novel-quantum-dot-cellular-automata-for-4-bit-code-converters.pdf
https://www.researchgate.net/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters#read
https://www.researchgate.net/publication/291014115_A_novel_quantum_dot_cellular_automata_for_4-bit_code_converters/citation/download


IJIREEICE ISSN (Online) 2321 – 2004 
ISSN (Print) 2321 – 5526 

 

                           INTERNATIONAL JOURNAL OF INNOVATIVE RESEARCH IN ELECTRICAL, ELECTRONICS, INSTRUMENTATION AND CONTROL ENGINEERING 
                     Vol. 4, Issue 4, April 2016 
 

Copyright to IJIREEICE                                                         DOI 10.17148/IJIREEICE.2016.4448                                                             199 

A Novel Image Compression Using Block Local 

Binary Pattern (LBP) with LZW 
 

Ramya.P.Reddy
1
, Chrispin.Jiji

2
 

Student, Department of ECE, TOCE, Bengaluru, India
1 

Asst. Prof. Department of ECE, TOCE, Bengaluru, India
2 

 

Abstract: Image compression is aimed at reducing the data quantity, without degrading the image Quality beyond an 

acceptable threshold. The main advantage of LBP is it can give local texture pattern in an efficient manner. In this LBP 

values are used for the image compression. The description of image's local pattern results in an eight-bit binary 

description, but in order to restore the image from such a LBP description, the value of each central pixel is also 

needed. LZW coding which is simple and lossless technique is used for the LBP data compression. Finally result 

analysis is made based on performance parameters PSNR, MSE, SSIM. 
 

Keywords: local binary pattern, local texture classification, Lempel-Ziv-Welch (LZW). 
 

I. INTRODUCTION 
 

In recent years, the development and demand of 

multimedia product grows increasingly fast, contributing 

to insufficient bandwidth of network and storage of 

memory device. Therefore, the theory of data compression 

becomes more and more significant for reducing the data 

redundancy to save more hardware space and transmission 

bandwidth. In computer science and information theory, 

data compression or source coding is the process of 

encoding information using fewer bits or other information 

bearing units than an unencoded representation. 

Compression is useful because it helps reduce the 

consumption of expensive resources such as hard disk 

space or transmission bandwidth. Nowadays, an amazing 

amount of data is generated every minute, e.g. (1) Google 

will receive 2 million search requests (2) facebook users 

upload and share more than 6,94,000 pieces of content 

(3)more than 184.8 billion e-mails are sent and received 

during a day. From above examples it is understood that 

image compression is important for many purposes. The 

Internet population globally has grown 6.59 percent from 

2010 to 2011 and now it is all most 2.1 billion people, are 

using it to communicate, share, or store information. 

Mainly photos and videos occupy most of the space, with 

more than 8,000 photos shared each minute, e.g. Instagram 

share 3,600 new photos. Because of the explosively 

increasing information of image and video in various 

storage devices and Internet, the image and video 

compression technique becomes more and more important. 

Considering an average of 20MB/photo and a compression 

rate of 0.15, the predicted quantity of archived information 

is about 550 billion, 20MB i.e.73 bytes. In this project new 

method of image compression using LBP is proposed, this 

will saves more space when compared to the existing 

compression algorithms. 
 

II. THEORTICAL ASPECTS 
 

A. LOCAL BINARY PATTERN 

The concept of Local Binary Pattern (LBP) was 

introduced by Ojala [1] as a fine texture scale descriptor, 

used to summarize the local structure of images. LBP  

 
 

labels the image pixels and creates a binary number used 

for classification in computer vision This method takes 

each pixel and compares it with its neighbour’s colour 

value. LBP is tolerant to monotonic illumination changes, 

an important advantage being its computational simplicity, 

therefore making possible real-time analysis. The LBP 

description is created by dividing the image into small 3x3 

pixel matrices. The colour value of each central pixel is 

then compared with its eight neighbours whether these 

neighbour colour values are greater or less than the central 

point and a binary value is accordingly assigned to the 

corresponding bit. The algorithm is applied on a 3x3 

neighbourhood, so for each central point there are eight 

neighbours, leading to an eight-bit value and a subsequent 

distinct label. 
 

 
 

Fig.1 shows the local binary pattern for Small portion 

considering (3x3) block and its binary values. 
 

B. Lempel-Ziv-Welch (LZW) 

LZW is dictionary based algorithm, which is lossless in 

nature. This method was developed originally by Ziv and 

Lempel, and subsequently improved by Welch. As the 

message to be encoded is processed, the LZW algorithm 

builds a string table that maps symbol sequences to/from 

an N-bit index. The string table has 2N entries and the 

transmitted code can be used at the decoder as an index 

into the string table to retrieve the corresponding original 

symbol sequence. The sequences stored in the table can be 

arbitrarily long. A particular LZW compression algorithm 

takes each input sequence of bits of a given length (for 

example, 13 bits) and creates an entry in a table 
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(sometimes called a "dictionary" or "codebook") for that 

particular bit pattern, consisting of the pattern itself and a 

shorter code. 
 

III. BLOCK DIAGRAM 
 

1.The original image can be grey image or colour image if 

it is greyscale image then no operation is performed ,if 

suppose it is colour a image is divided into R,G,B pixels 

separately and converts into bitmap image. 
 

 
 

Fig. 2Block diagram of proposed system 
 

2. From original image, two smaller images are created:-

one made of LBP codes and other containing the values 

for neighbourhood’s centre pixels. 

3. Pixels greyscale image is divided into 3*3 matrices. If it 

does not divide into image width or height, the borders 

matrices are filled in with random value 0’s. 

4. For every 3*3 matrix, the LBP code is calculated for 

every central grey value in each neighbourhood and results 

in eight-bit binary code. 

5. Eight-bit pattern obtained based on conditions: 

a) The value is “1”if pixel value is equal or greater than 

central pixel. 

b) The value is “0”if pixel is less than central pixel.  

6. Then its stores the value o central pixels, difference and 

the sign (i.e binary value). 

7. Further LZW encoding algorithm is used to reduce the 

size of image. 

8. Reconstruction can be done by decoding using LZW 

decoding algorithm. Further data regarding central pixel, 

sign and differences are collected and LBP decoder is used 

to retrieve the original information. 

9. Finally the performance of original image with 

proposed model is examined. 
 

IV. RELATED WORK ON IMAGE COMPRESSION 
 

Image compression is a method of reducing the data 

quantity, without degrading the image quality beyond an 

acceptable threshold. This can be done by removing the 

redundancy present in the image. In information theory, 

data compression is the process of encoding information 

using fewer bits than the encoded representation, with the 

advantage of reducing the consumption of significant 

resources such as disk space or transmission bandwidth. 

Compression of an image requires storing the image in a 

bit flow/stream which is in binary 0’s and 1’s as compact 

as possible and decoding the image as accurately as 

possible. The needed elements are an encoder and a 

decoder. The encoder receives the image and converts it 

into a series of binary data which are then transmitted or 

stored. The decoder re-creates the image as accurately as 

possible. The flow compression is described in Fig. 3. 
 

 
 

Fig.3 flow of image compression 
 

Types of compression  

a. Lossy compression 

b. Lossless compression. 
 

a. Lossy compression: It is a technique in which 

reconstructed image is not same as that of original image. 

It is irreversible process. 

Eg. JPEG, MPEG. 
 

b. Lossless compression: It is a technique in which 

reconstructed image is same as that of original image. It is 

reversible process. 

Eg. LZW, Huffman coding 
 

The important properties of a compression algorithm are 

the compression ratio and the reconstruction quality. The 

compression ratio is the report of bits numbers needed to 

represent the data before and after compression. 
 

V. PROPOSED MODEL 
 

The main aim of compression is not to degrade the image 

quality performance but can decrease the data quantity. In 

this paper the original image can be colour or grey scale 

image .If the image is colour then it is converted into grey 

scale image before applying it to LBP encoder.fig.4 shows 

the colour image and its grey scale. 
  

 
(a) (b) 

Fig 4 : image (a) shows colour image (174kb),image(b) 

shows grey scale image(174kb). 
 

After converting the image to grey scale, the image is 

resized to 600*600 to make out blocks easily, then LBP 

encoding process is carried out where the image is divided 

into 3*3 blocks and for each block the central pixel value 

is obtained and their neighbouring pixel values and 
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difference is calculated and stored. The fig.5 shows the 

output of LBP encoder. As the LZW algorithm is 

dictionary based system it converts decimal value to 

ASCII values to encode the pixel values. 
 

 
 

Fig 5   Output of LBP encoder 
 

 
(a) (b) 

 

Fig.6 (a) reconstructed image based on 17% uniform 

distribution. (b) reconstructed image based on 17% of 

Gaussian distribution. 

 

VI. EXPIREMENTAL RESULTS 
 

The proposed method is implemented and analysis is done 

in MATLAB. The results are illustrated using different 

images shown in Fig 7. (a) Portrait image (b) ultrasound 

medical image 
 

 
(a) (b) 

Fig 7 Shows test images taken to compare the 

performance 
 

For testing purpose the reconstruction was performed on 

each image using four different percentage values for 

dispersion [8]. The uniform and Guassian distribution are 

considered more the percentage of dispersion more is the 

pixel variation .Table I summarizes the results. 
 

However, results proved that the lower the percentage, the 

better the accuracy and similarity between images. An 

important advantage of the approach is the compression 

rate, especially when considered in the context of good 

SSIM values. Table II shows a comparison between the 

original image and compressed image .PSNR is the peak 

signal to noise ratio which should be more.MSE is the 

mean square error should be less. The compression ratio is 

original image to compressed image 
 

TABLE I QUALITY OF RECONSTRUCTION OF 

IMAGES WITH STRUCTURAL SIMILARITY INDEX 

METRIC (SSIM) 
 

 
 

TABLE II COMPRESSION PERFORMANCE 

COMPARISION BETWEEN ORGINAL IMAGE (Kb) 

AND COMPRESSED IMAGE (Kb) 
 

 
 

VII. CONCLUSION 
 

The public internet is a world-wide computer network 

through which images are sent, received and stored on 

hard disk or database. The main aim is to reduce the 

bandwidth and to maintain image quality. The multimedia 

technology is also developing rapidly. In the recent years, 

images has been widely used in day-to-day life such as, in 

financial records, military purpose, medical images, 

archaeological field. Hence the promising approach is 

image compression and also requires easy reliable 

restoration and retrieval. Therefore this paper presents the 

image compression using local binary pattern technique 

with LZW algorithm. The drawback can be information 

losses. SSIM is used to evaluate the quality of restoring 

i.e. upto 0.92.Apart from this in this proposed algorithm 

the performance of proposed system’s PSNR, MSE, 

redundancy and compression index values are evaluated 

with original images it shows proposed method as better 

reliability and retrieval quality. 
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The present paper describes the process optimization study for crude oil degradation which is a continuation of our earlier work
on hydrocarbon degradation study of the isolate Stenotrophomonas rhizophila (PM-1) with GenBank accession number KX082814.
Response SurfaceMethodology with Box-BehnkenDesign was used to optimize the process wherein temperature, pH, salinity, and
inoculum size (at three levels) were used as independent variables and Total PetroleumHydrocarbon, Biological Oxygen Demand,
and Chemical Oxygen Demand of crude oil and PAHs as dependent variables (response). The statistical analysis, via ANOVA,
showed coefficient of determination 𝑅2 as 0.7678 with statistically significant 𝑃 value 0.0163 fitting in second-order quadratic
regression model for crude oil removal. The predicted optimum parameters, namely, temperature, pH, salinity, and inoculum size,
were found to be 32.5∘C, 9, 12.5, and 12.5mL, respectively. At this optimum condition, the observed and predicted PAHs and crude
oil removal were found to be 71.82% and 79.53% in validation experiments, respectively. The % TPH results correlate with GC/MS
studies, BOD, COD, and TPC.The validation of numerical optimization was done throughGC/MS studies and % removal of crude
oil.

1. Introduction

Bioremediation is an ecologically acceptable technology that
employs the use of microorganisms to efficiently degrade
pollutants [1]. The strain Stenotrophomonas rhizophila (PM-
1) showed potential crude oil and PAHs degrading ability
in our earlier report [2]. In the present study, an attempt
has been made to optimize the process of bioremediation
through Response Surface Methodology (RSM), which is a
reliable and powerful tool for modelling and optimization of
bioremediation processes [1].

In RSM, the Box-Behnken Design is having the maxi-
mum efficiency for an experiment involving three factors and
three levels; further, the number of experiments conducted
for this is much less compared to a central composite design.
Box-BehnkenDesigns always have three levels for each factor
and are purpose built to fit a quadratic model [3, 4]. The

Box-Behnken Design does not have runs at the extreme
combinations of all the factors but compensates by having
better prediction precision in the centre of the factor space.
While a run or two can be botched in these designs the
accuracy of the observations in the remaining runs is critical
to the dependability of the model. Categoric factors can be
added to these designs; however, the design is duplicated for
every categoric treatment combination. It is well established
that, in biological treatment processes, various operational
parameters such as the level of temperature, salinity concen-
tration, inoculum size, and pHdirectly influence the bacterial
degradation performance of PAHs and crude oil [5]. Thus,
to make the process more efficient, faster, and practically
applicable, studies on the effect of each factor on the bacterial
degradation of PAHs and crude oil appear essential [6].
Hence in this context, the present study was designed with
an attempt to optimize cultural (pH, temperature, dose of
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Table 1: Experimental range and the variables showing the limiting
factors.

Name Unit Type Low High
Temperature ∘C Factor 25 40
pH Factor 5 11
Salinity Factor 5 20
Inoculum size ml Factor 5 20
Total Petroleum Hydrocarbon (TPH) % Response
Biological Oxygen Demand (BOD) mg/L Response
Chemical Oxygen Demand (COD) mg/L Response

inoculum, and salinity concentration) factors using conven-
tional (one-factor-at-a-time) and statistical Response Surface
Methodologies (RSMs) for degradation of crude oil andPAHs
by the strain Stenotrophomonas rhizophila PM-1.

The present work discusses the use of Box-Behnken
Design approach to plan the experiments for crude oil degra-
dation with an overall objective of optimizing the process to
degrade the crude oil.

2. Materials and Method

2.1. Soil Sampling and Isolation of Bacteria. The soil samples
were collected from different localities of Western Ghats
of Karnataka State, covering the oil spilled areas and the
hydrocarbon degrading bacteria were isolated using R

2
A

media followed by serial dilution using standard protocols.

2.2. Preliminary Degradation Studies, PAHs, and Crude
Oil Utilization Studies. The preliminary degradation was
studied using redox indicator 2,6-dichlorophenolindophenol
(DCPIP) [7]. The 2% PAHs and crude oil utilization by the
bacterial isolate using Bacto Bushnell Hass broth was studied
using decanol, hexadecane, toluene, dodecane, engine oil,
benzene, octane, oleic acid, and naphthalene as sole carbon
source and checked for utilization.

2.3. Experimental Design. The Box-Behnken factorial exper-
imental design had employed four independent variables,
namely, temperature (25, 30, 35, and 40∘C), pH (5, 7, 9,
and 11), salinity (5, 10, 15, and 20), and inoculum size (5,
10, 15, and 20ml) as mentioned in Table 1. Each of the
independent variables was studied at three levels (1, 0, and
+1), with 29 experimental runs and one control. The levels
were selected based on the results of experimental designs
as shown in Table 2. The full strength media with 2% crude
oil/PAHs act as a control. The statistical software Design-
Expert� 10 (Stat-Ease, Inc., Minneapolis, MN, USA) was used
to evaluate the analysis of variance (𝑃 < 0.05) to determine
the significance of each term in the fitted equations and
to estimate the goodness of fit in each case. In order to
visualise the relationship between the experimental variables
and responses, 3D plots are generated from the models. The
optimum variables are obtained from the response surface.

2.4. Extraction of Residual Oil and Total Petroleum Hydrocar-
bon (TPH) Analysis. Based on the preliminary degradation

Table 2: Full-factorial Box-Behnken Design levels for the four
independent variables showing total of 29 sets of experimentation
work.

Std Run Temp (∘C) pH Salinity Inoculum size (ml)
8 1 32.5 8 20 20
16 2 32.5 11 20 12.5
12 3 40 8 12.5 20
18 4 40 8 5 12.5
23 5 32.5 5 12.5 20
6 6 32.5 8 20 5
11 7 25 8 12.5 20
20 8 40 8 20 12.5
14 9 32.5 11 5 12.5
29 10 32.5 8 12.5 12.5
25 11 32.5 8 12.5 12.5
22 12 32.5 11 12.5 5
21 13 32.5 5 12.5 5
19 14 25 8 20 12.5
1 15 25 5 12.5 12.5
28 16 32.5 8 12.5 12.5
13 17 32.5 5 5 12.5
5 18 32.5 8 5 5
10 19 40 8 12.5 5
7 20 32.5 8 5 20
4 21 40 11 12.5 12.5
9 22 25 8 12.5 5
27 23 32.5 8 12.5 12.5
15 24 32.5 5 20 12.5
3 25 25 11 12.5 12.5
24 26 32.5 11 12.5 20
2 27 40 5 12.5 12.5
17 28 25 8 5 12.5
26 29 32.5 8 12.5 12.5

results, the potential bacterial strains were selected and
checked for the utilization capability of the crude oil. The
isolates were inoculated into the conical flask containing
Bacto Bushnell Hass broth in artificial sea water along with
2% crude oil and dextrose as additional carbon source [2].
The flask was monitored at regular intervals of time up to 15
days.The flasks were observed for any changes in the physical
nature of the oil.

2.5. Biological Oxygen Demand (BOD) and Chemical Oxygen
Demand (COD) Analysis. In order to assess the rate of
degradation and PAHs utilization by the isolate S. rhizophila
KX082814, the BOD and COD analysis were performed by
following standard methods (APHA, 2001, and IS-3025).

2.6. GC/MSAnalysis to Validate the RSMDesign. TheGC/MS
analysis was performed using a MS-5973 spectrometer cou-
pled to aHewlett-PackardModel 6890 andGC equippedwith
a cool-on-column inlet and capillary direct interface. The
instrument conditions were the following: capillary column
HP-1MS, 60m × 0.2mm; helium column flow 1ml/min;
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Table 3: Showing the % TPH, BOD, and COD results of 29 experimental designs using S. rhizophila KX082814 when crude oil was used as
sole carbon source on 15th day of incubation period.

Std Run Temp (∘C) pH Salinity Inoculum size (ml) % TPH BOD (mg/l) COD (mg/l)
8 1 32.5 8 20 20 53 153 226.8
16 2 32.5 11 20 12.5 56 189 245.6
12 3 40 8 12.5 20 52 178 286.5
18 4 40 8 5 12.5 51.89 196.5 258
23 5 32.5 5 12.5 20 68.5 221 356
6 6 32.5 8 20 5 61.53 216 341
11 7 25 8 12.5 20 67.84 256 382
20 8 40 8 20 12.5 53.52 188 256
14 9 32.5 11 5 12.5 65.23 225 358
29 10 32.5 8 12.5 12.5 70.25 241 442
25 11 32.5 8 12.5 12.5 69.05 221 395
22 12 32.5 11 12.5 5 65.2 198 305
21 13 32.5 5 12.5 5 62.59 225.6 298.5
19 14 25 8 20 12.5 53 184.2 219.9
1 15 25 5 12.5 12.5 61.52 205 298.5
28 16 32.5 8 12.5 12.5 64.25 236.5 336.8
13 17 32.5 5 5 12.5 68.54 295.6 358
5 18 32.5 8 5 5 60.21 258 356.5
10 19 40 8 12.5 5 58.5 187.5 265
7 20 32.5 8 5 20 63.25 225 398.5
4 21 40 11 12.5 12.5 55.26 198 268
9 22 25 8 12.5 5 59.25 189.65 258
27 23 32.5 8 12.5 12.5 64.58 242.6 421.2
15 24 32.5 5 20 12.5 61.22 215.8 395.8
3 25 25 11 12.5 12.5 60.25 210.5 298.5
24 26 32.5 11 12.5 20 62.54 235.6 329.5
2 27 40 5 12.5 12.5 58.21 189.58 298.5
17 28 25 8 5 12.5 59.52 178.5 258.5
26 29 32.5 8 12.5 12.5 55.68 153.8 221.35

pressure 18.5 psi; and split ratio 20 : 1. The initial temperature
was 70∘C and kept for 5 minutes with a temperature ramp of
14∘C per minute and final temperature of 280∘C was kept for
10 minutes with total run time 3024 minutes. A solvent delay
was employed in order to prolong detector lifetime from 0
to 4.5 minutes. The solvent front reached the detector in 4.0
minutes and initial analyte retention time was approximately
7 minutes, so there was no loss of resolution due to initial
solvent delay. The solvent used in all analyses was mixture of
hexanes.

2.7. 16s rRNA Sequencing and NCBI Gene Bank Deposition.
Bacterial identification was carried through 16s rRNA se-
quencing. Bacterial genomic DNA was isolated using the
Insta GeneTM Matrix genomic DNA isolation kit Catalog #
732-6030. Using 16s rRNA universal primers gene fragment
was amplified using MJ Research PTC-225 Peltier Thermal
Cycler. The sequence obtained is deposited in the NCBI gene
bank using the tool Sequin.

3. Results and Discussions

The present study was undertaken to examine the cumu-
lative effect of four different parameters on degradation of
crude oil and PAHs.The second-order polynomial coefficient
for each term of the equation was determined through
multiple regression analysis using the Design-Expert v.10.
The experimental design and response for each trail were
mentioned in Table 3. Maximum degradation was observed
in case of run number 10 followed by 11, 17, and 7, where
% degradation was found to be 70.25, 69.05, 68.54, and
67.84, respectively. It was noticed that the similar results
were observed in case of runs number 10 and 11; this may
be due to the identical experimental conditions, whereas in
case of runs number 7 and 17, although the experimental
conditions are different, the results show the highest rate of
degradation was almost equal to the runs number 10 and 11.
Hence according to the model, the runs number 10 and 11 as
standard optimized conditions were selected as the optimum
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Table 4: Diagnostics case statistics, experimental design, and results of Box-Behnken Design for crude oil and PAHs degradation.

Run order Actual
value

Predicted
value Residual Leverage

Internally
studen-
tized

residual

Externally
studen-
tized

residual

Cook’s
distance

Influence
on fitted
value

DFFITS

Standard
order

15 61.52 63.19 −1.67 0.583 −0.694 −0.681 0.045 −0.805 1
27 58.21 58.69 −0.48 0.583 −0.201 −0.194 0.004 −0.229 2
25 60.25 61.34 −1.09 0.583 −0.455 −0.442 0.019 −0.523 3
21 55.26 55.17 0.092 0.583 0.038 0.037 0.000 0.044 4
18 60.21 59.94 0.27 0.583 0.115 0.111 0.001 0.131 5
6 61.53 60.66 0.87 0.583 0.363 0.352 0.012 0.416 6
20 63.25 65.70 −2.45 0.583 −1.019 −1.021 0.097 −1.208 7
1 53.00 54.85 −1.85 0.583 −0.770 −0.759 0.055 −0.898 8
22 59.25 57.17 2.08 0.583 0.866 0.858 0.070 1.015 9
19 58.50 59.38 −0.88 0.583 −0.368 −0.357 0.013 −0.422 10
7 67.84 64.69 3.15 0.583 1.312 1.350 0.161 1.597 11
3 52.00 51.81 0.19 0.583 0.078 0.075 0.001 0.089 12
17 68.54 65.01 3.53 0.583 1.471 1.542 0.202 1.824 13
9 65.23 63.28 1.95 0.583 0.812 0.801 0.062 0.948 14
24 61.22 60.90 0.32 0.583 0.132 0.127 0.002 0.150 15
2 56.00 57.27 −1.27 0.583 −0.527 −0.513 0.026 −0.607 16
28 59.52 62.06 −2.54 0.583 −1.060 −1.065 0.105 −1.260 17
4 51.89 52.65 −0.76 0.583 −0.319 −0.308 0.009 −0.365 18
14 53.00 52.93 0.074 0.583 0.031 0.030 0.000 0.035 19
8 53.52 51.67 1.85 0.583 0.772 0.760 0.056 0.899 20
13 62.59 64.26 −1.67 0.583 −0.698 −0.685 0.045 −0.810 21
12 65.20 65.87 −0.67 0.583 −0.278 −0.268 0.007 −0.317 22
5 68.50 68.52 −0.025 0.583 −0.010 −0.010 0.000 −0.012 23
26 62.54 61.56 0.98 0.583 0.410 0.398 0.016 0.470 24
11 69.05 64.76 4.29 0.200 1.290 1.324 0.028 0.662 25
29 55.68 64.76 −9.08 0.200 −2.732 −3.852 0.124 −1.926 26
23 64.58 64.76 −0.18 0.200 −0.055 −0.053 0.000 −0.026 27
16 64.25 64.76 −0.51 0.200 −0.154 −0.149 0.000 −0.074 28
10 70.25 64.76 5.49 0.200 1.651 1.773 0.045 0.886 29

conditions to enhance the degradation. Further, the obtained
optimized conditions from the RSM-BBD were confirmed
and validated by experimental studies at standard conditions.

The obtained results were checked for their fitness to the
model and obtained data was illustrated. The predicted and
actual values for the model, Cook’s distance, and studentized
residuals illustrate the normal distribution and constant
variance of the residuals; according to Table 4 and Figure 4,
there were no points that were potentially powerful due to
their location in the factor indicating the goodness of fit.

By the model, 𝐹-value of 3.31 implies that the model is
significant (Table 5). Values of “Prob > 𝐹” less than 0.0500
indicatemodel terms are significant. In this case𝐴,𝐶,𝐴2, and

𝐶
2 are significant model terms as values greater than 0.1000

indicate the model terms are not significant.The lack of fit 𝐹-
value of 0.19 implies the lack of fit is not significantly relative
to the pure error. There is a 98.50% chance that a lack of fit
𝐹-value this large could occur due to noise. Nonsignificant
lack of fit is good and we want the model to fit. The “Pred
𝑅
2” of 0.3240 is not as close to the “Adj 𝑅2” of 0.5355 as one

might normally expect; that is, the difference ismore than 0.2.
This may indicate a large block effect or a possible problem
with our model and/or data. Things to consider are model
reduction, response transformation, outliers, and so forth.
All empirical models should be tested by confirmation runs.
“Adeq Precision” measures the signal to noise ratio.
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Table 5: Analysis of variances using ANOVA for response surface by quadratic model.

Source Sum of squares df Mean square 𝐹-value 𝑃 value, Prob > 𝐹
Model 639.46 14 45.68 3.31 0.0163 Significant
𝐴-temperature 85.33 1 85.33 6.18 0.0262
𝐵-pH 21.60 1 21.60 1.56 0.2316
𝐶-salinity 76.86 1 76.86 5.56 0.0334
𝐷-inoculum Size 1.875𝐸 − 003 1 1.875𝐸 − 003 1.357𝐸 − 004 0.9909
𝐴𝐵 0.71 1 0.71 0.051 0.8245
𝐴𝐶 16.61 1 16.61 1.20 0.2914
𝐴𝐷 56.93 1 56.93 4.12 0.0618
𝐵𝐶 0.91 1 0.91 0.066 0.8010
𝐵𝐷 18.36 1 18.36 1.33 0.2683
𝐶𝐷 33.47 1 33.47 2.42 0.1419
𝐴
2 231.68 1 231.68 16.77 0.0011
𝐵
2 4.27 1 4.27 0.31 0.5871
𝐶
2 101.60 1 101.60 7.35 0.0169
𝐷
2 1.76 1 1.76 0.13 0.7268

Residual 193.42 14 13.82
Lack of fit 62.13 10 6.21 0.19 0.9850 Not significant
Pure error 131.28 4 32.82

Cor total 832.88 28

Final Equation in Terms of Coded Factors

Total Petroleum Hydrocarbon (%TPH)

= +64.76 − 2.67 ∗ 𝐴 − 1.34 ∗ 𝐵 − 2.53 ∗ 𝐶 − 0.013

∗ 𝐷 − 0.42 ∗ 𝐴𝐵 + 2.04 ∗ 𝐴𝐶 − 3.77 ∗ 𝐴𝐷

− 0.48 ∗ 𝐵𝐶 − 2.14 ∗ 𝐵𝐷 − 2.89 ∗ 𝐶𝐷 − 5.98

∗ 𝐴
2
+ 0.81 ∗ 𝐵

2
− 3.96 ∗ 𝐶

2
− 0.52 ∗ 𝐷

2
,

(1)

where𝐴, 𝐵,𝐶, and𝐷 are the coded values of the test variables
(Table 6), temperature (∘C), pH, salinity, and inoculum size
(ml), respectively.The equation in terms of coded factors can
be used to make predictions about the response for given
levels of each factor. By default, the high levels of the factors
are coded as +1 and the low levels of the factors are coded as
−1. The coded equation is useful for identifying the relative
impact of the factors by comparing the factor coefficients.

Final Equation in Terms of Actual Factors

Total Petroleum Hydrocarbon (TPH)

= −71.82338 + 7.08541 ∗ Temperature + 0.17307

∗ pH + 1.05685 ∗ Salinity + 3.81374

∗ Inoculum Size − 0.018667 ∗ Temperature

∗ pH + 0.036222 ∗ Temperature ∗ Salinity

− 0.067067 ∗ Temperature ∗ Inoculum Size

− 0.021222 ∗ pH ∗ Salinity − 0.095222 ∗ pH

∗ Inoculum Size − 0.051422 ∗ Salinity

∗ Inoculum Size − 0.10625 ∗ Temperature2

+ 0.090120 ∗ pH2 − 0.070359 ∗ Salinity2

− 9.24741𝐸 − 003 ∗ Inoculum size2

(2)

The equation in terms of actual factors can be used to make
predictions about the response for given levels of each factor.
Here, the levels should be specified in the original units for
each factor. This equation should not be used to determine
the relative impact of each factor because the coefficients
are scaled to accommodate the units of each factor and
the intercept is not at the centre of the design space. The
Diagnostic Plots are as shown in Figures 1–5. Figure 1 shows
the normal probability plot of the studentized residuals to
check for normality of residuals. Figure 2 shows studentized
residuals versus predicted values to check for constant error
in the design. Figure 3 shows externally studentized residuals
to look for outliers, that is, influential values of the design.
Figure 4 shows Box-Cox plot for power transformations,
where Cook’s distance and studentized residual illustrate the
normal distribution and constant variance of the residuals
and Figure 5 shows the interactions among factors that
influence crude oil and PAHs degradation by the isolate S.
rhizophila (PM-1) KX082814.

The response surface curves show the relative effects of
two variables, by keeping the other variable at fixed level,
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Figure 1:TheDiagnostic Plots obtained by theBox-BehnkenDesign
to evaluate the normal plot residuals using the normal % probability
versus externally studentized residuals by the bacterial isolate S.
rhizophila KX082814 for its crude oil degradation ability.
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Figure 2: Predicted versus actual plot obtained by the Box-Behnken
Design based on the % TPH of crude oil and PAHs degradation
using the bacterial isolate S. rhizophila KX082814.
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Figure 3: The Diagnostic Plots showing the recommended stu-
dentized residuals obtained by the Box-Behnken Design using
the residual versus predicted by the bacterial isolate S. rhizophila
KX082814 for its crude oil degradation ability.

Table 6: Coded values of the test variables.

Factor Coefficient df Standard 95% CI 95% CI VIF
estimate error Low High

Intercept 64.76 1 1.66 61.20 68.33
𝐴-temperature −2.67 1 1.07 −4.97 −0.37 1.00
𝐵-pH −1.34 1 1.07 −3.64 0.96 1.00
𝐶-salinity −2.53 1 1.07 −4.83 −0.23 1.00
𝐷-inoculum Size −0.013 1 1.07 −2.31 2.29 1.00
𝐴𝐵 −0.42 1 1.86 −4.41 3.57 1.00
𝐴𝐶 2.04 1 1.86 −1.95 6.02 1.00
𝐴𝐷 −3.77 1 1.86 −7.76 0.21 1.00
𝐵𝐶 −0.48 1 1.86 −4.46 3.51 1.00
𝐵𝐷 −2.14 1 1.86 −6.13 1.84 1.00
𝐶𝐷 −2.89 1 1.86 −6.88 1.09 1.00
𝐴2 −5.98 1 1.46 −9.11 −2.85 1.08
𝐵
2 0.81 1 1.46 −2.32 3.94 1.08
𝐶2 −3.96 1 1.46 −7.09 −0.83 1.08
𝐷2 −0.52 1 1.46 −3.65 2.61 1.08

on crude oil degradation. The 3D plots and cubic designs
are shown in Figures 6–9. The result obtained shows that
pH of 8, temperature of 32.5∘C, inoculum size of 12.5ml,
and salinity concentration of 12.5 were the best conditions to
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Figure 4:The Diagnostic Plots showing Cook’s distance plot obtained by the Box-Behnken Design using Cook’s distance versus run number
by the bacterial isolate S. rhizophila KX082814 for its crude oil degradation ability.

Table 7: Assessment of rate of degradation by measuring BOD,
COD, % TPH, and TPC for the bacterial isolate S. rhizophila (MP-1)
KX082814 for observed and predicted optimum conditions through
RSM-BBD.

Test parameter
Observed optimum
parameters through

RSM-BBD

Validation of predicted
optimum condition
through RSM-BBD

TPC (cfu/ml) 4.8 × 10−8 6.7 × 10−9

TPH (%) 71.82% 79.53%
BOD (mg/L) 253.5 325.2
COD (mg/L) 816 835.4

obtain maximum degradation of crude oil and PAHs using
the bacterial isolate S. rhizophila KX082814. The optimal
values for the variables as predicted by the RSM were found
within the Box-Behnken Design region.

Validation of Optimization Process. Validation experiments
were conducted in triplicate to determine the performance of
S. rhizophila KX082814 and reproducibility of the results by
evaluating the level of BOD, COD, TPC, % TPH, and GC/MS
studies at the optimum favourable conditions through Box-
Behnken Design and RSM (Table 7; Figure 10). The results
showed 79.53 ± 2.5% of crude oil removal efficiency. The
percentage error between the predicted and actual values was
found to be 0.75%. The GC/MS study clearly indicates the

removal of majority of both aromatic and aliphatic hydrocar-
bons present in the crude oil (Figures 11 and 12; Table 8). A
total of 42 different hydrocarbon components were observed
in control sample, where after the bioremediation treatment
with the isolate S. rhizophila (KX082814), it was noticed that
only 20 hydrocarbon components remained in the test sample
after 15th day. It was observed that majority of the compo-
nents in the control samples are completely degraded and
some peaks are converted to simpler hydrocarbon moieties.
From the results the noticeable difference in the degradation
process was clearly observed.

4. Conclusion

This study reveals the bioremediation of crude oil and PAHs
utilization by the isolate Stenotrophomonas rhizophila (PM-
1) with gene bank accession number KX082814 could be
achieved up to 79.53 ± 2.5% by maintaining the optimum
parameters, namely, temperature, pH, salinity, and inoculum
size. The GC/MS studies also indicate that the degradation
of majority of the hydrocarbon components, the statistical
analyses, and the closeness of the experimental results and
model predictions show the reliability of the regression
model.
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Figure 5: The Diagnostic Plots obtained by the Box-Behnken Design showing the interactions among factors that influence crude oil and
PAHs degradation by the bacterial isolate S. rhizophila KX082814 for its crude oil degradation ability.
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PAHs degradation by the bacterial isolate S. rhizophila KX082814.
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PAHs degradation by the bacterial isolate S. rhizophila KX082814.
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Media Control Media + 2% CO Media + 2% CO + PM-1

Figure 10: Validation of degradation using predicted optimum conditions (at temperature of 32.5∘C, pH of 9, 12.5 of salinity, and 12.5ml of
inoculum size). From left the Media Control (FSM-ASW), Positive Control (FSM-ASW + 2% CO), and Test (FSM-ASW + 2%CO + PM-1
bacterial isolate) on 15th day of incubation time.
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Figure 11: GC/MS chromatogram for 2% crude oil at 15th day of incubation shows persistence of total 40 different hydrocarbon components.
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Figure 12: GC/MS chromatogram for 2% crude oil at 15th day of incubation shows persistence of total 23 different hydrocarbon components
after being treated with the bacterial isolate S. rhizophila KX082814 on 15th day.
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Table 8: Validation of crude oil degradation by GC/MS analysis after treatment with S. rhizophila (PM-1) KX082814 on 15th day.

Major components of crude oil GC/MS Major residual components of crude oil after treatment
Peak R. time Linear & branched % area Peak R. time Linear & branched % area
1 7.447 C10H22 2.19 1 22.97 C14H30 6.4
2 10.113 C11H24 3.18 2 25.20 C16H34 7.7
3 11.625 C16H33Cl 0.63 3 29.35 C16H34 8.29
4 12.877 C12H26 4.96 4 33.13 C16H34 7.53
5 15.592 C13H28 7.4 5 36.59 C16H34 5.85
6 19.728 C16H34 2.41 6 38.21 C16H34 4.2
7 20.682 C15H32 8.66 7 31.28 C21H44 8.02
8 23.035 C16H34 8.56 8 17.55 C8H17I 0.69
9 25.273 C20H42 8.41 9 41.28 C9H19I 1.77
10 27.392 C18H38 7.6 10 29.20 C11H24 1.43
11 29.413 C18H38 7.03 11 18.15 C12H26 2.66
12 34.932 C24H50 3.68 12 27.52 C12H26 4.61
13 36.617 C24H50 2.61 13 39.77 C13H28 3.23
14 38.234 C24H50 1.74 14 25.32 C20H42 10.23
15 39.790 C27H56 1.17 15 27.33 C20H42 7.13
16 41.291 C27H56 0.67 16 34.89 C20H42 6.89
17 42.739 C27H56 0.55 17 42.73 C6H14 1.01
18 44.137 C27H56 0.34 18 26.53 C11H24 0.64
19 45.485 C27H56 0.25 19 21.89 C12H26 0.63
20 46.792 C28H58 0.15 20 30.72 C12H26 0.71
21 48.057 C34H70 0.14
22 8.046 C11H24 0.86
23 11.743 C12H26 0.18
24 11.859 C12H26 0.4
25 13.242 C13H28 0.87
26 14.287 C13H28 0.09
27 14.336 C13H28 0.02
28 24.106 C18H38 2.83
29 25.390 C19H40 6.38
30 27.561 C20H42 2.91
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Abstract:
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PAHs/crude oil contaminated soil; four strains showed maximum degradation of crude oil & PAHs.18s rRNA
sequencing was used to identify the strains and, was identified as Aspergillus terreus, Aspergillus aculeatus,
Scedosporium boydii and Aspergillus sp. The degradation process for this consortium was further optimized using
Response Surface Method (RSM). The fungal isolates were also screened for biosurfactant production,
Immobilization of the isolates on sodium alginate beads will be used as model of bioremediation studies.
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Abstract— This article presents the comparative study of 

response of a symmetric and asymmetric structure when 

they are subjected to response spectrum analysis using the 

response spectrum developed using the equations provided 

in the Indian code book IS:1893:2002 and the response 

spectrum developed using the attenuation equation. The 

final results are studied to ascertain if there is any variation 

in the response of the structures subjected to both the 

response spectrums. 

Key words: Response Spectrums, Asymmetric Structures 

I. INTRODUCTION 

Seismic hazards are one of the most devastating natural 

hazards among the various hazards due to their high degree 

of unpredictability and possibility of large scale damage to 

life and property in a matter of few seconds. With the 

advancement in various fields such as construction methods, 

designing of structures and methods of execution of the 

various typical projects, a need has been felt for the further 

revision of the Indian code book IS:1893:2002 which was 

last revised in the year 2002. Many changes were made in 

the code book such as updating various cities from zone 2 to 

zone 3 but the cause of which are still obsolete. The 

response spectrum provided in the Indian code has been 

used for a long time and has not been revised as per the 

needs. This response spectrum provided in the code book is 

used for every region of the country which appears to be 

inadequate. Different parts of the country has  different 

seismic conditions and for every region using the same 

response spectrum is inappropriate as the results obtained 

may not properly ascertain the seismicity level of the region 

completely. Hence in order to take into consideration 

various factors such as the distance of the source from the 

site i.e., hypocentral distance, a site specific response 

spectrum is needed. In this article we have developed one 

such response spectrum using the attenuation equation. The 

attenuation equation used here is developed by S T G 

Raghukanth. This attenuation equation has been used for 

many other research work such as preparation of 

microzonation map for new Delhi city, preparation of 

seismic zonation map for Mumbai city and has also been 

used in the NDMA in the development of probabilistic 

seismic hazard map of India. The equation has also been 

used to study the seismicity of Bangalore city.  Both the 

response spectrums acceleration values i.e., one from the 

code book developed for a certain time period and the other 

response spectrum developed using attenuation equation for 

the same time period are entered into the software ETABS 

2013 for the symmetric and asymmetric structures. Analysis 

is carried out for the structures and the results are studied to 

ascertain whether there are any variations in the results of 

the structures for both the response spectrums. From the 

results we try to conclude the importance of updating the 

response spectrum of the Indian code such that it can be 

applied to every region effectively. 

II. METHODOLOGY 

In order to carry out the comparative studies, firstly we have 

to develop the symmetric and asymmetric models 

respectively. The dimensions of the various components of 

the structures are determined by trial and error method. 

After the determination of the dimensions the symmetric 

and asymmetric models are prepared in the software ETABS 

2013. The models developed are also checked using 

equivalent static method by comparing the base shear values 

obtained in the software with the base shear values 

calculated manually. Now the response spectrum is 

developed for a specific period using the equations from the 

code book IS:1893:2002 and the attenuation relation. It is to 

be noted that the response spectrum provided in the code 

book is not considered and the response spectrum is 

developed for different time period. The acceleration values 

obtained was using the formula from the IS:1893:2002 

which is as follows 

TABLE 1a 

Periods 
Acceleration 

mm/s²,CRS 

Acceleration 

mm/s²,NFR

S 

Accelerat

ion 

mm/s²,FF

RS 

0 1 0.315 0.0877 

0.01 1.015 0.314 0.0873 

0.015 1.0225 0.592 0.1635 

0.02 1.03 0.679 0.1873 

0.03 1.045 0.723 0.2008 

0.04 1.06 0.713 0.1985 

0.05 1.075 0.687 0.1918 

0.06 1.09 0.646 0.1828 

0.075 1.1102 0.607 0.1705 

0.09 1.135 0.578 0.1627 

0.1 2.5 0.542 0.1537 

0.15 2.5 0.433 0.1257 

0.2 2.5 0.374 0.1096 

0.3 2.5 0.287 0.0855 

0.4 2.5 0.238 0.0724 

0.5 2 0.206 0.0633 

0.6 1.666 0.177 0.0542 

0.7 1.4286 0.157 0.0489 

0.8 1.25 0.14 0.0438 

0.9 1.1111 0.124 0.0387 

1 1 0.116 0.0364 

1.2 0.8333 0.093 0.0295 

1.5 0.6667 0.072 0.0232 

2 0.5 0.051 0.0167 

2.5 0.4 0.04 0.0132 

3 0.333 0.03 0.01 

4 0.25 0.02 0.0068 

Table 1: 
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Sa/g = 1+1.5T (0.00 ≤ T ≤ 0.10) 

Sa/g = 2.50     (0.10 ≤ T ≤ 0.40) 

Sa/g = 1.00/T  (0.40 ≤ T ≤ 4.00) 

Where, T - Time period 

Sa/g – Acceleration values 

The acceleration values for the other response 

spectrum were obtained using the following attenuation 

equation as given below ln(Sa/g) = 

C1+C2+C3*M²+C4*r+C5*ln(r+C6e^(C7*M))+C8*log(r)+l

n(ε) Where C1, C2, C3, C4, C5, C6, C7, C8, σ(ε) are 

constants obtained from NDMA report(Development of 

Probabilistic seismic hazard map of India) 

Where 

r – Hypocentral distance in meters,  

M – Earthquake magnitude. 

The hypocentral distance is taken as 12km(r) to 

obtain near field acceleration values and for far field it is 

taken as 52km(r). The magnitude M is taken as 7 for both 

the cases. Using the above two equations the values of 

accelerations are obtained. The values of acceleration are 

obtained for a specific time period. The time period and the 

acceleration values using the code book equations and the 

acceleration values obtained using attenuation equation for 

near and far field are shown in the table 1a.  These values 

obtained using the equations are entered in the software 

ETABS 2013 along with the respective periods for 

individual symmetric and asymmetric structures. These 

values are entered in the software in the sub command 

‘Response spectrum’ in the command ‘Function’. After 

defining the response spectrum command we have to define 

the case RSX and RSY i.e., response spectrum in x – 

direction and y – direction in the load cases. After defining 

the load cases analysis is carried out and the required results 

are extracted for the purpose of comparison. 

III. RESULTS 

After the analysis of all the models is carried out the results 

are to be extracted for the purpose of comparison of the 

response of the structures. Here we developed and used 

three symmetric models and three asymmetric models for 

the purpose of analysis. One of the symmetric and 

asymmetric model is analysed using the response spectrum 

developed using the acceleration values obtained using the 

equation from the IS:1893:2002. Similarly one of the 

symmetric and asymmetric model is analysed using the 

response spectrum developed using the acceleration values 

obtained using attenuation equation for near field and one 

symmetric and asymmetric is analysed using the response 

spectrum for far field. In order to carry out the comparison 

the results are obtained for the following parameters 

1) Story displacements 

2) Story drifts 

3) Story Shears 

A. Story Displacements 

A Story displacement is the amount of displacement that a 

structure can undergo when it is subjected to response 

spectrum analysis. Table 1 shows the amount by which each 

symmetric model subjected to various response spectrums 

has displaced and the graphs are shown in Fig 1. Similarly 

the displacements of asymmetric structures are shown in 

Table 2 and the graphs are shown in Fig 2. 

Table 1 :  Story Displacements Symm Str 

S E CRS NFRS FFRS 

 
m mm mm mm 

15 49 0.06223 0.00649 0.00213 

14 45.8 0.0607 0.00633 0.00208 

13 42.6 0.05865 0.00612 0.00201 

12 39.4 0.0561 0.00585 0.00192 

11 36.2 0.05313 0.00554 0.00182 

10 33 0.04977 0.00519 0.00171 

9 29.8 0.04606 0.0048 0.00158 

8 26.6 0.04205 0.00439 0.00144 

7 23.4 0.03776 0.00394 0.00129 

6 20.2 0.0332 0.00347 0.00114 

5 17 0.0284 0.00296 0.00097 

4 13.8 0.02337 0.00244 0.0008 

3 10.6 0.01812 0.00189 0.00062 

2 7.4 0.01266 0.00132 0.00043 

1 4.2 0.00698 0.00073 0.00024 

0 0 0 0 0 

Table 2: 

 
Fig. 1: Displacements 

S E CRS NFRS FFRS 

 
m mm mm mm 

15 49 0.06602 0.00678 0.00223 

14 45.8 0.06425 0.0066 0.00217 

13 42.6 0.06195 0.00636 0.00209 

12 39.4 0.05914 0.00607 0.002 

11 36.2 0.05589 0.00574 0.00189 

10 33 0.05225 0.00537 0.00176 

9 29.8 0.04826 0.00496 0.00163 

8 26.6 0.04396 0.00452 0.00148 

7 23.4 0.03938 0.00405 0.00133 

6 20.2 0.03454 0.00356 0.00117 

5 17 0.02946 0.00304 0.00099 

4 13.8 0.02415 0.00249 0.00081 

3 10.6 0.01862 0.00192 0.00063 

2 7.4 0.01288 0.00133 0.00043 

1 4.2 0.00694 0.00072 0.00023 

0 0 0 0 0 

Table 2: Story Displacements Asymm STR 
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Fig. 2: 

B. Story Drifts 

The story drifts represent the amount by which each story of 

a structure subjected to seismic forces has drifted. The story 

drifts for the symmetric and the asymmetric structures 

analysed using the various developed response spectrums 

are shown in Table 3 and Table 4. 

C. Story Shears 

Story shear is the amount of shear developed or experienced 

at each story of a structure when the structure is subjected to 

seismic forces. The story shear for the symmetric and the 

asymmetric structures analysed using the various developed 

response spectrums are shown in Table 5 and Table 6. 

S E CRS NFRS FFRS 

 
m 

   
15 49 1.30E-06 5.85E-08 1.877E-08 

14 45.8 1.33E-06 8.23E-08 2.637E-08 

13 42.6 1.38E-06 1.03E-07 3.284E-08 

12 39.4 1.42E-06 1.18E-07 3.783E-08 

11 36.2 1.47E-06 1.30E-07 4.193E-08 

10 33 1.51E-06 1.40E-07 4.543E-08 

9 29.8 1.55E-06 1.48E-07 4.826E-08 

8 26.6 1.58E-06 1.55E-07 5.049E-08 

7 23.4 1.61E-06 1.61E-07 5.247E-08 

6 20.2 1.64E-06 1.66E-07 5.438E-08 

5 17 1.67E-06 1.71E-07 5.607E-08 

4 13.8 1.69E-06 1.75E-07 5.747E-08 

3 10.6 1.71E-06 1.80E-07 5.876E-08 

2 7.4 1.71E-06 1.90E-07 6.064E-08 

1 4.2 1.66E-06 1.70E-07 5.674E-08 

0 0 0 0 0 

Table 3: Story Drifts Symm Str 

 
Fig. 3: Crs Drifts Symm 

 
Fig. 4: Nfrs Drifts Symm 

 
Fig. 5: Ffrs Drifts Symm 
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S E CRS NFRS FFRS 

 
m 

   
15 49 1.3E-06 6.66E-08 2.13E-08 

14 45.8 1.4E-06 9.14E-08 2.92E-08 

13 42.6 1.5E-06 1.12E-07 3.60E-08 

12 39.4 1.5E-06 1.3E-07 4.11E-08 

11 36.2 1.5E-06 1.40E-07 4.52E-08 

10 33 1.6E-06 1.50E-07 4.86E-08 

9 29.8 1.6E-06 1.58E-07 5.12E-08 

8 26.6 1.7E-06 1.63E-07 5.33E-08 

7 23.4 1.7E-06 1.69E-07 5.52E-08 

6 20.2 1.7E-06 1.74E-07 5.69E-08 

5 17 1.7E-06 1.78E-07 5.84E-08 

4 13.8 1.8E-06 1.82E-07 5.97E-08 

3 10.6 1.8E-06 1.86E-07 6.1E-08 

2 7.4 1.7E-06 1.92E-07 6.27E-08 

1 4.2 1.7E-06 1.71E-07 5.56E-08 

0 0 0 0 0 

Table 4: Story Drifts Asymm Str 

 
Fig. 6: Crs Drifts Asymm 

S E L CRS NFRS FFRS 

 
m 

 
kN kN kN 

15 49 Top 0.2332 0.0254 0.0076 

  
Bottom 0.2332 0.0254 0.0076 

14 45.8 Top 0.4481 0.0482 0.0147 

  
Bottom 0.4481 0.0482 0.0147 

13 42.6 Top 0.6136 0.0651 0.0203 

  
Bottom 0.6136 0.0651 0.0203 

12 39.4 Top 0.7366 0.0775 0.0245 

  
Bottom 0.7366 0.0775 0.0245 

11 36.2 Top 0.834 0.0876 0.0279 

  
Bottom 0.834 0.0876 0.0279 

10 33 Top 0.9177 0.0965 0.0308 

  
Bottom 0.9177 0.0965 0.0308 

9 29.8 Top 0.9918 0.1042 0.0334 

  
Bottom 0.9918 0.1042 0.0334 

8 26.6 Top 1.0593 0.1109 0.0358 

  
Bottom 1.0593 0.1109 0.0358 

7 23.4 Top 1.1243 0.1174 0.0381 

  
Bottom 1.1243 0.1174 0.0381 

6 20.2 Top 1.1884 0.1243 0.0403 

  
Bottom 1.1884 0.1243 0.0403 

5 17 Top 1.2509 0.131 0.0424 

  
Bottom 1.2509 0.131 0.0424 

4 13.8 Top 1.3137 0.1374 0.0445 

  
Bottom 1.3137 0.1374 0.0445 

3 10.6 Top 1.3809 0.1442 0.0468 

  
Bottom 1.3809 0.1442 0.0468 

2 7.4 Top 1.4476 0.1513 0.0489 

  
Bottom 1.4476 0.1513 0.0489 

1 4.2 Top 1.4966 0.1569 0.0505 

  
Bottom 1.4966 0.1569 0.0505 

0 0 Top 0 0 0 

  
Bottom 0 0 0 

Table 5: Story Shears Symm Str 

S E L CRS NFRS FFRS 

 
m 

 
kN kN kN 

15 49 Top 0.2284 0.0247 0.0076 

  
Bottom 0.2284 0.0247 0.0076 

14 45.8 Top 0.4348 0.0464 0.0145 

  
Bottom 0.4348 0.0464 0.0145 

13 42.6 Top 0.589 0.0621 0.0195 

  
Bottom 0.589 0.0621 0.0195 

12 39.4 Top 0.6999 0.0732 0.0232 

  
Bottom 0.6999 0.0732 0.0232 

11 36.2 Top 0.7864 0.0821 0.0262 

  
Bottom 0.7864 0.0821 0.0262 

10 33 Top 0.8616 0.09 0.0289 

  
Bottom 0.8616 0.09 0.0289 

9 29.8 Top 0.9291 0.0966 0.0312 

  
Bottom 0.9291 0.0966 0.0312 

8 26.6 Top 0.9909 0.1023 0.0331 

  
Bottom 0.9909 0.1023 0.0331 

7 23.4 Top 1.0509 0.108 0.0351 

  
Bottom 1.0509 0.108 0.0351 

6 20.2 Top 1.1099 0.1142 0.0372 

  
Bottom 1.1099 0.1142 0.0372 

5 17 Top 1.1669 0.1203 0.0392 

  
Bottom 1.1669 0.1203 0.0392 

4 13.8 Top 1.2247 0.1263 0.0411 

  
Bottom 1.2247 0.1263 0.0411 

3 10.6 Top 1.2889 0.1329 0.0432 

  
Bottom 1.2889 0.1329 0.0432 

2 7.4 Top 1.3544 0.1399 0.0453 

  
Bottom 1.3544 0.1399 0.0453 

1 4.2 Top 1.4023 0.1453 0.0469 

  
Bottom 1.4023 0.1453 0.0469 

0 0 Top 0 0 0 

  
Bottom 0 0 0 

Table 6: Story Shears Symm Str 
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Fig. 7: Nfrs Drifts Asymm 

 
Fig. 8: Ffrs Drifts Asymm 

IV. TERMS USED AND THEIR FULL FORMS 

S – Story, E – Elevation, L – Location, CRS – Code book 

response spectrum (developed using IS:1893:2002 

equations), NFRS – Near field response spectrum 

(developed using attenuation equation for a lower value of 

hypocentrals distance), FFRS – Far field response 

spectrum(developed using attenuation equation for a higher 

value of hypocentral distance) 

The results have been obtained and the comparative 

study is carried out. It can be seen that the values of 

displacements for the structures analysed using the 

attenuation equation has lesser amount of displacement for 

both the near and far field response spectrum analysis as 

compared to the displacement values obtained for the 

structure analysed using the equation provided in the 

IS:1893:2002. Similarly the values of story drifts and the 

story shears are comparatively higher for the structure 

analysed using the acceleration values obtained using the 

equations from IS:1893:2002 as compared to the values 

obtained for structure analysed using the acceleration values 

obtained using the attenuation equation. As the response 

values are higher for the structure analysed using the 

IS:1893:2002 equation the reinforcement to be provided in 

the structure are comparatively higher than the minimal 

amount required which results in higher dead load stresses 

in the structure and also leads to an uneconomical design. 

The main advantage of the attenuation equation is that it 

takes into consideration the hypocentral distance as well as 

the magnitude of the earthquake event consider, as a result 

of which we get the values with respect to the amount of 

seismicity felt in a specific region due to a certain 

magnitude of earthquake from the earthquake source. 

Depending upon these values the structural steel can be 

designed properly to incorporate the amount of seismicity 

felt in that specific region which also results in economical 

design. Hence it is very important that the Response 

spectrum provided in the IS:1893:2002 be revised 

appropriately so that it can accommodate each and every 

region of the country effectively. 

V. SUMMARY & CONCLUSIONS 

In this article response spectrum analysis has been carried 

by separately developing the response spectrums using the 

equations provided in the IS:1893:2002 and the attenuation 

equation. First the dimensions of the models to be developed 

are ascertained by trial and error method. The models 

developed are checked by using equivalent static method by 

comparing the base shear values obtained for the models 

developed in the software ETABS 2013 and the base shear 

values obtained manually. Now the acceleration values 

obtained using code book equations and the far field and 

near field acceleration values obtained from the attenuation 

equation are entered in 3 separate symmetric and 

asymmetric models and analysis is carried out. After the 

completion of analysis the results for the parameters 

displacements, drifts and shears are obtained. From the 

comparative study of the these parameters for various 

structures we obtain that the values obtained using 

IS:1893:2002 equations are comparatively higher as 

compared to the values for the far and near field equations. 

The values will lead to an uneconomical design of the 

structure and also develop extra stresses for the acceleration 

values of  IS:1893:2002 equation, whereas the attenuation 

equation values gives results as per the seismic condition of 

the site and the distance from the source of seismic action 

which helps in providing economical design of structures 

and no extra stresses would be bared by the structure. 
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Abstract: 

Advances in technology, change in life style of people, requirements of present population has increased the growth of tall 

buildings. Load action on tall building are very much different than the low rise building, lateral loads due to wind and earthquake 

would produce more effect on high rise buildings. There are many lateral load resisting systems mainly classified into interior 

structures and exterior structures since diagrid and hexagrid systems are provided at outer periphery of buildings it comes under 

exterior structures. Normal bracing systems will be uneconomical, if number of stories are more than 25 hence, a new grid system 

has been developed i.e. diagrid system. As compared to other systems diagrid are aesthetically more pleasing and gives better 
stiffness to structures. Here, analysis of normal framing system without any load resisting system, diagrid with varied diagonal 

angles and hexagrid system will be conducted by using analysis and design software extended three dimensional analyses of 

building systems (ETABS V15.2). A regular floor plan of square shape of 30mx30m is considered, all structural members are 

designed as per IS 456-2000. Wind and earthquake parameters are considered from IS875- 1987 (part III) and IS1893-2002 

respectively. Analysis results are compared in terms of storey drift, storey displacement, time period and overturning moment.  

 

Keywords: diagrid, hexagrid, drift, displacement, overturning moment 

 

I. INTRODUCTION 

Tall building or high rise structures construction are more in 

this era; due to increase in population, economic prosperity 
and also due to the scarcity of lands high-rise structures are 

preferred. Height is main criteria in this kind of buildings, 

demand for tall buildings has increased because of increase in 

demand for business and residential space, advances in 

constructions, high strength structural elements, materials and 

also various software like Etabs, Staadpro etc these are 

analysis and design software’s have provided growth of high 

rise structures. 

In 19th century tall buildings were built in U.S.A but now a 

days due to people needs tall buildings are constructing every 

where this leads to sustainable development of society that is 

“development that meets the expectations and needs of present 
generation without compromising the ability of future 

generations to meet their requirements”. According to studies 

and published articles in 1980, most of tall buildings were 

located in America and now recent studies shows that number 

of tall buildings and construction process is more in Asian 

countries, it is of about 32% and 24% in north America and 

Europe. Generally tall buildings are constructed and used for 

commercial office buildings, apartments etc. 

Construction of tall buildings are not easy as that of normal 

conventional buildings due to the action of lateral loads, 

lateral displacement will induces bending and shear lag effects 
will be more so that in order to resist lateral loads new systems 

were invented known as lateral load resisting systems some of 

them are  

 

a)  Interior structures          

 Rigid frame 

 Shear wall structure 

 Outrigger structure 

 

 

b) Exterior structures 

 Tube system 
 Diagrid system 

 Space truss 

 Exoskeleton structure 

 Super frame structure 

Braced frames are structural elements those are mainly 

designed to resist earthquake loads and wind loads. Bracing 

system is highly efficient; they provide more strength and 

stiffness against horizontal shear because the diagonal member 

elements work in axial stress.              

                                                              

For tall steel buildings braces are used as lateral resisting 

systems in that mainly there are four types 
 Single braces 

 Double braces 

 Triangular braces and 

 Eccentric braces.  

Usages of braces are not aesthetically good so those braces are 

usually provided in the interior of buildings. After braces tube 

structures, outrigger structures are introduced in 1960s. 

Architectures always wanted some new look for each and in 

order to meet their requirements a new load resisting system is 

recently introduced that is diagrid system. 

 
Diagrid systems are better than conventional bracing systems 

because of following reasons 

 Almost all conventional (vertical) columns were 

eliminated in case diagrid systems  

 Diagrid are used in case skyscrapers (above 150m or 

40 stories) and it is more economical but typical 

bracings are limited up to25storey building. 
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Diagrid are made up diagonal elements they are triangular 

structures with supporting beams, this system would provide 

more flexibility to interior planning and façade appearance is 

also improved because numbers of elements required are 

reduced. The diagrid structures are more efficient than 

conventional exterior braced systems this is only because 
almost all the vertical columns are eliminated, diagonal grid 

element alone itself carry all lateral and vertical loads, but 

conventional exterior braces carry only vertical loads. One of 

main advantage of this system is that up to 20% to 30% of 

steel can be saved at outer periphery compared normal 

conventional building. By using this system the high rise 

structures can be built to any shape like square, rectangle and 

curved structures etc.  

 

II. METHODOLOGY 

In this work comparison of hexagrid and diagrid with varied 

diagonal angles under dynamic loading are carried out. For the 
analysis a suitable plan of square shape is considered (G+29 

building) dead loads and live loads are considered as per 

Indian standards. 

In order to evaluate performance of all the models under 

dynamic loading seismic analysis is essential, columns are not 

provided at outer periphery for both diagrid and hexagrid and 

same dimensions are maintained.  

 

III. COMMON BUILDING PARAMETERS 

 

Table I: Building parameters 

 

Description Value 

Plan dimension 30mx30m 

Height of building 90m 

Floor to floor height 3m 

Depth of slab 120mm 

Number of stories 30 

Characteristic strength of concrete 30N/mm2 

Characteristic strength of steel 415N/mm2 

  

A) Plan and elevation view: 

 

 
Figure 1: conventional building 

Beam and column dimensions 

B1 – 250mm*450mm 

B2 – 300mm*600mm 

C1 - 1000mm*1000mm 

C2 – 900mm*900mm 

 
    

 
Figure 2: plan view for diagrid and hexagrid systems 

 

Beam and column dimensions 

B1 – 250mm*450mm 

B2 – 300mm*600mm 

C1 – 900mm*900mm 

D1 – 450mm*450mm 

 

        
       (a)  =45                   (b)  =63                    (c)  =73 
 

             
         (d)  =75                    (e)  =78                 (f)  =81 
 

Figure 3: Elevation view of diagrid systems 
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(g) Hexagrid 

 

Figure 4: Elevation view of hexagrid system 

 

B) Wind and seismic parameters 

 

Table II: wind and seismic parameters 

 

PARAMETERS 

Seismic parameters Wind parameters 

Location: Amritsar Wind speed, Vb: 47m/s 

Zone: IV Terrain category: 3 

Importance factor: 1.0 Class C 

Response reduction factor: 5  < 3 

Soil type: medium soil k1,k3 = 1 

 

IV. MODELING AND ANALYSIS 

 

A) Diagrid and hexagrid structures: 

In order to study the performance of diagrid and hexagrid 

buildings, analysis is done by using ETABS V15.2; this is one 

of sophisticated commercially used software for analysis of 

tall/high rise structures. This software is also used in the 
analysis and design of complex shaped building models 

including non-linear behaviors. 

The dimensions and structural properties are maintained same 

for all models only diagonal angles are changed diagrid 

systems 

 Normal conventional building without any load resisting 

system [R1] 

 Diagrid building with diagonal angle of 45 [M1] 

 Diagrid building with diagonal angle of 63 [M2] 

 Diagrid building with diagonal angle of 73 [M3] 

 Diagrid building with diagonal angle of 75 [M4] 

 Diagrid building with diagonal angle of 78 [M5] 

 Diagrid building with diagonal angle of 81 [M6] 
 Hexagrid building [M7] 

 

V. ANALYSIS RESULTS 

 

Here, linear static, linear dynamic and non-linear dynamic 

analysis are performed and analysis results are represented in 

terms 

 Storey drift 
 Storey displacement 

 Time period  

 Overturning moment 

A) Storey drifts: 

 

 
 

 
 

Figure 5: Storey drift ratio for different grid systems 

under earthquake load case 

 

 
 

  
 

Figure 6: Storey drift ratio for different grid systems 

under wind load case 
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Figure 7: Storey drift ratio for different grid systems 

under response spectrum case 

 

B) Storey displacement: 

 

 
 

Figure 8: Storey displacement for different grid systems 

under earthquake load case 

 

                                            
 

Figure 9: Storey displacement for different grid systems 

under wind load case 

 

         
 

Figure 10: Storey displacement for different grid 

systems under response spectrum case 

 

C) Overturning moment: 

      

 
 

 
 

Figure 11: overturning moment for different grid 

systems under response spectrum case 

 

D) Time period 

 

 
                   Figure 12: Time perod for all models 
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Table III: Time period 

Models Modes 

 1 12 

R1 5.433 0.488 

M1 3.926 0.198 

M2 3.268 0.199 

M3 3.577 0.335 

M4 3.381 0.26 

M5 4.082 0.466 

M6 4.382 0.477 

M7 3.69 0.319 

 

VI. CONCLUSION 

The present work is consists of analysis of diagrid systems 

with different diagonal angles i.e. 45, 63, 73, 75, 78, 81 
and analysis of hexagrid system. As we can see the results 

from above plots and we may conclude that 

 Top storey displacement is less for diagrid system 

with diagonal angle of 63 

 Between the region 63 to 75 (diagonal angle) 
diagrid systems posses better stiffness, storey drift 
and storey displacement are less in this regions 

  For hexagrid system also same section properties are 

maintained in order to study the performances but 

this system shows slightly higher storey displacement 

and drift compared to diagrid system ( 63 to 75 ) 
 Here we can notice that difference in storey 

displacement and storey drift of hexagrid and diagrid 

systems are not so high it is about 20mm to 30mm 

 We know that as time period increases stiffness of 

member decreases, 63 diagrid system has less time 
period compared to other systems. 
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Abstract 

In MANET, every mobile node acts as both a transmitter and a receiver via bidirectional wireless 

links without requirements of any fixed network infrastructure. Intrusion-detection mechanisms effectively 

protect MANET from attacks using pre-distributed keys. Many intrusion detection systems were developed 

for MANET to improve the security level and to detect the malicious attackers in the network. However 

malicious node identification and their subsequent isolation from network and problems posed due to pre-

distributed keys remained unsolved, compromising securing and therefore increasing the routing overhead. 

In this research work an Intrusion Detection technique to detect the malicious node by providing better 

security and reducing the routing overhead called Integrated Cluster and Highest Connectivity-based Packet 

Dropping (IC-HCPD) for mobile ad hoc network is presented. Neighbor Node-based Cluster Formation is 

designed in the proposed IC-HCPD technique aiming at reducing the routing overhead by obtaining the 

route using minimal distance. Consequently, the neighbor node possessing highest connectivity is selected 

as the Detection Manager using Cluster algorithm based on Highest Connectivity. Finally, the Detection 

Manager monitors the nodes entering into and leaving the network and identifies the faulty node and isolates 

the node from the network through Packet Dropping mechanism. The simulation results show that IC-HCPD 

technique can effectively improve average packet delivery ratio, reduces routing overhead for data delivery, 

and improves security as compared with those of the tested algorithms. 

Keywords: Mobile ad hoc network, malicious node, pre-distributed keys, Highest Connectivity, Packet 

Dropping 

1. Introduction 

Due to the inherent vulnerabilities of mobile ad hoc networks, new intrusion detection measures need 

to be developed to efficiently safeguard the route from further being deteriorated. This work focuses on the 

detection of intruder nodes and isolating them from the network. Identity of polluters in MANET was 

identified [1] by applying a fully distributed technique with low computational overhead. In [2] enhanced 

adaptive acknowledgement model was introduced to improve the malicious node detection behavior rate. A 

virtual clustering [3] model was applied in heterogeneous network to improve the packet forwarding rate in 

the presence of malicious nodes. Another distributed technique [4], called as encounter-based distribution 

algorithm to detect the malwares with the aid of content-based signature was presented. Link state routing 

[5] is an efficient method to detect malicious node and isolate them from the network, so that the network 

does not get further disrupted.  Surveying adjacent nodes was another mechanism used in [6] that resulted in 

minimizing the false alarm and also sending and checking packet for neighbor nodes being transmission.  

Adaptive distribution mechanism for intrusion detection has been used for a long time [7]. This 

technique introduced a flexible responsive scheme in various attack scenarios with low network overhead. 

Evaluation of classification algorithms to detect malicious activities in MANET and their comparison results 

was presented in [8].  
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Intrusion detection systems were used in the past by several researchers using different methods to 

detect intrusions in networks in an efficient manner. However, most of these methods only detected the 

intruders only with high false alarm rate. Intelligent Agent intrusion detection model [9] was presented by 

integrating attribute selection, outlier detection, and enhanced multiclass SVM classification methods to 

detect anomalies with low false alarm rate. But, with the increase in the congestion rate, intrusion model did 

not work efficiently. 

In this paper we propose a new intrusion detection method which is called Integrated Cluster and 

Highest Connectivity-based Packet Dropping (IC-HCPD). This method detects the malicious node with the 

help of the detection manager. The detection manger on the other hand based on the neighbor information 

performs clustering and detects the intruder or malicious node through packet dropping mechanism and 

isolates the node from the network. Consequently, routing overhead is decreased whereas the packet 

delivery ratio malicious node detection behavior rate is increased considerably in this method. 

The rest of this paper is organized as follows: Section 2 presents a brief introduction of related 

works. Section 3 proposes our Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-

HCPD) method. In Section 4 the simulation results will be described. Finally Section 5 concludes our 

discussion. 

 

2. Background and related work 

Some recent studies have examined and discussed the problem of intrusion detection methods in 

mobile ad hoc network. Some of them will be surveyed in this section. An integrated cultural algorithm and 

artificial fish swarm algorithm [13] for anomaly detection of nodes was presented using optimized back 

propagation model. In [14], KNN classification algorithm was applied which detected the intrusion with 

high detection rate that separated normal nodes from abnormal nodes in purview of identifying the intruder 

nodes.  

In [15], a new algorithm for preventing the network against jamming attack strategies using heuristic 

algorithm was designed. In [16], intrusion rate was reduced by protecting the location privacy using steiner 

tree aiming at improving the privacy and reducing the communication cost substantially. In [17], a 

framework for wireless mesh networks was designed using cooperative cross layer framework.  

In [18], non parametric cumulative sum was used to detect the rate of intrusion against cognitive 

radio networks. By learning the normal operational model, the proposed intrusion detection system was able 

to detect anomalous or abnormal behavior arising from an attack. Attacks may also arise due to resource 

depletion. In [19], routing protocol layer was investigated to measure the VAMPIRE attacks through 

network wide energy usage  

All of the above said methods perform intrusion detection by either compromising the security when 

providing routing overhead and vice versa. In this paper we propose a new algorithm that performs intrusion 

detection by identifying the malicious node and isolating the node from the network.  

 

3. Proposed Intrusion Detection technique 

In this section, first the problem statement is described, then the novel strategy for intrusion detection 

in MANET is proposed and finally the Neighbor Node-based Cluster Formation and Highest Connectivity-

based Detection Manager strategies are presented. 

 

3.1 Problem statement 

The nodes in MANETs assume that other nodes seldom cooperate with each other to relay data, 

which is exploited by malicious nodes and propagate intrusive attacks across the network. The mobile nodes 

in MANET change the topology at a faster rate resulting in the increase in routing overhead.  

With autonomous collection of mobile nodes, intrusion detection is one of the major topics being 

analyzed in Mobile Ad hoc Network. Distributed techniques were employed to infer the identity of 

malicious nodes and digital signature were applied to demonstrate higher malicious behavior detection rates. 
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However, conventional distributed techniques cannot isolate the malicious node and with the random nature 

of the network application of pre-distributed key pattern, increases the routing overhead substantially.  

In our technique, we consider MANET as an undirected graph ‗𝐺 =  (𝑉, 𝐸)‘, with transmission 

range ‗𝑅‘ where ‗𝑉‘ represents the set of nodes and ‗𝐸‘ represents the set of bidirectional links. However, 

due to the presence of intruders that utilize the loophole to carry out the malicious behavior and therefore 

nodes gets compromised and more data packets cannot be successfully delivered to destinations.  

The cluster head or detection manager selection is invoked on-demand in the proposed technique, 

and is aimed to reduce the routing overhead and therefore the communication costs. By classifying the 

mobile nodes in the network into clusters, the proposed technique allows the Detection Manager (DM) to 

identify the faulty node and isolate the node from the network. To achieve the goal of intrusion detection of 

malicious nodes in MANET, in the presence of malicious node, this paper design an intrusion detection 

technique where detection manager detect the malicious node and improve the packet delivery ratio and 

reduces the routing overhead using clustering technology.   

3.2 Neighbor Node-based Cluster Formation 

In this section, a Neighbor Node-based Cluster Formation is designed aiming at reducing the routing 

overhead and transmitting data packets in an intrusion free model. Fig 1 shows an example of Neighbor 

Node-based Cluster Formation for the selection of intermediate nodes.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                      Fig.1 An example selection of intermediate nodes 

 

As shown in fig 1, the source node is denoted as ‗𝑆𝑁‘ and destination node by ‗𝐷𝑁‘. Nine Neighbor 

Nodes ‗𝑁𝑁1 − 𝑁𝑁7‘ exists between the source destination pair. Normal lines indicate the possible neighbor 

nodes through which routing can be proceeded whereas the dashed bold line denotes the final neighbor 

nodes selected through which transmission is forwarded.  

In the proposed technique, the intermediate nodes from the source node ‗𝑆𝑁‘ within the transmission 

range ‗𝑅‘ is measured to ensure secure routing through which data packets are transmitted and is formulated 

as given below.  

𝐼𝑁 =  𝑀𝑖𝑛  𝐷𝑖𝑠  𝑆𝑁 − 𝑁𝑁𝑖  
𝑛
𝑖=1                                                                   (1) 

 

From (Eq.1), the distances between the source node and the neighbor nodes is first evaluated. Then, 

based on the result obtained, the minimum distance nodes are then selected as the intermediate nodes. If 

𝑆𝑁 

𝐷𝑁 𝑁𝑁8 
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more than one mobile node possesses similar minimal distance, then the residual distance is used as a basis 

to obtain the intermediate nodes and is formulated as given below. 

𝐼𝑁 =  𝑀𝑖𝑛 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝐷𝑖𝑠 𝑁𝑁𝑖 − 𝑁𝑁𝑗 
𝑛
𝑖=1,𝑗 =2                                                              (2) 

 

In this way, by measuring the intermediate nodes, Neighbor Node-based Cluster Formation reduces 

the routing overhead and therefore minimizes the communication cost.  

3.3 Highest Connectivity-based Detection Manager Selection  

 

To achieve better packet delivery ratio, we need to keep track of the normal and malicious nodes to 

accordingly predict which route can be accessed through for packet or file transmission in the near future. 

With the intermediate nodes obtained using Neighbor Node-based Cluster Formation, the next step in the 

proposed technique is the identification of Detection Manager (DM). Every mobile node in MANET 

transmits or receives the data. The task of detection manager in the proposed work is to monitor the nodes 

which is entering and leaving the network and also identify the malicious node and isolate the node from the 

network.  

In this work, a clustering algorithm based on highest connectivity or with maximum number of 

neighbors is selected as the cluster head or the Detection Manager (DM).  In order to construct highest 

connectivity clustering, the    node degree is measured on the basis of its‘ (i.e. source mobile node) distance 

from other mobile nodes in the network. Each mobile node broadcasts its id (i.e. Mobile ID) to the nodes 

that are within its transmission range ‗𝑅‘. The structure of the broadcast information is as given below. 

 

𝑀𝑜𝑏𝑖𝑙𝑒 𝐼𝐷 𝑁𝑁 𝑁𝑀 𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁  𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀  

 

Fig 2 Broadcast Information 

 

In order to measure the highest connectivity, the proposed technique obtains two parameters for 

selecting cluster head or detection manager along with the mobile node ID ‗𝑀𝑜𝑏𝑖𝑙𝑒 𝐼𝐷‘ namely, neighbour 

node information ‗𝑁𝑁‘ and node mobility ‗𝑁𝑀‘ (as listed in fig 2). The neighbour node information 

comprises of the weight of neighbouring node ‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁‘ present in its vicinity or transmission range ‗𝑅‘.  

On the other hand, the weight of the node mobility ‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀‘ symbolizes the mobility of the 

nodes in network that depends upon the mobility pattern. Initially, the values of ‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁‘ and 

‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀‘ are set to 0. With changes in the updates, the two values are incremented. These two 

parameters (values) along with the mobile node ID are used to measure the node capability. With this node 

capability, the mobile node that possesses high capability is selected as the cluster head or the detection 

manager ‗𝐷𝑀𝑖‘.  

 

𝐷𝑀𝑖 = 𝑀𝑎𝑥  (𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁[𝐼𝑁] + 𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀   𝐼𝑁 )𝑛
𝑖=1                                               ( 3) 

 

From (Eq.3), the mobile node with maximum number of neighbors (i.e., maximum degree) is 

selected as the cluster head or detection manager. Mobile node possessing highest connectivity is considered 

as the detection manager.. If two or more intermediate nodes possess the same capability, then the residual 

distance is used as given below. 

 

𝐷𝑀𝑖 = 𝑀𝑖𝑛 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝐷𝑖𝑠 (𝑀𝑎𝑥   𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁[𝐼𝑁] +  𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀 𝐼𝑁  𝑛
𝑖=1 )           (4) 

From (Eq.4), based on the minimum residual distance, detection manager is identified in the 

presence of more than one DM. By effective detection of DM, packet delivery ratio is improved 

significantly.  
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Input: Mobile ID ‗𝑀𝑜𝑏𝑖𝑙𝑒 𝐼𝐷‘, Neighbor Node 

‗𝑁𝑁‘, Node Mobility ‗𝑁𝑀‘, weight neighbouring 

node ‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁‘, weight node mobility 

‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀‘, Source Node ‗𝑆𝑁‘, Destination 

Node ‗𝐷𝑁‘, Intermediate Node ‗𝐼𝑁1 − 𝐼𝑁7‘, 

Output: optimizes packet delivery ratio and 

reduces routing overhead  

1: Begin 

2:  Set ‗𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑀‘, 𝑊𝑒𝑖𝑔ℎ𝑡𝑁𝑁‘ to be 0 

3: For each Source Node ‗𝑆𝑁‘ and Destination 

Node ‗𝐷𝑁‘ 

4: Repeat  

5: Measure Intermediate Nodes using (1) 

6:if (more than one intermediate nodes obtained) 

7:Measure Intermediate Nodes based on residual 

distance using (2) 

8:End if  

9: Until (Intermediate Nodes are obtained) 

10: Obtain Detection Manager using (3) 

11: If (more than one Detection Manager is 

obtained) 

12:Measure Detection Manager based on residual 

distance using (4) 

13: End if 

14:End for 15: End  

 

                                Fig 3 Clustering algorithm based on Highest Connectivity 

As shown in the fig 3, for each source destination pair, whenever a source node has to identify the 

best route to forward packets in MANET, intermediate nodes are measured. In the presence of more than 

one intermediate node minimum residual energy is used. Followed by this, the identification of detection 

manager is performed based on the highest connectivity. The highest connectivity or the maximum number 

of neighbors possessed by the intermediate nodes is then identified as the detection manager.   

3.4 Packet Dropping-based Malicious Node Isolation model  

Finally, Packet Dropping-based Malicious Node Isolation strategy aiming at improving the security 

is presented. As implied by the name, the detection manager in the network isolates the malicious node from 

communicating with other nodes in the network. In turn, this prevents the victim node from receiving data 

packets from other mobile nodes in the network.  
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The idea behind Packet Dropping-based Malicious Node Isolation strategy is that the link 

information is prevented from being spread to the entire network. As a result, these nodes will not be able to 

build a route to these target nodes. This attack is achieved by exploiting the Detection Manager Neighbor 

Node Relay Selection (DMNNRS) algorithm.  

Each mobile node selects a set of its neighbor nodes ‗𝑁𝑁‘. Only nodes, selected as ‗𝑁𝑁‘ by the 

Detection Manager ‗𝐷𝑀‘, are responsible for identifying the faulty node and isolate the node from the 

network. Fig 4 shows the DMNNRS algorithm.  

Input: Mobile Node 

‗𝑀𝑁𝑖 =  𝑀𝑁1, 𝑀𝑁2, … , 𝑀𝑁𝑛‘, Neighbor Node 

‗𝑁𝑁𝑖 =  𝑁𝑁1, 𝑁𝑁2, … , 𝑁𝑁𝑛 ‘, Packet ‗𝑃𝑖 =
 𝑃1, 𝑃2, … , 𝑃𝑛 ‘ 

Output: Improves security and malicious node 

behavior detection rate  

1: Begin 

2:         For each Mobile Node ‗𝑀𝑁𝑖‘ 

3:                  Measure set of its neighbor nodes 

‗𝑁𝑁‘ 

4:                  Obtains packets ‗𝑃𝑖‘ from its 

Neighbor Node ‗𝑁𝑁𝑖‘ 

5:                  If (‗𝑁𝑁𝑖‘ forward ‗𝑃𝑖‘ with 

contents unchanged) or (‗𝑁𝑁𝑖  do not drop) then  

6:                           Forward ‗𝑃𝑖‘ to its ‗𝑁𝑁𝑖+1‘ 

nodes  

7:                  Else 

8:                           Do not Forward ‗𝑃𝑖‘ to its 

‗𝑁𝑁𝑖+1‘ nodes 

9:                           Remove ‗𝑁𝑁𝑖‘ node from the 

network 

10:                 End if 

11:       End for 

12: End  

         Fig 4 Detection Manager Neighbor Node Relay Selection algorithm 

 

As shown in the fig 4, the Detection Manager randomly obtains the incoming packets of its 

neighbors. It passively listens to the communication to and from each of its neighbor nodes by auditing the 

contents of the HELLO message. If the contents of the HELLO message include the existence of all 

neighboring nodes along with the broadcast information (as provided in Fig 2), then the packets are sent to all 

the neighboring nodes. 
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On the other hand, if the contents of the HELLO message include a node not present in the network, 

then the packet cannot be forwarded due to the non-existence of the node and therefore packet drop occurs. 

Therefore, the mobile node is presumed as the malicious node by the Detection Manager and therefore 

isolated from the network. Here, in the proposed technique, intrusion detection is performed by means of 

detecting packet drops and modifications by the neighboring nodes. The deviation from normal behavior of 

a neighbor node is used as an indicator to identify the presence of the malicious node and isolate it from the 

network.  

Fig 5 shows the Packet Dropping-based Malicious Node Isolation strategy to identify the malicious 

node and isolate it from the network. In the figure, Node ‗𝐴‘ is the attacking node and Node ‗𝑃‘ is the target 

node. The attacker node ‗𝐴‘ instead of sending HELLO messages including ‗{𝑃, 𝑄, 𝑅, 𝑆}‘, it sends a fake 

HELLO message that contains ‗{𝑃, 𝑄, 𝑅, 𝑆, 𝑇}‘ that include three neighbor nodes ‗{𝑄, 𝑅, 𝑆}‘ and one non-

existent node ‗{𝑇}‘. According to the protocol, the target node ‗𝑃‘ will select the attacking node ‗𝐴‘. So the 

node ‗𝐴‘ is the malicious node which drops the packet as identified by the DM and is isolated from the 

network.  

 

 

 

 

 

 

                   Fig 5 Packet Dropping-based Malicious Node Isolation strategy 

In this way, a mechanism for detection of intrusion through packet dropping is presented based on 

cooperative nature of nodes in mobile ad hoc network. As a result, the faulty node that performs packet drop 

is identified as the malicious node and isolated from the network. This in turn ensures the security to a 

greater extent.  

4. Simulation and performance comparison 

To evaluate the proposed technique a real grid test bed simulator is required. However, to establish 

and maintain a real test bed is expensive. Instead, we choose a network simulator as the simulation tool. 

Many network simulators have been introduced, such as OPNET, NETSIM and NS2, among which NS2 is 

chosen since it provides a flexible and extensible simulation environment. In the following simulation, the 

existing intrusion detection techniques including Rateless Codes and Belief Propagation to Infer Identity of 

Polluters (RC-BP) [1], Enhanced Adaptive ACKnowledge (EAACK) [2] are implemented and compared 

with the IC-HCPD on a Mobile ad hoc network.  

A random topology with a maximum of 70 nodes over a rectangle field was selected to test the 

proposed IC-HCPD and existing techniques RC-BP and EAACK respectively. The total dimension is fixed 

as 1500*1500m with the maximum transmission range of each mobile node being 250m and the duration of 

the simulation is 600s. Random way point model is used as the mobility model for each node. 

The node speed is varied between 2m/s and 25m/s with the mobile node pause time is varied from 0 

seconds to 300 seconds. In the result, for each metric, simulation is done for seven different seed values with 

taken for the result. Table 1 shows the parameters obtained that finally were used in the experiments.  

 

 

 

 

 

 

𝑃 
𝑆 𝑅 𝑄 

𝐴 
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Table 1 Parameters and values used in the experiment 

 

Node density 10, 20, 30, 40, 50, 60, 70 

Network area  1500*1500m 

Transmission range 250m 

Packets  9, 18, 27, 36, 45, 54, 63 

Simulation period 600s 

Minimum node speed 2m/s 

Maximum node speed 25m/s 

Node pause time  0 – 300 seconds 

 

4.1 Simulation results 

 

The tested algorithms were run on the same experimental environment as listed in table 1 so their 

performance can be fairly compared. Several test metrics were used. Routing overhead is obtained on the 

basis of the neighboring nodes in network. The mobile nodes in MANET often change their location within 

network due to the random changes in topology. As a result, some stale routes are generated in the routing 

table resulting in unnecessary routing overhead. A good algorithm is one which reduces the routing 

overhead. The routing overhead is formulated as given below. 

𝑅𝑂 =  𝑁𝑁𝑖 ∗ 𝑇𝑖𝑚𝑒  𝑁𝑁𝑖 
𝑛
𝑖=1                                                                                      (5) 

From (Eq.5), the routing overhead ‗𝑅𝑂‘ is obtained on the basis of the neighbor nodes ‗𝑁𝑁𝑖‘ and the time 

taken to obtain the neighboring nodes ‗𝑇𝑖𝑚𝑒  𝑁𝑁𝑖 ‘ in the network. Next, packet delivery ratio is used as 

the performance metric to measure the effectiveness of the proposed technique.  

Packet delivery ratio is the ratio of number of packet actually delivered without duplication to 

destination verses the number of packet supposed to be received. This number or the packet delivery ratio 

represents the effectiveness and throughput of a protocol in delivering data to the intended receiver within 

the network. 

𝑃𝐷𝑅 =  
𝑃𝑑

𝑃𝑠
                                                                                                            (6) 

From (Eq.6), the packet delivery ratio ‗𝑃𝐷𝑅‘ is measured using the packets delivered ‗𝑃𝑑‘ and the 

packets sent ‗𝑃𝑠‘ respectively. Finally, to evaluate the efficiency of the proposed technique, the rate of 

malicious behavior detection is measured. 

Malicious behavior detection rate measures the rate of malicious nodes identified in the network. 

Due to different factors such as congestion, collision, packet drop, malicious behavior of a node is said to be 

observed. In the proposed technique, packet drop is used as a measure to detect intrusion in the network and 

is mathematically formulated as given below. 

𝑀𝐵𝐷𝑅 =  
𝑃𝑎𝑐𝑘𝑒𝑡  𝑑𝑟𝑜𝑝𝑠  𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

𝑀𝑁𝑖
                                                                                    (7) 

         From (Eq.7), the malicious behavior detection rate ‗𝑀𝐵𝐷𝑅‘ is observed on the basis of the number of 

nodes or node density ‗𝑀𝑁𝑖‘. In the following, each simulation was performed seven times to obtain the 

values of the three performance metrics. 
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4.2 Routing overhead 

A node density of 70 listed in table were employed to simulate the routing overhead using the three 

methods Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-HCPD) Rateless Codes 

and Belief Propagation to Infer Identity of Polluters (RC-BP) [1], Enhanced Adaptive ACKnowledge 

(EAACK) [2] on mobile ad hoc network. 

Table 2 Average node density and routing overhead 

 

Node Density  Routing overhead (ms) 

IC-HCPD RC-BP EAACK 

10 0.38 0.45 0.60 

20 0.52 0.59 0.64 

30 0.78 0.85 1.09 

40 0.95 1.03 1.18 

50 1.05 1.12 1.26 

60 1.15 1.22 1.35 

70 1.28 1.35 1.50 

 

A comparative analysis for routing overhead with respect to different mobile nodes was performed 

with the existing RC-BP [1] and EAACK [2] is listed in table. The increasing mobile nodes in the range of 

10 to 70 are considered for experimental purpose in MANET. 

 
Fig 6 Routing overhead by varying the node density 

Fig 6 shows the routing overhead for 70 nodes using the above mentioned intrusion detection 

techniques. As illustrated in fig, comparatively while considering more number of mobile nodes. In this 

simulation though three techniques have similar routing overhead, but were observed to be comparatively 

lesser when IC-HCPD was applied. The IC-HCPD method improves the routing overhead by considering 

neighbor node-based cluster formation that uses the minimum distance nodes for routing with respect to 
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different mobile nodes. The residual distance using the neighbor node information in IC-HCPD helps for 

any number of mobile nodes to obtain their neighbor information in a dynamic manner reducing the routing 

overhead by 9.64% compared to RC-BP and 28.50% compared to EAACK.  

4.2 Packet Delivery Ratio  

The experimental results in previous section have indicated that IC-HCPD method is more efficient 

than RC-BP and EAACK CR-DCST framework is more efficient than JSTM-EM and DIDS-WSN 

respectively in terms of routing overhead. In this section we compared IC-HCPD method with, RC-BP [1] 

and EAACK [2] to illustrate the effectiveness of applying clustering algorithm based on highest connectivity 

in terms of packet delivery ratio. 

Table shows the performance of IC-HCPD, RC-BP and EAACK over different number of packets in 

terms of packet delivery ratio. From the table it is evident that the packet delivery ratio is observed to be 

high by applying the IC-HCPD method.  

 

Table 3 Average packet delivery ratio and packets sent 

Packets  Packet Delivery Ratio (%) 

IC-HCPD RC-BP EAACK 

9 92.35 82.45 80.32 

18 94.19 84.24 81.12 

27 95.23 85.28 82.16 

36 89.21 79.26 76.14 

45 91.35 81.40 78.28 

54 93.28 83.33 80.21 

63 95.89 85.94 82.82 

 
 

Fig 7 Packet delivery ratio by varying the packet density 

Fig 7 displays the packet delivery ratio based on the changing number of packets. The mean packet 

delivery ratio of IC-HCPD method is improved by 11.15% and 1.46% compared to RC-BP and EAACK 

respectively. According to the highest connectivity as detected by the detection manager, the neighbor node 

that possesses maximum connectivity is selected as the route node through which the data or packets are 

forwarded. Therefore, with the highest connectivity, though existence of malicious nodes cannot be avoided, 

with the large number of neighbor nodes, the possibility of packet delivery ratio gets increased using the IC-
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HCPD method when compared to RC-BP and EAACK. In case of the two existing methods, acknowledge 

information is used as a measure for data forwarding that ensures packet delivery. But the packet delivery 

ratio using IC-HCPD method was observed to be 10.68% improved and 1.39% improved when compared to 

the existing methods.  

 

4.3 Malicious behavior detection rate  

 

The malicious behavior detection rate using IC-HCPD method is provided in an elaborate manner in 

table with different number of mobile nodes and simulated using NS2 (as listed in table 4).     

Table 4 Average malicious behavior detection rate 

Node density  Malicious behavior detection rate (%) 

IC-HCPD RC-BP EAACK 

10 51.35 42.85 34.16 

20 62.14 53.09 45.09 

30 75.83 66.67 58.67 

40 78.14 69.05 63.05 

50 80.35 71.28 67.28 

60 84.16 75.13 69.13 

70 89.23 80.18 73.18 

 

 
Fig 8 Measure of malicious behavior detection rate 

Fig 8 shows the effect of malicious behavior detection rate for 70 mobile nodes. As node density 

increases, malicious behavior detection rate gets reduced. Here IC-HCPD outperforms the other methods as 

node density increases. The main reason is that the malicious behavior detection rate in the IC-HCPD 

method is made by isolating the malicious node based on the packet dropping rate. So the performance of 

the proposed Detection Manager Neighbor Node Relay Selection (DMNNRS) algorithm is improved by 

increasing the malicious behavior detection rate by 12.42% and 22.13% compared to RC-BP and EAACK.    
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5. Conclusion 

 

Detecting intrusion in mobile ad hoc network is a complex task due to the intrinsic features of these 

networks, such as the higher node mobility, the lack of a fixed network infrastructure as well as the severe 

resource constraints. Therefore, there arises an urgent need to safeguard these communication networks and 

to propose efficient method in order to detect the intrusion at an early stage. In this article we provide an 

Integrated Cluster and Highest Connectivity-based Packet Dropping (IC-HCPD) that can be employed as 

intrusion detection method in MANETs. Results show that neighbor node selected based on the cluster 

formation may be a good paradigm to use when the goal is just to detect an intruder and isolate the intruding 

node from the network. The evaluation of the detection manager is performed considering highest 

connectivity that the intrusion detection process is completely distributed and maximum number of neighbor 

node exists in the network. Through the experiments using real traces, we observed that our intrusion 

detection method provided more accurate malicious behavior detection rate compared to the existing 

intrusion detection methods. In addition, our clustering algorithm based on highest connectivity effectively 

improved the packet delivery ratio and even reduced the routing overhead.  
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Abstract: In this paper, we study the different kind of convexities like Schur, Schur Geometric and Schur 

Harmonic convexities for novel ratio of difference of means. 

Keywords: Schur convexity, Schur harmonic convexity, Schur Geometric convexity, ratio of difference of    

means and inequality.

 
1. INTRODUCTION 

The well-known means in literature such as arithmetic mean, geometric mean harmonic mean and 

contra harmonic mean are presented by pappus of Alexandria. In Pythagorean School on the basis of 

proportion and also some of the other means like Heron mean and  Centriodal Mean are defined as 

follows [1,2] and some interesting results on above said means are discussed in [3-8].    

For two positive real numbers ba & ; 

Arithmetic Mean =  
2

,
ba

baA


                  Geometric Mean  =   abbaG ,                                                

Harmonic Mean =  
ba

ab
baH




2
,                  Contra Harmonic Mean  =  

ba

ba
baC






22

,                                                         

Heron mean  =  
3

,
baba

baH e


   and  Centriodal Mean 

)(3

)(2
),(

22

ba

baba
baCd




                                                          

Jamal Rooin and Mehdi  Hassni [9], introduced the homogeneous functions f(x) and g(x), also 

established some convexity results and refinements to Ky-Fan-type inequalities.where      

 
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xx
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In [10], authors studied the convexity(concavity) of the following ratio of difference of means.      
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Some fruitful results related to Schur convexities were also found in [11-22].  

In this paper, we study the Schur, Schur harmonic and Schur geometric convexity of ratio of  

means ),( baM CAGH , ),( baM GHAHe
, ),( baM GHCH e

& ),( baM GCAH e
and some applications of these 

ratio of difference of means.  

2. PRELIMINARY RESULTS AND DEFINITIONS 

In 1923, the Schur Convex function was introduced by I Schur, and proved many important 

applications to analytic inequalities. In 2003, X. M. Zhang propose the concept of Schur-

geometrically convex function which is an extension of Schur-convexity function. In recent years, the 

Schur convexity, Schur geometrically convexity and Schur harmonic convexity have attracted the 

attention of a considerable number of mathematicians ([11],- [21]).  For convenience of readers, we 

recall some definitions as follows: 

Definition 2.1.[3,7]  Let   nxxxxx ,........,, 321  and   n

n Ryyyyy  ,........,, 321  

1. Let x  is said to be majorized by y  (in symbol yx  )   



k

i i

k

i

i yx
1

1

   for nk .....3,2,1  and 

 



k

i i

k

i

i yx
1

1

  where nxx  .......1  and nyy  .......1 are rearrangement of x  

 and y  in descending order. 

2. 
nR   The function 

nR:  is said to be schur convex function on   if yx    on  

  implies ).()( yx      is said to be a Schur concave function on    if and only if  

  is Schur convex. 

Definition 2.2.[22]  Let   nxxxxx ,........,, 321  and    n

n Ryyyyy ,........,, 321 .
nR  is 

called geometrically convex set if 
n

nn Ryxyx 


.......11
 for all x and y  where  1,0,   with 

1  . Let   nR   The function 
n

R:  is said to be schur geometrically convex 

function on   if    nn yyxx ln.......lnln.......ln    on   implies ).()( yx    Let  is said to 

be a Schur geometrically concave function on    if and only if   is Schur geometrically convex. 

Definition 2.3.[3,7]  The set 
nR  is called symmetric set if  x    implies px  for every 

nn   permutation matrix p . The function 
nR:  is said to be symmetric if every permutation 

matrix p ;   ).()( xpx    for all x . 

we introduce the ratio of difference of means as follows: 

),(),(

),(),(
),(

baHbaA

baAbaC
ba

M

M

eGHAH

CAGH

e



            

),(),(

),(),(
),(

baAbaC

baCbaC
ba

M

M

d

d

AGHC

GHCC

d

d




  
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             
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),(

baHbaA

baCbaC
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M

M

e

d

GHAH

GHCC

e

d




               

),(),(

),(),(
),(

baHbaA

baAbaC
ba

M

M

e

d

GHAH

AGHC

e

d




             

),(),(

),(),(
),(

baHbaA

baCbaC
ba

M

M

e

d

GHAH

GHCC

e

d




  

Lemma 2.1.[3,7]  Let 
nR  R:  is symmetric and convex function. Then   is Schur 

convex on  . 

Lemma 2.2.[9]  For .dcba   the function 
xx

xx

dc

ba
xf




)(   where ),( x  is           

                    i) Convex, if 0bcad  

                   ii) Concave if 0bcad  

                   iii) Equality holds if 0bcad . 

 Lemma 2.3.[22]  Let  
nR  be symmetric with non empty interior  convex set and let 

 R:  be  continuous on    and differentiable on 
0  If    is symmetric on   and for any 

on    0

321 ,........,,  nxxxxx . Then   is  

(i)  Schur  convex (concave) if         .00)(
21

21 


















xx
xxs


                           

(ii) Schur geometrically convex (concave) if      .00)ln(ln
2

2

1

121 


















x
x

x
xxxs


                                      

(iii) Schur harmonically convex (concave)  if    .00)(
2

2

2

1

2

1 


















x
x

x
xbas


            

3. SCHUR PROPERTIES ON RATIO OF DIFFERENCE OF MEAN 

In this section, the Schur, Schur geometric and Schur harmonically convexities on ratio of difference 

of mean are established by finding the partial derivatives. 

Theorem 3.1.  The ratio of difference of means 
AGHC

GHCC

d

d

M

M
  is 

                     (i)  Schur convex.  

                     (ii) Schur geometrically convex. 

                    (iii) Schur harmonically convex  is for all ba  . 

Proof.       Let   
),(),(

),(),(
),(

baAbaC

baCbaC
ba

M

M

d

d

AGHC

GHCC

d

d




      

From lemma 2, Consider,  
2

),( dCCAbaf  = 

2
2222

9

4

2 



















 




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






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bababa
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ba
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 By finding the partial derivatives of  ),( baf and with simple manipulation gives 

 
  












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


3

22 2)(

9
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a

a

f
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







3

22 2)(

9

8
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babbaba
b

b

f
               (1)  

 Proof of (i),  from eqn (1), we have 
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










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


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
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
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2

22
2

9

10
)(
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b

f

a

f
bas  0  for all ba &  

 This verifies the condition for Schur convexity.      

 Proof of (ii), from eqn (1), we have 

         
 
  










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


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22 )(2)(

9

8
)(
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baabbababa
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b

f
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f
a 0 for all ba &  

 Then      332244

3
2214

)(9
lnlnlnln abbababa

ba

ba
ba

b

f
b

a

f
abas 






















   0 

 This verifies the condition for Schur geometrically convexity.       

 Proof of (iii),  As above  we have 

 Then    
 

0
9

)10(
2

22
22 
























ba

baba
ba

b

f
b

a

f
abas  for ba &  

 This verifies the condition for Schur Harmonically convex.    

 Thus the proof of theorem 3.1 is completed.        

Theorem 3.2.  The ratio of difference of means 
GHAH

GHCC

e

d

M

M
  is  

                       (i)  Schur convex. 

                       (ii) Schur geometrically convex. 

                       (iii) Schur harmonically convex is for all ba  . 

Proof:      Let   
),(),(

),(),(
),(

baHbaA

baCbaC
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M

M

e

d
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e

d




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 From lemma 2, Consider, de ACCHbaf ),(                                           
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 By finding the partial derivatives of ),( baf  and with simple manipulation gives                                                                                                
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       similarly        
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 Proof  of (i),  from eqs (2) & (3) we have              
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 This  verifies the condition for Schur convex.  

 Proof (ii),  from eqs (2) & (3) we have                    

                   
 

  


























2

4
22

6 ba

abab
ba

ab

b

f
b

a

f
a  

 Consider,    
 

  

































2

2
1

3
lnlnlnln

ba

abbaab
ba

b

f
b

a

f
abas  0  for ba &  

 This  verifies the condition for Schur geometrically convex.                       

 Proof of (iii),  from eqs (2) & (3) we have                        

                    
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)(6

2222  0 for ba &                     

This  verifies the condition for Schur harmonically convex. 

Thus the proof of theorem 3.2 is completed. 

Theorem 3.3.  The ratio of difference of means 

GHAH

CAGH

e
M

M
  is  

                       (i)  Schur convex.  

                       (ii) Schur geometrically convex. 

                       (iii) Schur harmonically convex  is for all ba  . 

Proof: Similar argument as discussed in theorem 3.1 and 3.2 gives the proof of theorem 3.3. 
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Abstract- Let 

 

G = (V , E) be a graph. The two disjoint proper 
subsets 

 

D1 & D2 of 

 

V (G)  are said to be roman primary 
dominating set and auxiliary dominating set of 

 

G respectively, if 
every vertex not in 

 

D1 & D2 is adjacent to at least one vertex in 

 

D1 & D2. The domination number 

 

γ pri(G) is the minimum 
cardinality of a primary dominating set and the domination 
number 

 

γ aux (G) is the minimum cardinality of an auxiliary 

dominating set. Note that
)()( GG auxpri γγ ≤

. In this paper, we 
initiate a study of this new parameter. 
 
Index Terms- domination number, primary domination number, 
and auxiliary domination number. 
 

I. INTRODUCTION 
he graphs considered here are simple, finite, nontrivial, 
undirected, connected, without loops or multiple edges or 

isolated vertices. For undefined terms or notations in this paper 
may be found in Harary [1]. 
       Let 

 

G = (V , E) be a graph. A set 

 

D ⊆ V (G) is a 
dominating set of 

 

G if every vertex not in 

 

D  is adjacent to at 
least one vertex in 

 

D . The domination number 

 

γ (G ) is the 
minimum cardinality of a dominating set. 
While various parameters related to domination in graphs have 
been studied extensively. Let 

 

G = (V , E) be a graph. The two 
disjoint proper subsets 

 

D1 & D2 of 

 

V (G)  are said to be roman 
primary dominating set and auxiliary dominating set of 

 

G 
respectively, if every vertex not in 

 

D1 & D2 is adjacent to at 

least one vertex in 

 

D1 & D2. The domination number 

 

γ pri(G) 
is the minimum cardinality of a roman primary dominating set 
and the domination number 

 

γ aux (G) is the minimum cardinality 

of an auxiliary dominating set. Note that
)()( GG auxpri γγ ≤

.  
In this paper, we initiate a study of this new parameter. 
       For example, Airspace control increases operational 
effectiveness by promoting the safe, efficient, and flexible use of 
airspace while minimizing restraints on airspace users (pilot and 
co-pilot). Airspace control (dominate) includes coordinating, 
integrating, and regulating airspace to increase operational 
effectiveness. Effective airspace control reduces the risk of 
unintended engagements against friendly, civil, and neutral 
aircraft, enhances air defense operations, and permits greater 
flexibility of joint operations. This motivates to our primary and 

auxiliary dominating sets. And another example, parallel 
processing is the simultaneous use of more than one processor 
core to execute a program or multiple computational threads. 
Ideally, parallel processing makes programs run faster because 
there are more engines (cores) running it. In practice, it is often 
difficult to divide a program in such a way that separate cores 
can execute different portions without interfering with each 
other. Most computers have just one Processing unit, but some 
models have several, and multi-core processor chips are 
becoming the norm. Thus, we initiate a study of this new 
parameter. 
 

II. RESULTS 

       We use the notation 

 

Pp , 

 

W p , 

 

K p , and 

 

Cp  to denote, 
respectively, the path graph, wheel, complete graph, cycle graph 

with 

 

p vertices; the star graph with 

 

p +1 vertices, and 

 

Km, n  
the complete bipartite graph with 

 

m + n vertices (see [1]). 
 

       We obtain the exact value of 

 

γ pri(G) , 

 

γ aux (G) and 

 

V − (D1 + D2)  for some standard graphs, which are simple, to 
observe, hence we omit the proof. As usual, for a real number s, 

let 

 

s  be the greatest integer less than or equal to s, and 

 

s  be 
the least integer greater than or equal to s.  
 

       Proposition1. For any complete graph pK
 with 3≥p   

vertices,         

                        

 

γ pri(K p ) = γ aux (K p ) = γ(G) =1. 

       Proof. Suppose 

 

G is a complete graph with 3≥p   
vertices, since every pair of its vertices is adjacent. Clearly, by 

definition it proves that

 

γ pri(K p ) = γ aux (K p ) = γ(G) =1.  
 

       Proposition 2. For any cycle pC
, with 

4≥p vertices,




=

4
)( pC ppriγ

. 

and




−=

4
3)( ppC pauxγ

. 
 

T 
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       Proof. Let 

 

G = (V , E) be a graph. The two disjoint proper 
subsets 

 

D1 & D2 of 

 

V (G)  are said to be primary dominating 
set and auxiliary dominating set of 

 

G respectively, Suppose 

Every vertex of 1D  set is contributing twice the number of 

vertices in )( 21 DDV ∪− ….. 

       Proposition 3. For any wheel pW
, with 5≥p vertices, 

1)( =ppri Pγ
, and .4)( −= PGauxγ  

       Prof. Suppose the graph is a wheel then we know that a 

wheel pW
 having one vertex say v  of maximum degree ∆ , and 

remaining all other vertices are having degree three. Now, a 

vertex v  and another two non adjacent vertices of pW
 are also 

belongs to )( 21 DDV ∪− . Since primary domination number 

having exactly one vertex and )( 21 DDV ∪− contains three 
vertices. Therefore auxillary domination number is .4−P  
 

        Proposition 4. If 

 

G is a star, then 

 

γ pri(G) =1 and 

 

γ aux (G) = ∆(G) −1. 
       Proof. Suppose 

 

G is a star and v being a vertex of 

maximum degree, then =∆ )(G number of pendent vertices. By 
the definition every vertex not in 

 

D1 & D2 is adjacent to at least 
one vertex in

 

D1 & D2, such that every pendant vertex of G  

must be belongs to 1D  or 2D . Hence 

 

γ pri(G) =1 
and

 

γ aux (G) = ∆(G) −1. 
 
       Proposition 5. If 

 

G is a complete bipartite graph with 

 

m ≤ n  vertices, where, 2≥m  , then 

 

γ pri(Km,n ) =1,   

 

γ aux (Km,n ) = m −1. 
       Prof. Obviously follows from the definition; Hence we omit 
its proof. 
 
       Proposition 6. If 

 

G is a complete bipartite graph with 

nm ≤  vertices, then 
mGGG auxpri ==+ )()()( γγγ

. 

       Proof. Obviously, .)( mG =γ It is easy to notice that 
nGG auxpri =+ )()( γγ

=m. Hence the theorem is proved. 
 

       Proposition 7. Let 

 

G be a complete bipartite graph with 

 

m ≤ n  vertices, where, 2≥m , then 

 

γ pri(Km,n ) < γ(Km,n ). 
       Proof. Obviously follows from the Proposition 4. 
 
       Proposition 8. If x  be a pendent vertex of a graph G , 

then 21 DorDx ∈ . 
       Proof. Clearly, every vertex not in 

 

D1 & D2 is adjacent to 
at least one vertex in

 

D1 & D2. Hence every pendant vertex of 
G  must be belongs to 1D  or 2D . 
 
       Next, we obtain a relationship between primary domination 
numbers with the domination number, since their proof are 
trivial, we omit the same. 
 
       Theorem 9. If  

 

G is a star or complete graph, 

then
)()( GGpri γγ =

. 
       Theorem 10. If 

 

G be a complete bipartite graph with 

 

m ≤ n  vertices, where, 2≥m , then 
)()( GGpri γγ <

. 
       Proposition 11. If 

 

G is a complete bipartite graph with 

nm ≤  vertices, then 
mGGG auxpri ==+ )()()( γγγ

. 
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Abstract- A dominating set 

 

D  of a graph 

 

G = (V , E) is 
roman dominating set,  if 

 

S  and 

 

T  are two subsets of 

 

D  and 
satisfying the condition that every vertex 

 

u  in 

 

S  is adjacent to 
exactly one to one a vertex 

 

v  in 

 

V − D as well as adjacent to 
some vertex in 

 

T . The roman domination number 
of

 

 γ rds (G)  of 

 

G  is the minimum cardinality of a roman 
dominating set of 

 

G . In this paper many bounds 
on

 

 γ rds (G)  are obtained and its exact values for some standard 
graphs are found. Also relationship with other parameter is 
investigated. We introduce Roman dominating set in which the 
interest is in dominating contains two types of subset. 
 
Index Terms- Domination, Roman domination. 
 

I. INTRODUCTION 
he graphs considered here are simple, finite, nontrivial, 
undirected, connected, without loops or multiple edges or 

isolated vertices. For undefined terms or notations in this paper 
may be found in Harary [1]. 
 
        Let 

 

G = (V , E) be a graph. A set 

 

D ⊆ V (G) is a 
dominating set of 

 

G  if every vertex not in 

 

D  is adjacent to at 
least one vertex in 

 

D . The domination number 

 

γ (G ) is the 
minimum cardinality of a dominating set. 
        Roman Emperor Constantine had the requirement that an 
army or legion could be sent from its home to defend a 
neighboring location only if there was a second army, which 
would stay and protect the home. Thus, there are two types of 
armies, stationary and traveling. Each vertex with no army must 
have a neighboring vertex with a traveling army. Stationary 
armies then dominate their own vertices, and its stationary army 
dominates a vertex with two armies, and the traveling army 
dominates its open neighborhood, which motivates to our roman 
domination number of a graph. 
        A dominating set 

 

D  of a graph 

 

G = (V , E) is roman 
dominating set if 

 

S ,

 

T  are two subsets of 

 

D  and satisfying the 
condition that every vertex 

 

u  in 

 

S  is adjacent to exactly one to 
one a vertex 

 

v  in 

 

V − D as well as adjacent to some vertex in 

 

T . The roman domination number of

 

 γ rds (G)  of 

 

G  is the 
minimum cardinality of a roman dominating set of 

 

G . 
 

II. RESULTS 

        We use the notation

 

Pp , 

 

W p , 

 

K p , and 

 

Cp  to denote, 
respectively, the path, wheel, complete graph, and cycle with p 

vertices; 

 

K1, p star with p + 1 vertices, and 

 

Km, n complete 
bipartite graph with  

 

(m + n) vertices (see [4]). 
 
Theorem 1.  

(1).

 

 γ rds (Cp ) =
p
2

 
  

 
  +1 ,     p ≥ 3

 

(2).

 

 γ rds (K p ) = p −1 ,     p ≥ 3 

(3).

 

 γ rds (Wp ) = 3 ,     p ≥ 4 

(4).
3  , 

2
)( ≥



= ppPprdsγ

, 

(5).

 

 γ rds (Km,n ) = m,  where nm < , 

(6).

 

 γ rds (K1, p ) = p = q = ∆(K1, p )   
 
Proof. Since, follows directly from the definition. 
 
        Theorem 2. For any graph

 

G , 

 

γ rds (G) ≤ p −1. equality 
holds when 

 

G  a complete graph or a star. 
        Proof. Let 

 

D be a roman dominating set of 

 

G, such that 

 

S  
and 

 

T  are two subsets of 

 

D, clearly, by the definition of roman 
dominating set the number of vertices in 

 

S  are adjacent to a 
number of vertices in 

 

(V − D)  are equal. Then the number of 
vertices are in 

 

T  are adjacent to a number of vertices in 

 

(V − D)  are greater than or equal to zero. Hence 

 

γ rds (G) ≤ p −1.  
Further, the complete graph or star achieves this bound. 
 

        Theorem 3. For any graph G , 3≥p  vertices, a set S of 

independent 
m

 cut vertices and each cut vertex is adjacent to a 

pendent vertex. Then 
∑

=

=
m

i
irds mT

1
deg)( γ

 
 
        Proof.  We know that, a dominating set 

 

D  of a graph 

 

G = (V , E) is roman dominating set if 

 

S ,

 

T  are two subsets 
of 

 

D . Obviously, every cut vertex of S is adjacent to a pendent 
vertex u in DV −  as well as adjacent in t .  
 
Thus,  

usN −][
    

)(SN⇒
  

T 
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⇒  
.deg)( 

2

1
∑

−

=

∈=
p

i
irds SreeUTγ

 
 

Theorem 4. For any graph

 

G , )( )( GGrds γγ ≥ . 
 
        Proof.  Clearly, by the definition, roman dominating set is 
also a dominating set. 
 

Theorem 5. For any graph G , 
)(

1
Gp

rdsγ≤
+∆ . 

        Proof.  It is known that  
)(

1
Gp γ≤

+∆   and 

since
)(

1
Gp

rdsγ≤
+∆ , result holds 

 

Theorem 6. For any graph G , 1)( −≤ pGrdsγ . And this 
bound is sharp. 
        Proof.  Let D be a minimum dominating set of G . Then 

every vertex of DV − except one vertex )( Dvv −∈ , then 
1)( −−∪ DVD  is a roman dominating set. Thus 
1)( −−∪ DVD  

1−−+ γγ P  
1−P . 

The Complete graph pK
 achieves this bound. 

 
        Theorem 7. If T is a tree with  m  cut vertices and if each 
cut vertex is adjacent to at least one end vertex except one is 

adjacent to exactly one end vertex, then mGrds =)(γ .   
 
        Proof. Let C  be the set of all cut vertices of tree T  

with
mC =

. Then CV −  is a dominating set of all end 

vertices with
mCV >−

. We know that S  and T be the 
subset Stationary and travelling respectively of a roman 
dominating set. Here a cut vertex u   which is adjacent to one 

end vertex is belongs to stationary set and 
uC −

 cut vertices 
are belongs to travelling set, therefore C  is a roman dominating 

set. Hence, the roman domination number of G mGrds =)(γ . 
 

        Corollary 8. For any tree

 

T , with 

 

m ≥ 2 cut vertices, then 

 

 γ rds(T) ≤ m. 
Proof. Suppose, the tree 

 

T  contain m  number of cut vertices. 
Follows form the theorem 6. If some cut vertices is 

belongs DV − , by the definition .)( mTrds <γ  
  
        The following propositions, corollary are straight forward 
and the proofs are omitted. 
 
        Propositions 9. If a graph G  has cut vertex v and is 
adjacent to an end vertex, then 

    .1 )(2 −≥≤ PGrdsγ  
 
        Corollary 10. If a graph G  has cut vertex, 4≥P vertices  
and every cut vertex has adjacent to at most two end vertices, 
then 

    ePGrds −=)(γ , where 
e be the end vertex. 
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________________________________________________________________________________________________________ 
 
Abstract : By the virtue of blooming automation industry and wireless connectivity, all the devices within the home can be connected. 
This improves the comfort, energy efficiency, indoor security, cost savings of the home. Small and constrained embedded devices are 
used to remotely monitor the conditions within home and control the home appliances. In such case, power consumption and network 
bandwidth become a major concern. A low power device that transmits messages through a less verbose protocol is needed. Owing to 
the ubiquitous availability of WiFi, all the appliances within home can be connected through a common gateway. An overview of a 
light weight Message Queuing Telemetry Transport (MQTT) protocol is presented here. In the prototype, we attempt to implement 
MQTT on Raspberry PI, a WiFi  based development board. Sensors and actuators are  connected to Raspberry PI and a Mosquitto 
based MQTT broker is established for remote monitoring and control. The use of MQTT hence achieves the desired result with a lower 
overhead and at about a 93% faster speed. The intruder detection is an added useful functionality to the system. 
 
Index Terms- MQTT, Raspberry PI, Mosquitto , Home Automation,  Intrusion Detection,  Remote Appliance Control, Light-
weight Protocol, WiFi, Remote Security Control, Embedded Devices. 
________________________________________________________________________________________________________ 
 
 
          1.      INTRODUCTION   

 
Home automation refers to remotely monitoring the conditions of home and performing the required actuation. Through home 
automation, household devices such as TV, light bulb, fan, etc. are assigned a unique address and are connected through a common 
home gateway. These can be remotely accessed and controlled from any PC, mobile or laptop. This can drastically reduce energy 
wastage and improve the living conditions besides enhancing the indoor security. Owing to the rapid growth in technology, the devices 
in the recent past are becoming smart. The real world devices are being equipped with intelligence and computing ability so that they 
can configure themselves accordingly. Sensors connected to embedded devices along with the low power wireless connectivity is 
facilitates to remotely monitor and control the devices. This forms an integral component of Internet of Things (IoT) network. can be 
correctly identified using Graphology. Internet of Things can be considered as a network of devices that are wirelessly connected so 
that they communicate and organize themselves based on the predefined rules. However these devices are constrained in terms of their 
resources. Hence light weight protocols such as MQTT, CoAP etc. are used for the data transmission over wireless connectivity. There 
are so many kinds of radio modules out of which GSM, 3G, WiFi, Bluetooth, Zigbee, etc. are common. However, owing to the surging 
number of WiFi hotspots and range sufficient to perform the required control and monitoring, WiFi is chosen as the mode of 
communication in the prototype and the devices are controlled through MQTT protocol implemented using Raspberry PI. MQTT is 
thus a light weight protocol that occupies low bandwidth and consumes less power. Considering the ease of wireless internet access 
through WiFi, MQTT client application is built on Raspberry PI. A prototype of MQTT based home automation system is implemented 
on Raspberry PI. The sensors and actuators connected to Raspberry PI are remotely monitored and controlled through a common home 
gateway. Thus the existing infrastructure can be used to enhance the home appliances and make them smart. This implementation 
provides an intelligent, comfortable and energy efficient home automation system. It also assists the old and differently abled persons 
to control the appliances in their home in a better and easier way. 
 
         2.     LITERATURE REVIEW 

Bluetooth based home automation system using cell phones 
In Bluetooth based home automation system, the home appliances are connected to the Arduino BT board at input output ports using 
relay. The Bluetooth connection is established between Arduino BT board and phone for wireless communication. One circuit is 
designed and implemented for receiving the feedback from the phone, which indicate the status of the device. 
Zigbee based home automation system using cell phones 
To monitor and control the home appliances the system is designed and implemented using Zigbee. The device performance is record 
and store by network coordinators. For this the Wi-Fi network is used, which uses the four switch port standard wireless ADSL modern 
router. The message for security purpose first process by the virtual home algorithm and when it is declared safe it is re-encrypted and 
forward to the real network device of the home over Zigbee network, Zigbee controller sent messages to the end.To reduce the expense 
of the system and the intrusiveness of respective installation of the system Zigbee communication is helpful. 
GSM based home automation system using cell phones 
The home sensors and devices interact with the home network and communicates through GSM and SIM (subscriber identity module). 
The system use transducer which convert machine function into electrical signals which goes into microcontroller. The sensors of 
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system  convert the physical qualities like sound, temperature and humidity into some other quantity like voltage. The microcontroller 
analysis all signal and convert them into command to understand by GSM module. 
Home automation using RF module 
The important goal of Home Automation System is to build a home automation system using a RF controlled remote. RF remote is 
combined to the microcontroller on transmitter side that sends ON/OFF signals to the receiver where devices are connected. By 
operating the stated remote switch on the transmitter, the loads can be turned ON/OFF globally using wireless technology. 
 MQTT Protocol 
The basic concepts of it is publish/ subscribe and client/broker and its basic functionality is connect, publish, and subscribe. Also it has 
several good features like quality of service, retained messages, persistent session, last will and testament and SYS topics. MQTT 
decouples the space of publisher and subscriber. So they just have to know hostname/ IP and port of the broker in order to 
publish/subscribe to messages. 
 
 

3.      ARCHITECTURE AND FLOWCHART OF SYSTEM 
 
In the prototype, we attempt to implement MQTT on Raspberry PI, a Wi-Fi based development board. Sensors and actuators are 
connected to Raspberry PI and a Mosquitto based MQTT broker is established for remote monitoring and control.The Architecture is 
shown in Figure 1 followed by the flowchart which is shown in Figure 2. 
 
 

 
 
 

Figure 1: Architecture of MQTT-based Home Automation System 
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Figure 2: Flowchart of home automation system 

 
The house owner initially performs Registration and Authentication, after which they can perform profile operations such as changing 
password, editing profile. Then MQTT Setup and Configuration is performed using URL and Port number, after which owner will be 
able to  monitor and control the appliances. PIR motion detection sensor checks if the intruder is detected, if yes, it activates the Buzzer 
and Camera module. Buzzer rings for certain duration of time and then stops, Camera grabs the picture and sends it through mail to the 
end user. Electrical appliance module reads the input from user and checks the signal, if HIGH it turns ON the appliance, else turns 
OFF the appliance. 
 
      4.        SET OF MODULES 
 
The current work focuses on achieving an automated home control system which can be made a reality by breaking the entire set of 
operations into six modules as given below. 
Module 1: User registration and headless Raspberry PI set up and configuration: 
End user first creates account and logs in, after this end user can perform profile operations, then he should perform MQTT setup and 
configuration using URL and port number to indicate where MQTT server is present. 
Algorithm: 
Step 1: register the user by providing necessary  
credentials 
Step 2: Setting up the raspberry pi: 
-Write the Raspbian OS onto the SD card connected to the raspberry pi. 
-Burn the OS into SD card after formatting it 
-Configuring the raspberry pi: 
-Install WinSCP software which helps in transferring files between the system and raspberry pi over a network using SSH. 
-Install putty which helps to execute the programs as the Raspbian OS is built on Linux platform. 

 
Module 2: Implementation of PIR motion detection module: 
When unusual motion or movement is detected by PIR motion detection sensor, it transmits this data to the end user via Raspberry pi, 
which makes use of MQTT protocol for communication. Whenever intruder is detected it will automatically activate the buzzer and 
camera module. 
Algorithm: 
Step 1: align the motion sensor such that it is in the range of the camera view. 
Step 2: do the necessary connections on the breadboard with the motion sensor. 
Step 3: use M2F jumper cables to connect the corresponding breadboard pins to the Raspberry PI. 

 
Module 3: Implement the Buzzer module: 
Whenever the intruder is detected PIR motion detection  sensor activates this buzzer, which rings for certain duration of time and stops. 
In this buzzer module we are making use of Piezo buzzer or passive buzzer. 
Algorithm: 
Step 1: do the necessary connections on the breadboard with the Piezo buzzer, as given below. 
Step 2: use M2F jumper cables to connect the corresponding breadboard pins to the Raspberry pi. Connect one pin to ground (either 
one) and the other pin to a square wave out from a timer or microcontroller. For theloudest tones, stay around 4 KHz, but works quite 
well from 2KHz to 10KHz. For extra loudness, you can connect both pins to a microcontroller and swap which pin is high or low 
('differential drive') for double the volume. 
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Module 4: Implementation of the Camera section: 
Whenever the intruder is detected PIR motion detection sensor activates this camera section, which grabs the picture or image of the 
intruder and sends it to the user through email.  
Algorithm: 
Step 1: align the motion sensor such that it is in the range of the camera view. 
Step 2: connect the web camera to the raspberry pi board via the USB connecting cable 
. 
Module 5: Implementation of the electrical appliances module:  
This module enables the owners of the home to control the smart electrical appliances of their home from a remote Location (ideally a 
different geographical area). The end user will be provided with a couple of MQTT client applications to do this. The first one being 
the web application which will be developed from the scratch as part of this project research, and the second one will be the mobile 
application named ‘MyMQTT’. There are several other readily available MQTT client applications for both android and IOS, which 
can be readily incorporated by the owners of the home to control the  electrical appliances. As part of this project research is 
considered, we will enable the owners to perform the turn ON and turn OFF functionalities of the electrical appliances which can 
further be extended to various other features in the future work. 

 
Module 6: Implement the MQTT module: 
Initially configuration of Mosquitto server is done. when end users subscribe to this server, the server reads the input from user and 
forwards this data to raspberry pi which implements the operation, and when intrusion is detected it forwards the data to Mosquitto 
server, which will forward it to the cell phone  or laptop which is subscribed to server. 
Algorithm: 
Step 1: execute SQL commands on MySQL to connect and  import all packages. 
Step 2: through putty, verify connections 
Step 3: execute each of the previous modules. 
 
Module 7: Implement the web server module: 
This module is an end user interface through which the owner can control and access the home appliances. 
Algorithm: 
Step 1: Design the web page which accepts user credentials. 
Step 2: using bootstrap to improve the look and feel of the web page. 
Step 3: get the input from the user 
Step 4: check if the input data is valid or not, if yes, go to step 5, else go to step 3 
Step 5: enter the user's account and provide various available service options. 
 
             5.       IMPLEMENTATION 
This project is implemented considering the following aspects:  
1. Usability Aspect: 
The usability aspect of implementation of the project is realized using two principles: 
a: The project is implemented as a Java application. 
b: The user-friendly interface using Java's view architecture. 
2. Technical Aspect: 
The technical aspect of implementation of the project is realized as explained below: 

 
STEP 1: INSTALL THE FOLLOWING SOFTWARES:  
Servers:Apache Tomcat is to develop the product. 
Database: MySQL is used as the database utility here, which is the world's most widely used open source relational database 
management system (RDBMS) that runs as a server providing multi-user access to a number of databases. 
IDE :Eclipse is used as the Development environment on which the JAVA programs would be run. 
The following steps should be followed to install eclipse:  
-Installation of JVM: Regardless of the operating system, some Java virtual machine (JVM) has to be installed. 
-Download Eclipse from the Eclipse Downloads page 
STEP 2: WRITE IMAGE TO SD CARD: 
Write the image to SD card. an image writing tool is to bused to install the image you have downloaded on your SD card. 
Etcher is a graphical SD card writing tool that works on Mac OS, Linux and Windows, and is the easiest option for most users. Etcher 
also supports writing images directly from the zip file, without any unzipping required. 
STEP 3: ADD “SSH” FILE TO THE SD CARD ROOT:  
Enable SSH by placing a file named “ssh” (without any extension) onto the boot partition of the SD card 
STEP 4: BOOT THE RASPBERRY PI: 
The steps needed to be followed for this are: 
1.Install mosquitto (MQTT) components. 
2.Configure mosquitto and restart the service. 
3.Run/ Test mosquito 
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. STEP 5: DEVELOP THE WEB INTERFACE AND OTHERREQUIRED  FILES AND EXECUTE:  
On the Eclipse IDE, use javascript and java to developrequired components for the communication and remote control of the 
appliances. Also use HTML, Bootstrap and related web development tools and languages to develop the 
user interface. Using these, give the necessary commands and execute the desired operations. 
  
       6.       RESULTS 
The Home Automation System was tested with respect to unit testing, integration testing and system testing with each providing 100% 
accurate results here is the report of the System testing which was carried out. 

 

 
 

The implementation of the system is carried out and the execution results are shown in the below images. 
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Figure.3. GUI of the MQTT-based Home Automation System 

 
 

 
 
 

 

 
 
 

Figure 4: Appliance Control 
 
 



www.ijcrt.org                                                      

IJCRTOXFO050 International Journal of Creative Research Thoughts (IJCRT) 

 
 
 

Figure 5: Intrusion detection notification and captured Intruder Image
 
CONCLUSION AND FUTURE SCOPE 
 
MQTT is thus a light weight protocol that occupies low bandwidth and consumes less power. Considering the ease of wireless internet 
access through Wi-Fi, MQTT client application is built on Raspberry PI. A prototype ofMQTT based home automation system is 
implemented on Raspberry PI. The sensors and actuators connected to Raspberry PI are remotely monitored and controlled through a 
common home gateway. Thus the existing infrastructure can be used to enhance the home appliances and make them smart. This 
implementation provides an intelligent, comfortable and energy efficient home automation system. It also assists the old and differently 
abled persons to control the appliances in their home in a better and easier way. A further scope in this work can be viewed 
this further ahead. A cloud platform can be used to aggregate, analyze and visualize data. Customized GUI can be developed to
remotely access the devices to monitor and control them. A household security system integrated with a home automation system
be developed which can provide additional services such as remote surveillance of security cameras over the Internet, or cent
of all  perimeter doors and windows. Further research can help in development of Occupancy
to sense the occupancy of the home using smart meter
building automation system to trigger automatic responses for energy efficiency and building comfort applicati
 
Appliance control and integration with the smart grid and smart meter can be made a reality, taking adv
panel output in the middle of the dayrun washing machines.
reliable using this technology. Indoor positioning systems can be improved by home
All of the above can be combined and a pet monitoring
absence. 
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Abstract:In recent times, most of the financial transactions are done through smartphones. Financial transactions contain data of high 
confidentiality;therefore, security is a main concern in these transactions. Every transaction should be recorded, and this information must be 
made non-tamperable. Authentication and Authorization of users must be done to check the authenticity of the users to avoid misuse of the 
data from an intruder. The proposed Mutual Authentication Blockchain based ID as a Service [MABIDaaS] [10] helps to achieve this. Our 
system uses blockchain technology for storing the transaction details of the user, cloud storage services for access rights, and Trusted 
Execution Environment [TEE] [11] for a secure execution of the transaction through mobile phones. This paper shows how the proposed 
system can be used for mutual authentication between two mobile users by using digital signature [3], key set and records the transacted data 
in the blocks as the data inserted into the blocks cannot be manipulated. 

 
IndexTerms–Blockchain, MABIDaaS, Digital Signature, Authentication, Key Generation, Access Rights. 
________________________________________________________________________________________________________ 

I. INTRODUCTION 
 

 
Mobile financial transactions [11] have become a popular mode of transaction. A common man can easily transfer money of any amount 

to another using merely his phone with a network connection. These kinds of applications require a degree of security, privacy protection and 
authenticity. The Blockchain based ID as a Service system aims to provide the necessary features. 

 Blockchain [1] is an open distributed ledger [5] that can record transactions between two parties efficiently. It can also be defined as a 
continuously growing list of records, known as blocks, which are linked to one another and also secured using cryptography. Transparency 
and incorruptible nature are the two important properties of Blockchain. Transparency data can be thought as public which is embedded in 
the network. Any unit of information on Blockchain cannot be manipulated or altered. The Blockchain needs no middleman for digital 
transactions. The Blockchain eliminates the risks that come with centralized[6] data. Nowadays security problems with the internet is 
familiar to everyone. Everyone relies on username/password system to protect the identity online. But the Blockchain security methods use 
encryption technology. The Public and Private keys are the basis for this technology. The public key acts as the users address on the 
Blockchain. 

Trusted Execution Environment [TEE] [14] is introduced to provide a secure environment for exchange of information and financial 
transactions using private key and with the help of cloud storage. Cloud storage has brought a massive change in the storage industry. 
Software, platform, and infrastructure can be provided to users as a service from a cloud nowadays. Identity management could be also 
provided from the cloud to a user. In other words, the user could use an identity and authentication management infrastructure provided from 
the cloud as a form of IDaaS. [10] It would offer various benefits such as a reduced on-site infrastructure, integrated management with cloud 
services, and ease use. However, the use of IDaaS means outsourcing critical functions to a third party. All data related to identity and 
authentication (e.g., user account information, security credentials, etc.) is managed and controlled by the third party without knowing how 
the data is protected and processed on the cloud. The proposed system MABIDaaS uses cloud to allow the partner to evaluate the access 
permission rights of each of its registered users. The TEE implemented allows safe and secure transactions between the users without 
compromising the security using key generation and verification algorithm and transaction between user and partner using private key 
encryption. In the proposed system the cloud is made more secure and is accessible only by the partner using Secure Hash Algorithm(SHA). 

 

II.  EXISTING  SYSTEM 
 

Blockchain based ID as a Service is a system which helps in transaction between an individual user and the partner of the BIDaaS provider. 
The user can transact with the partner without registering himself with the partner if registration with the BIDaaS provider is done. The 
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BIDaaS provider stores the virtual ID and the public key of the user in the block. A user when requests the partner to its services, the partner 
checks the integrity of the user by checking if the ID sent by the user matches with the registered ID in the blockchain. 
Once the confirmation is done, the partner takes the public key of the user to encrypt any data to be sent to the user using this key. Once the 
data is received by the user, he uses his private key to decrypt the data to get the original message. 
The existing BIDaaS uses the blockchain to store the transaction details and works as an identity and authentication management but lacks in 
terms of security. Also, there is no constraint on the services permitted to each user which can result in posing as a threat to the financial 
transaction. This was a matter of concern in the field of finance, therefore there was a demand for a new type of BIDaaS. 

Demand for BIDaaS with added security for Authentication 
In any transaction, it is very important to validate both the peers identity before making a transaction. Thus, using Blockchain Technology, 

users can use an Identity and Authentication management infrastructure. This new feature also requires the functionalities of cloud 
computing. These days we observe that using cloud we can implement different softwares, Platforms, Infrastructures etc. This feature helps 
to reduce the on-site infrastructure that would be used otherwise. Every single transaction between the same or different users must be 
validated every time. This decreases the chances of deceit. Thus, it is important to implement BIDaaS so that crucial transactions in 
Blockchain are verified and protected from a third-party intrusion or viewing the transaction details. The use of Fingerprint Technology and 
encryption of the transaction details adds that extra edge to this new system and helps in providing extra security. 

 

III.  PROPOSED BLOCKCHAIN BASED ID AS A SERVICE- MABIDaaS  

 
In this paper, we provide another version of BIDaaS which provides more security, authenticity and secrecy for more secure financial 

transactions. We have used the implementation of the Trusted Execution environment, Cloud for Storage and Key Generation for improving 
the existing system. Figure 1 shows the system architecture of the Proposed System. 

A. Components 
1   
2  1) BIDaaS Provider: This component’s main function is to take the information from the user, store the information in the database and 

save the user’s virtual id and the public key in the blockchain. 
3   
4  2) Financial Transaction Centre: This is the unit which provides any transactional facilities to the users. In our paper the FTC is a bank 

whose users are the transactors. 
The financial transaction centre gives the permission of the transaction of each user. 
 
3) Users: Users are the end users and the people who and the transactions. Each user will have a unique virtual id and generates a public key  
pair in their devices for the encryption and decryption of their transactions. 
 
 
 



www.ijcrt.org                               © 2018 IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320-2882 
 

IJCRTOXFO31 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 174 

 

 
 
 

Fig 1: System Architecture of MABIDaaS 
 
 

B. Procedures 

 
• 1) Registration: The process starts with the user registering with the BIDaaS provider which acts as a third-party verifier in the later stages. 

The user gives in the his/her account number, name, email id, phone number and the password. The user generates a public key pair in 
his/her device and stores the private key in his device and sends the public key to the provider. The BIDaaS provider inserts the user’ s 
virtual ID and the user generated public key into the block. The fingerprint of the user is taken during the registration process. 

•  

• 2) Login: The user signs into his/her account by using the virtual id and password. The user has toauthenticate by giving his/her fingerprint 
which is compared with the fingerprint taken during the registration process. The user sends an access request to the BIDaaS provider which 
generates an OTP and send it to the registered mobile number. This acts like another layer of authentication. 

•  

• 3) Add amount: A user can transfer some amount from his bank account to the secret account which is used for the transaction, this amount 
detail is added into the block and the new variations on the amount is reflected in the block. 

•  

• 4) Transaction: Once the user is successfully logged into their account, they get a list of activities that they can do. The user has to select 
another registered user with whom he/she wants to do any transaction. The Financial Transaction Centre [FTC] authorizes the transaction 
bychecking with the cloud if the two users can proceed with the transactions. 

•  
•  For the transaction: 

Key-Generation: One of the user generates a set of keys and encrypts it using the public key of the other user and sends it to them. The 
other user decrypts it using their private key 

 
Single transaction: The user can transfer the amount details to the other user using the first key from the key set as a mode to encrypt the 
data. The receiver user can use the first key of the key set to decrypt the details and store it in the block. 
The two communicating users can prove their authenticity by their digital signatures[3]. After the authenticity check, the users can generate a 
set of key and pass it to the other. Each key is used and discarded after respective transaction. 
A user can login only through the given handset which holds his/her fingerprint and the transaction is run in the secure part of the OS called 
the Trusted Execution Environment. 
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Figure 2: Data Flow Diagram of Level 0 

Figure 3: Data Flow Diagram of Level 1 
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Figure 4: Data Flow Diagram of Level 2 
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Figure 5: Data Flow Diagram of Level 3 
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Figure 6: Data Flow Diagram of Level 4 

C. Example 

 
Let there be 2 users named X and Y respectively. Both of them register with the BIDaaS and their virtual ID and Public key is stored in the 
Blockchain. Now X wants to send Rs 500 to Y. X transfers Rs 1000 from his bank account to the account which handles the transaction. This 
amount is stored in the BIDaaS. X requests communication with Y from the Financial Transaction Centre [FTC]. The FTC checks for the 
access right permissions of both users. If permission is granted, the two users prove their authenticity with digital signature and X generates 
10 keys and encrypts it using Y’s public key and sends it to Y. Y decrypts the key set using his private key. A then encrypts Rs 500 using the 
first key of the key sets and sends it to Y. This transaction is stored in the blockchain. Y uses the same key from the key set and decrypts the 
message and updates its wallet amount which is appending this transaction into its device’s block. Both X and Y then delete the key used fr 
this transaction from the key set. 9 more transactions can be done after which one of the user has to generate another set of keys and send to 
the other. 
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fig 2: Sequence diagram for a single transaction between two user

IV.  FEATURES OF THE  SYSTEM
 

A. Consensus Algorithm 

The blockchain used here is a private blockchain. The miners are selected based on the co
beginning time and end time is noted and the miners are selected. Each miner selected gets an amount as 
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SYSTEM 

The blockchain used here is a private blockchain. The miners are selected based on the computational powe
beginning time and end time is noted and the miners are selected. Each miner selected gets an amount as 
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mputational power i.e., based on the timing, 
beginning time and end time is noted and the miners are selected. Each miner selected gets an amount as a reward. 



www.ijcrt.org                               © 2018 IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320-2882 
 

IJCRTOXFO31 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 180 

 

B. Consortium Blockchain 

The blockchain used here is a private blockchain which is not owned by the BIDaaS provider. The blockchain is a distributed ledger and is 
operated by consortium members. The user account information is accessed from the BIDaaS provider when needed, the user information is 
not shared among all consortium members present in the blockchain. 

 

C. Provided User Information 
Extra user information is provided to the BIDaaS provider and Financial Transaction Center (FTC). This is not only for storage purpose 

but also provide better privacy, avoiding the misuse of the information provided. 

 

D. Use of virtual IDs 

Every user is assigned by a virtual ID. This virtual ID assigned to the user is unique. The user can use the virtual ID if it is already 
registered in the blockchain. 

 

E. Private Key of a User 

Private key is a secret key which is stored in the user mobile. Each user has a different private key stored in an electronic device. Key 
generation material and other sensitive information is stored in the trusted execution environment. 

 

F. Benefits to the BIDaaS Provider 

The BIDaaS provider creates new sources of revenue by providing an identity and authentication management solution as well as 
providing existing user information to its partners. 

 

G. Benefits to the User 

A better security is provided to the user by various levels of verification. Digital signature is included as well as key set exchange during 
transaction provides better security. The user details are registered in blockchain and it can be accessed when necessary and the details in the 
blockchain cannot be tampered hence provides a better security for transactions. 

 

H. Benefits to the Financial Transaction Centre 

Financial transaction center (FTC) which is the partner gets service request from the user. FTC looks up the blockchain for details and 
checks the permission rights for accessing the services, of the user from the cloud. The presence of the FTC extends its level in authorization 
by providing the access permission rights of the user. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Comparison between BIDaaS and MABIDaaS 
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To summarize with the comparison of the existing system BIDaaS and the proposed system MABIDaaS, the MABIDaaS provides more 
secure features compared to the BIDaaS. Firstly, MABIDaaS allows the partner to selectively authorize users for whom access rights are 
granted. These rights are stored in the cloud which can be accessed only by the partner i.e., the Financial Transaction Centre. Secondly, each 
transaction is encrypted using different keys available only to the two communicating user whereas in the BIDaaS, encryption is done using 
only the user's public key. Thirdly, in BIDaaS, Communication was done only between the user and the partner whereas in MABIDaaS, 
communication between two users is allowed. Lastly, another authentication is through the key set, as only the user having the key set same 
as the sender can decrypt the message.  

 
 

V. CONCLUSION 
 
MA-Blockchain based ID as a service focuses on the authentication and authorization. In this paper we have discussed an example which 

shows financial transactions between the mobile users using MABIDaaS. Security is provided by adding authentication in the form of key 
generation set and authorization through permission rights given to the user. Financial transaction centre checks the access rights of the user 
in the cloud.The act of providing the access rights to the user by storing it in the cloud has further improved the authorization measures of the 
system. Keys are generated and exchanged, and each key is used as a mode for encryption and decryption for each transaction respectively. 
The proposed system provides a secure transaction between the users without the partner having any knowledge of the financial transactions. 
Trusted Execution Environment is used in MABIDaaS which provides a secure area for the mobile application and the data loaded inside in 
terms to integrity and confidentiality. 
The proposed MABIDaaS has some room for improvement. The expansion of the area of network in which the transaction can take place 
between the user can smoothen the usage of the system. 
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Abstract:  In Today’s world, we are getting technologically “connected”, all over with more and more data devices which collect lots 
information. This has resulted in large quantities of data in the form of images, text, videos and multimedia content, log files, etc.  Small and 
Medium Enterprises (SME) are facing number of problems in collecting, storing, analyzing and exploring these large volumes of data. A 
number of Big Data Platforms have taken advantage of Hadoop open-source framework and are providing some support to handle the so called 
Big data of the organizations, Cloudera ,HortonWorks, MapR ,IBM InfoSphere Big Insight ,Pivotal HD are a few Big data platforms currently 
available in the market. In this paper we carry out a comparative analysis of most sought after Big data platforms based on the operational, 
functional and performance characteristics of those platforms in general. We suggest that cloudera platform as the one which provides 
competitive advantage over the other platforms in terms of diagnostics, maintenance and performance analysis to be used as an acceptable tools 
for network Analytics. 

Keywords:  Big Data, Distribution Hadoop, Diagnostics, Network Analytics. 
________________________________________________________________________________________________________ 

I.  INTRODUCTION  

 
Day after day, new innovations have delivered a lot of information that should be gathered, arranged, classified, moved, 
investigated, put away, etc. Currently, we are in the Big Data time in which a couple of distributors offer, arranged to-use spreads 
to manage a Big Data structure, To be particular Cloudera[2], Horton Works[1], MapR[3], IBM Infosphere Big Insights[4], and 
Pivotal HD[5]  are the popular ones. The decision will be made on one or on the other arrangements as indicated by a few 
necessities. For instance, if the arrangement is open source, Maturity of the arrangement, and so on. A few releases have been 
supplemented with extra blocks, which make it conceivable to disentangle the task of the stages that retain parts complex due to 
the quantity of segments required. Accordingly, our work is to make a relative report on the fundamental Hadoop conveyance 
suppliers to characterize the qualities and shortcomings of every appropriation. 

II.  BIG DATA ARCHITECTURE  

Before beginning with Big Data, one needs to ensure that all the fundamental segments of the design for breaking down 
all parts of a lot of information are set up. Engineering of a Big Data framework ought to have the capacity to explore the 
information sources in a quick and economical way. It ought to likewise have the accompanying layers: Data sources, Ingestion 
Layer, Visualization Layer, Hadoop Platform administration Layer, Hadoop Storage Layer, Hadoop Infrastructure Layer, 
Security Layer, and Monitoring Layer [11]. 

 

Figure 1: The Big Data architecture 

This figure portrays the important segments of the engineering that ought to be a piece of a Big Data framework. It is important to 
pick open source or authorized structures to take full favorable position of the considerable number of highlights of the diverse 
segments of a Big Data framework [11].  

III.   UNDERSTANDING OF BIG DATA DISTRIBUTION ARCHITECTURES 

In the midst of our investigation, we high light the structures of the particular spread Hadoop. Here there is the case of the five 
structures: Cloudera appropriation for Hadoop Platform, HortonWorks information platform, MapR Converged Data Platform, 
IBM Big information Platform, and pivotal HD business. The details are given in the succeeding paragraghs. 
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1. Cloudera Enterprise 

Cloudera Enterprise is a superior minimal effort stage for directing investigation on information [1]. Cloudera Enterprise has the 
main local Hadoop Search motor and this stage furnishes its clients with dynamic information improvement highlight. Cloudera 
director incorporates propelled highlights like astute design defaults, modified observing, and powerful investigating which 
permit simple organization of Hadoop in any condition. Cloudera was right off the bat established by Hadoop specialists from 
Face book, Google, Oracle and Yahoo. This circulation is to a great extent in view of the segments of Apache Hadoop and it is 
supplemented by basically house segments for group administration. The point of Cloudera's plan of action isn't just to offer 
Licenses yet to offer help and preparing also. Cloudera offers a completely open source form of their stage (Apache 2.0 permit) 
[15]. 

 
 

Figure2: Cloudera Distribution for Hadoop Platform (CDH) 
 

 
2. HortonWorks Distribution 

HortonWorks Distribution platforms(HDP) is the business' simply clear secure, undertaking arranged open source Apache™ 
Hadoop® scattering in light of a united plan (YARN). HDP watches out for the aggregate needs of data still, controls ceaseless 
customer applications and passes on capable enormous data examination that revive fundamental initiative and improvement [2]. 

 
Figure 3: Horton Works Hadoop Platform (HDP) 

Hortonworks Data Platform consolidates a versatile extent of taking care of engines that draw in one need to speak with 
comparable data in various courses, meanwhile. This infers applications for huge data examination can speak with the data in the 
best way: from gathering to insightful SQL[15] or low dormancy access with NoSQL. Creating use cases for data science, interest 
and spouting are also supported with Apache Spark, Storm and Kafka. 
 
3. MapR Converged Data Platform 

MapR Converged Data Platform is one single stage for enormous information applications. MapR's Platform depends on the idea 
of� Polyglot Persistence which permits to use numerous information composes and organizes straightforwardly [2]. MapR, a 
merged information stage coordinates the energy of Hadoop and Spark with worldwide occasion gushing, continuous database 
capacities, and endeavor stockpiling, in this way empowering its clients to encounter the colossal energy of information [11].  
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Figure 5:MapR Architecture 

The MapR Converged Data Platform tackles the emergency of multifaceted nature that outcomes from persistently sending 
workload-particular information storehouses. Inside a solitary stage on a solitary codebase, it unites the key advancements that 
make up a cutting edge information design, including an appropriated record framework, a multi-display NoSQL database, a 
distribute/buy in occasion spilling motor, ANSI SQL, and an expansive arrangement of open source information administration and 
examination innovations [16]. The MapR Converged Data Platform conveys speed, scale, and unwavering quality, driving both 
operational and systematic workloads in a solitary stage.  
4. IBM InfoSphere 

Enormous Insights Distribution Info Sphere Big Insights for Hadoop was right off the bat presented in 2011 of every two forms: 
the Enterprise Edition and the fundamental adaptation, which was a free download of Apache Hadoop packaged with a web 
administration support. In June 2013, IBM propelled the Infosphere BigInsights Quick Start Edition [4]. This new version gave 
enormous information volume investigation abilities on a business-driven stage. It the two joins Apache Hardtop’s Open Source 
arrangement with big business usefulness and henceforth, gives a huge scale investigation, portrayed by its versatility and 
adaptation to non-critical failure.In short, this distribution supports structured, unstructured and semi-structured data and offers 
maximum flexibility. 

 
Figure6: IBM InfoSphere BigInsights Enterprise Edition 

In spite of the fact that this condition incorporates a full Apache Hadoop stack, it is separated by various IBM segments that 
address the issues plot above [11]. In Big Insights Version 2.1, which ended up accessible in June 2013, these might be outlined as 
takes after: 
5. Pivotal HD DistributionPivotal Software, Inc. 
 (Pivotal) is a product and administrations organization situated in San Francisco and Palo Alto, California, with separate all 
together workplaces. The divisions incorporate Pivotal Labs for counseling administrations, the Pivotal Cloud Foundry 
improvement gathering, and item advancement assemble for the Big Data advertise. Urgent HD Enterprise is an economically 
upheld dissemination of Apache Hadoop [5]. The figure underneath indicates how every Apache and Pivotal part incorporates into 
the general engineering of Pivotal HD Enterprise. 
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Figure 7:  Pivotal HD Enterprise 

 
Cloud Foundry doles out two sorts of VMs: the part VMs that constitute the stage's structure, and the host VMs that host 
applications for the outside world. Inside CF, the Diego structure passes on the encouraged application stack over the entire host 
VMs, and keeps it running and balanced through demand surges, power outages, or distinctive changes. To deal with request, 
various host VMs run duplicate events of a similar application [6]. Cloud Foundry passes on application source code to VMs with 
everything the VMs need to assemble and run the applications locally.  

 
IV.  COMPARATIVE ANALYSIS OF MOST SOUGHT AFTER BIG DATA PLATFORMS BASED ON THE 
OPERATIONAL, FUNCTIONAL AND PERFORMANCE CHARACTERIS TICS 
 
With a specific end goal to assess appropriations, we attempted to recognize the qualities and shortcomings of the five major 
Hadoop distribution providers: Cloudera, HortonWorks, IBM InfoSphereBigInsights, MapR, and Pivotal.  
A. comparison based on Functional characteristics: 

 Platforms 
 

Operational 
Characteristics 

Cloudera Horton 
Works 

MapR IBM Pivotal 

Editor and 
Available 
Edition 

• Express 

• Enterprise  

 

Hortonworks 
Data Platform 

2.5 

• M3(free) 

• M5 

• M7 

• Quick Start  

• Standard 

• Enterprise  

Pivotal 
Enterprise 

Edition 

Administration  
Console 

Cloudera 
manger 

Ambari MapR Control 
Systesm 

Web Console Command 
center 

Software 
Components 

• Cloudera 
Express 

• Cloudera 
Impala 

•  Cloudera 
Search 

• Zeppelin 

• Ambari 
User 
Views 

• DSX 

 

 

 

MapR 
software. 

• Big SQL 

•  Big R 

• Adaptive 
MapReduce 

• IBM GPFS™ 
FPO 

• Command 
Center, 

• Virtualization 

extensions 
and Isilon 
support 

 

Ease of use Powerful 
deployment, 
management 
and monitoring 
tools which are 
very much 
useful. 
 

Very simple 
and easy-to-
use sandbox 

which helps to 
getting started 

rapidly. 
 
 

The most 
significant is 

the support for 
a native UNIX 
file system.. 

 
 

Anyone can 
download the IOP 
platform for free of 
charge or select a 
supported offering 

and use it on 
premises 

By using Spring 
Hadoop tool 
male easy 

deployment 
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Product 
version 

Evaluated 

Cloudera 
Enterprise: 

5.50 

Hortonworks 
Data platform: 

2.30 

The MapR 
Distribution 
including 
Apache: 

4.10 

IBM BigInsights 
for Apache 
Hadoop: 

5.0 

HadoopPivotal 
HD: 
3.X 

 
 

Table 1: Comparison based functional characteristics 
The above table explains functional parameters of Available edition, Administration console, software components, ease of use 
and better manipulating facilities. The Cloudera platform provides better functional characteristics based on Apache Hadoop 
and projects effective use of open sources associated. 
 

B. Comparison Based On Operational Characteristics: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2: Comparison based on operational characteristics 
 

 
In the above table contains the comparative aspects of the five chosen platforms of Big data based on 
operational characteristics. The main objective of this comparison is to criticize which is the one for quick 
and easy deployment and Integrations of various API’s. 
 
 
 
 
 
 

     Platforms 
  
 
Operational 
Characteristics 

Cloudera Horton Works MapffR IBM Pivotal 

Open 
Source 

Multiple version : 
Open source 
&Licensed 

Open source Licensed Licensed Multiple 
version : 
Open source 
&Licensed 

Management 
Tools 

Cloudera 
Manager 

Ambari MapR 
Control System 

IBM Maxico 
Web console 

Cloud 
Foundry 

SQL Support Impala Stringer Drill IBMBig SQL SQL 

Market Presence Highest score in 
market place 
Based on an 
evaluation 

compared to 
vendors 

Next largest 
competitor with 

cloudera 

Second highest 
current offering 

This is also 
Strong competitor 

Lowest score 
in market 
presence 

Deployment Deployement 
with Whirr 

toolkit.  
 

Deployement 
with Ambari. 
Simple 
Deployment. 

Through AWS 
Management 

Console. 

IBM PureData 
System for 
Analytics. 

 BOSH and 
Ops Manager 

Integration Ease of 
integration using 
standard APIs 

and tools. 

 

To ingest new 
data streams and 

additional 
volume as 

needed 

Nagios 
integration and 

Ganglia 
integration. 

Transforms data 
in any style and 
delivers it to any 

system.  

Some tools 
available for 
integration. 
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C. Comparison based on Performance Characteristics: 

 Platforms 
 

 
Functional 
Characteristics 

 

Cloudera Horton Works MapR IBM Pivotal 

Flexibility   Offer great 
flexibility and 
capability with 
their services 

Apache Tez for 
interactive 
access and 

Apache Slider 
for long-
running 

applications. 

Offer flexibility 
to Works out of 
the box with no 

special 
configuration 

required.  

flexible data 
analysis feature
s apply to data 
in a variety of 

formats 

Pivotal Cloud 
Foundry uses a 

flexible 
approach called 

buildpacks 

Security provide data 
encryption 

provide data 
encryption 

provides 
encryption of 

data transmitted 
to, from and 

within a cluster 

Provides 
encryption and 

masking of 
confidential 

data. 

Secret-key 
cryptography. 

Scalability They offer great 
flexibility and 
capability with 
their services in 
such a way that 

it makes 
managing our 

various 
applications 

Needed more 
support from 
Hortonworks 

during 
implementation 
and running of 

platform 

 

Scalable 
architecture 

without single 
points of failure 

Highly scalable 
storage platform 

to store and 
distribute very 
large data sets. 

 

Greenplum 
running on 

DCA 
delivers scalabil

ity 

High 
Availability 

High 
Availability 
With a Load 

Balancer 

 

Apache Hadoop 
0.23.1 and 

HDFS 
NameNode high 

availability 

High 
availability 

(HA) options 
for the 

NameNode and 
JobTracker.  

For using HDFS 
replicated 

system based 
availability 

only. 

Greenplum 
running on 

DCA delivers to 
assure 

availability and 
minimize 
downtime. 

Data 
processing 

speed 

With spark 
support  
Data 

processing, up 
to 100x in some 

cases. 

Also working 
on improving 

computing 
speed. 

By using 
initiated Stinger 

Apache Drill, a 
project backed 
by MapR to 

improving data 
processing 

speed 

IBM InfoSphere 
Information 
Analyzer 

V8.1.1 provides 
efficient data 
processing 

speed. 

HAWQ, a 
proprietary 

component able 
to process SQL-

like queries 
318x faster than 

Hive.  
Table 3: Comparison based on performance characteristics 

The above Table describes a few parameters of performance like Flexibility, Data Processing speed, Scalability, High 
Availability, and Security. After analysing above performance characteristics, we conclude that Cloudera platform will provide 
reasonably good results for network analytics in terms of availability and processing speed. 

  
V. ANALYZING CLOUDERA DISTRIBUTION FOR NETWORK ANALYTI CS: 

Cloudera platform provides an investigation stage and the most recent open source innovations to store, process, find, model and 
serve a lot of information.CDH, the Cloudera Hadoop dissemination, incorporates a few related open source ventures, for example, 
Hive and Impala. It likewise gives security and coordination a few equipment and programming items [15].The Hive structure in 
Cloudera platform including Apache Hadoop enables clients to execute intuitive SQL questions straightforwardly against 
information put away in Hadoop Distributed File System (HDFS), Apache HBase or the Amazon Simple Storage Service. 
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A. General Architecture for Cloudera for Analytics: 
Cloudera is a cutting edge programming arrangement composed particularly for information administration and investigation. The 
application offers what numerous specialists have marked as the world's speediest, least demanding, and most secure Apache 
Hadoop stage.  

 
Figure 8: General Architecture for cloudera in analytics 

With Cloudera Enterprise Data Hub (EDH), the framework changes the undertaking information administration scene by 
conveying the primary bound together stage for huge information [1]. The application gives ventures a solitary, bound together 
place to store, process, and break down every one of their information, engaging them to enhance the estimation of current 
speculations while empowering principal better approaches to get more an incentive from their information [8]. 

 
VI.  IMPLEMENTING  NETWORK ANALYTICS USING CLOUDERA DIST RIBUTION 

CDH is the most total, tried, and mainstream dispersion of Apache Hadoop and related activities. CDH conveys the center components of Hadoop 
– versatile capacity and disseminated registering – alongside a Web-based UI and imperative venture abilities. CDH is Apache-authorized open 
source and is the main Hadoop answer for offer brought together group handling, intuitive SQL and intelligent inquiry, and part based access 
controls. Implementing network analytic by using following two tools, which is available in clouderaquickstart virtual machine [9]. 

• Apache Hive 

• Hue 

 
Figure9: Architecture of Network Analytics using cloudera 

Logs are computer produced records that catch system and server activities data. They are helpful amid different phases of 
programming improvement, principally to debug and maintenance purposes and furthermore to manage arrange tasks. Here 
collecting log files from firewall system in terms of CSV file format. The sample log data for firewall system. 
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Sample log data for System alert event: 
 

 
Figure10: server status logs for firewall 

 
Above log data are given as the input for our application in cloudera. The log data are having more than 1000 records for analysis. 
The records are store in the format of CSV file, and then it will be transferred to HDFS file location in /home/cloudera. 
Hive Tool: 
Hive tool used to create databases for analytical purpose. In analytical application server status logs data’s are taking as the dataset 
to create tables. The following example use to create table for firewall data [15]. 
Example:  
create table  eventlog (eventstring,Src_ipstring,IP_PROTOCALstring,Msg string……) row format delimited fields 
terminated by','; 
After creating table need to transfer data into table by using hive query. 
load data localinpath '/home/cloudera/evenlog.csv'   into table eventlog; 
In hive tool we can query the database table for our network analysis basis. It will produce the data according to time taken for 
analysis the data. By using hive connectivity tools, visualize analytical data in graphs and charts. 
Hue tool: 
Hue is a web-based interactive query editor in the Hadoop stack that will helpful visualize and share data [15]. 
• Editor 

 

Figure 12: Graphs for System error status  
Therefore overview of cloudera Distribution for Network Analytics efficiently analyzed huge record with graphical manner. 
The objective of Hue's Editor is to make information questioning simple and gainful. It centers around SQL yet additionally 
bolsters work entries. It accompanies a shrewd auto finish, seek and labeling of information and question help. 

 
VII.  CONCLUSION AND FUTURE WORK 
Many of the Big data platforms, and architecture frameworks differ in terms of their approach and level of details. Some are just 
proposed guidelines, whereas others have specific methodologies and critical aspects to follow. The majority of the platforms are 
abstract and generic in nature and hence the ability to work accurately is questionable. In this paper we analyzed a few open 
source Big data platforms like Cloudera, Horton Works, MapR, IBM and Pivotal. Our evaluation is based on both subjective 
measures like the ease of use and objective measures like the performance of each distribution, enabling users to make more 
informed decisions. According to our evaluation Cloudera offers additional management software as part of the commercial 
distribution so that Hadoop Administrators can configure, monitor and tune their hadoop clusters. Integrating the tools with 
Cloudera platform, will give best form of diagnostics and performance analysis. This is important to identify network failure and 
maintenance issues on prediction basis. Our future work is to expand this research to include more complex network analysis as 
well as multidimensional data to assist faster, diagnostics and improved performance. 



 
www.ijcrt.org                                                     © 2018 IJCRT | Volume 6, Issue 2 Apr il 2018 | ISSN: 2320-2882 

IJCRTOXFO008 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  37 
 

 

References 
[1] HortonWorks Data Platform HortonWorks Data Platform: New Book. (2015).  
[2] Menon, R. (2014). Cloudera Administration Handbook  
[3] Dunning, T., & Friedman, E. (2015). Real-World Hadoop  
[4] Quintero, D. (n.d.). Front cover implementing an IBM InfoSphereBigInsights Cluster using Linux on Power.  
[5] Pivotal Software, I. (2014). Pivotal HD Enterprise Installation and Administrator Guide. 
[6] Sarkar, D. (2014). Pro Microsoft HDInsight. Berkeley, CA: Apress.  
[7] ThibaudChardonnens, “Big Data analytics on high velocity streams: specific use cases with Storm”, Software Engineering 
Group, Department of Informatics, University of Fribourg, Switzerland, 2013.  
[8] McKinsey Global Institute. Big data: The next frontier for innovation, competition, and productivity. Paper, June 2011. 7, 9, 10, 
11  
[9] Nauman Sheikh, “Big Data, Hadoop, and Cloud Computing, Implementing Analytics”, Morgan Kaufmann, 2013. 
[10] C. Dobrea, and F. Xhafa b, “Intelligent services for Big Data science”, Future Generation Computer Systems, Volume 37, 
2014, pp. 267-281. 
[11] Sawant, N., & Shah, H. (Software engineer). (2013). Big data application architecture &amp; Aa problem-solution approach. 
Apress. 
[12] Lenovo, I. (2015). Lenovo Big Data Reference Architecture for Cloudera Distribution for Hadoop, (August). 
[13] Read, W., Report, T., & Takeaways, K. (2016). The Forrester WaveTM: Big Data Hadoop Distributions, Q1 2016.  
[14] Gates, Alan, and Daniel Dai. Programming Pig: Dataflow Scripting with Hadoop. 2 edition. O’Reilly Media, 2016. 
[15] Capriolo, Edward, Dean Wampler, and Jason Rutherglen. Programming Hive: Data Warehouse and Query Language for 
Hadoop.1 edition. Sebastopol, CA: O’Reilly Media, 2012.  
[16] Ting, Kathleen, and JarekJarcecCecho. Apache Sqoop Cookbook: Unlocking Hadoop for Your Relational Database. 1 edition. 
Sebastopol, CA: O’Reilly Media, 2013.  
[17] Murthy, Arun, Vinod Vavilapalli, Douglas Eadline, Joseph Niemiec, and Jeff Markham. Apache Hadoop YARN: Moving 
beyond MapReduce and Batch Processing with Apache Hadoop 2. 1 edition. Upper Saddle River, NJ: Addison-Wesley 
Professional, 2014.  



www.ijcrt.org                                         © 2018 IJCRT | Volume 6, Issue 2 April  2018 | I SSN: 2320-2882 

IJCRTOXFO043 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  239 

 

Design and Implementation of an IoT System     
for Enhancing Proprioception Training  

 
Archana D R, Ayesha Rahmath, Chandrashekar M, M Tuba Farheen, Dr D Jayaramaiah 

Department of Information Science and Engineering 
The Oxford College of Engineering, Bengaluru-560068, India 

 
 
ABSTRACT  
 
One of the major issues relating to medical concern is, ‘weakness and injuries in joints’. To facilitate proper correction 
for speedy recovery from damage caused at joints, specially the knee, we propose a system which uses wearable 
sensors. Whenever the bends around the joints is more and when the pressure at ankle exceeds the prescribed limit a 
feedback is sent to the patient and hence he/she can make the necessary correction. Also a graphical representation of 
the patient position and pressure will be maintained on a web page. This graph can provide an insight to physician or 
doctor regarding the exercises/movements occurred around the joints. The generic requirements like physical exercises 
for curing of injured, low strain practices of games and sports and also for the elderly people, movement can be 
effectively tracked and remotely controlled for better service and support by healthcare assistant. The primary function 
of this system is to enable high risk patients to be timely monitored and medicated to enhance the quality of their 
lifestyle. 
 
Keywords— proprioception, wearable sensors, feedback 

I. INTRODUCTION  

Among the panoply of applications enabled by the IoT, smart and connected health care is a particularly important one. 
Networked sensors, either worn on the body or embedded in our living environments, make possible the gathering of 
information indicative of our physical and mental health. Captured on a continual basis effectively mined, such 
information can bring about a positive transformative change in the health care. 
Proprioception is one of the most important sense also known as position sense. Proprioception allows us to accomplish 
complex tasks such as controlling our limbs without having to look at them for example, while driving. It can be 
impaired by diseases or injuries, and the patients will have difficulty with balance and coordination. This mostly affects 
elderly people and athletes. 
Proprioceptive training involves exercises and the patients can record their improvement using wearable devices. In 
exercise therapy, the early rehabilitation stages, during which the patient works with the physical therapist several times 
each week. The patient is afterwards given instructions for continuing rehabilitation exercise by him/herself at home. 
This study develops a rehabilitation exercise assessment mechanism using wearable sensors in order to enable the 
patients with knee osteoarthritis to manage their own rehabilitation progress. 
Using the available data, that has access to a large corpus of observation data for other individuals, the doctor can make 
a much better prognosis for your health and recommend treatment, early intervention, and life-style choices that are 
particularly effective in improving the quality of your health 
 
II.  CURRENT PRACTICES 

 
The health parameters of the patient were measured and sent through Zigbee Communication protocol. The ZigBee 
technology provides a resolution for transmitting sensors data by wireless communication. Wearable sensor unit, 
attached to the patient’s body, reads and transmits the patient’s data to a portable ZigBee-based receiver carried around 
by a nurse or doctor or to a hospital server. The system is designed and built using the ZigBee modules (Nodes), sensors 
attached to the patient’s body are interfaced to these Nodes. The complete Node is packaged in a light form and carried 
by the patient. Sensed data is transmitted to a ZigBee coordinator (Z-Coor) with a wide LCD display that is carried by 
the supervisor nurse or doctor on the hospital floor. 
The XBee gateway shown in Figure1 is used to provide gateway functionality between the ZigBee network and the 
Ethernet. This gateway device collect data from the coordinator packetize it and via the TCP/IP layer, data is sent and 
stored in the main server where a database is used to keep records of the patient’s history. 
A Database is created that stores data such as threshold values for sensed data, these values are determined by the 
patient’s physician and if the patient’s readings exceed these values the system will automatically send an alarm SMS 
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using the GSM network to the doctor. The patient’s records or history of readings of the various signs are maintained 
and an Apache webserver was used in the experimental set up. 

 
                      Figure 2.1: Patient health monitoring using Zigbee technology 

III.  BASIC ARCHITECTURE  OF THE  PROPOSED SYSTEM 

 
                               Figure 3.1: Block diagram for proposed system 

 
We develop a healthcare monitoring system for both inpatients and outpatients for enhancing proprioception training , 
considering the cost, ease of application,accuracy and data security. The main idea of the designed system is continuous 
monitoring of the patients, over mobile phone and internet using wireless technologies. There are a number of exercises 
that can be performed to help train the proprioception such as balancing exercises, exercises while closing the eyes, 
strengthening exercises, squats, vertical jumps, are examples of ways that can help establish the connection between 
muscle fibers by building strength. The real-time monitoring system incorporates wearable sensors to extract medical 
information which helps finding out multiple parameters such as pressure, movement of the knee at the same time. The 
system has two interfaces, one for the patient and one for the doctor. 
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The patient interface is compromised of wearable sensors which extract medical information of the patient and transmit 
to the IoT server (Adafruit IO) via Wi-Fi. The doctor is provided with a unique user name and password to access the 
data obtained from the patient. The necessary feedback is sent via a SMS to the patient using GSM 800C module 
involving doctor’s advice for fast recovery. 
 
The model consists of Arduino UNO board with microcontroller ATMEGA 328, accelerometer sensor with gyroscope 
features (MPU 6050), force sensors and Wi-Fi module. In this system for outpatients monitoring, ESP8266 wi-fi module 
collects the data from the sensors and sends the data to IoT server(Adafruit IO) for storage and further analysis through the 
website. The Protected data stored can be accessed anytime by the doctors. 
 
 

 
IV.  FEATURES OF THE PROPOSED SYSTEM 
 
The proposed idea is a remote health monitoring system over mobile phone and internet using wireless technologies. 
The real-time monitoring system incorporates wearable sensors to extract medical information which helps finding out 
multiple parameters such as pressure, movement of the knee at the same time. 
The system architecture is two tier 1) a patient interface that is wearable sensors 2) a web portal. 
 The patient interface is compromised of wearable sensors which extract medical information of the patient and transmit to 
the IoT server (Adafruit IO) via Wi-Fi. The doctor is provided with a unique user name and password to access the data 
obtained from the patient. The necessary feedback is sent via a SMS to the patient using GSM 800C module involving 
doctor’s advice for fast recovery. The proposed system has the ability to use multiple sensors which enables simultaneous 
monitoring of several parameters. 
 

 
Figure 4.1: Adafruit login page 
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Figure 4.2: Adafruit Feeds with the sensed data 
 

 
 
 
Figure 4.3: Adafruit feeds with sensed Pressure data 
 
 
 
 



www.ijcrt.org                                         © 2018 IJCRT | Volume 6, Issue 2 April  2018 | I SSN: 2320-2882 

IJCRTOXFO043 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  243 

 

 
 
Figure 4.4: Adafruit feeds with patient position details 
 

 
 
Figure 4.5: Adafruit Dashboard 
 
 
 
The model consists of Arduino UNO board with microcontroller ATMEGA 328, accelerometer sensor with gyroscope 
features (MPU 6050), force sensors and Wi-Fi module. In this system for outpatients monitoring, ESP8266 wi-fi 
module collects the data from the sensors and sends the data to IoT server (Adafruit IO) for storage and further analysis 
through the website. The Protected data stored can be accessed anytime by the doctors. 
 
MPU-6050: It has the ability to precisely and accurately track user motions, Motion Tracking technology can be used in 
applications ranging from health and fitness monitoring to location-based services. 
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Key features for this technology are small package size, low power consumption, high accuracy and repeatability, high 
shock tolerance, and application specific performance programmability – all at a low consumer price point. The MPU-
6050 collects gyroscope and accelerometer data while synchronizing data sampling at a user defined rate. 
FSR- Its key features are small size. It is capable of micro-force detection and high sensitivity, high sensitivity, high 
precision and high durability. 
 
Data transmission from wearable sensors to IoT server 
Data transmission process from sensors to IoT server via ESP-8266 Wi-Fi networks. 
The sensors collect the data and transfer it to the IoT server (Adafruit IO) through ESP8266 Wi-Fi module. 
The doctor is provided with a unique user id and password, where they can monitor multiple patients’ health 
simultaneously by creating different dashboards and also observe the improvement of each patient from the stored data. 
 
Feedback: The feedback is not only from the doctor after analysing the data in the IoT server, but also the patient is 
provided with immediate alert messages when there is any anomaly with reference to the predefined threshold values or 
the sensed parameters which vary based on the patients’ age and condition using GSM 800C. 
GSM 800C can transmit voice, SMS and data information with low power consumption. With the tiny size of 
17.6*15.7*2.3mm, it can smoothly fit into slim and compact demands of customer design. 
The alarming mechanism basically consists of data visualization, statistical pre-processing, and notifications. 
The proposed alarming system is a generalized monitoring model that works on the principle of threshold values. It can 
be customized for individual monitoring due to the fact that the threshold values aren’t the same for different age 
groups. The customized monitoring helps in setting adaptive boundary limits which keeps changing throughout the 
monitoring phase. 

 
 
Figure 4.6: Feedback to patient via SMS 
 
V. SPECIFIC HEALTHCARE APPLICATIONS  

For people living with osteoarthritis (age range 45-65 years) rehabilitation based on exercise therapy is recommended, 
this model is useful to keep track of their movements which can enhance their joint function. 
 
This model also helps the injured people specially the athletes who undergo a lot of physical and fitness training to 
ensure that they recover soon or have an easy going post-operative assessment by wearing the device and monitor their 
position so as to help him/her to do the exercises as prescribed. 
 
For the physically disabled people if there are chances of improvement, this can help them to the take the process 
slowly and gradually by monitoring movement and pressure exerted at ankle continuously. 
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VI.  RESULTS AND CONCLUSION 

The health care services are important part of our society and automating these services lessen the burden on humans 
and eases the measuring process. Also the transparency of this system helps patients to trust it. The sensors measure the 
required parameters and provide the data to the web server. When threshold value is reached, an alert message is sent to 
the user via SMS using GSM 800C and he/she can act more quickly. The ESP-8266 Wi-Fi module helps the server to 
update the patient data on website. 

The development of low-cost, low-power, multifunctional wireless sensor nodes that are small in size and communicate 
untethered in short distances are used in our project. These tiny wireless sensor nodes, which consist of sensing, data 
processing, and communicating components, leverage the idea of sensor networks based on the collaborative effort of a 
large number of nodes. Issues such as long-term patient care in hospitals, support for elderly people at home can be 
resolved using this. The implemented real-time patient monitoring system, enables doctors to monitor the patients’ 
health on a remote site, and provide timely advice according to their improvement. The system prevents the patients 
from re-hospitalization and monitoring multiple patients’ health status simultaneously. The data are available for review 
on the central server, and can be accessed remotely by means of Adafruit Feeds. The system developed automatically 
alerts the patient when an anomaly is detected through SMS services. Besides bringing comfort to patients, there are 
commercial benefits in the area of reducing costs, rehospitalisation, and improving equipment and patient management.   

 

 

 

 

VII.  REFERENCES 

[1] Mangine, R.E.; Price, S. Innovative Approaches to Surgery and Rehabilitation. In Physical 
Therapy of the Knee; Mangine, R.E., Ed.; Churchill Livingstone: New York, NY, USA, 1988;  
pp. 191–220. 

 

[2] Taylor, P.E.; Almeida, G.J.M.; Kanade, T.; Hodgins, J.K. Classifying Human Motion 
Quality for Knee Osteoarthritis Using Accelerometers. In Proceeding of the 32nd Annual 
International Conference of the IEEE EMBS, Buenos Aires, Argentina, 31 August 2010; pp. 
339–343.   

 

[3] Karantonis, D.M.; Narayanan, M.R.; Lovell, N.H.; Celler, B.G. Implementation of a Real-
Time Human Movement Classifier Using a Triaxial Accelerometer for Ambulatory Monitoring.  
IEEE Trans. Inf. Technol. Biomed. 2006, 1, 156–167. 

 

[4] Ermes, M.; Pärkka, J.; Mantyjarvi, J.; Korhonen, I. Detection of Daily Activities and Sports 
with Wearable Sensors in Controlled and Uncontrolled Conditions. IEEE Trans. Inf. Technol. 
Biomed. 2008, 1, 20–26. 

 

[5] Luinge, H.J.; Veltink, P.H. Measuring orientation of human body segments using miniature 
gyroscopes and accelerometers. Med. Biol. Eng. Comput. 2005, 43, 273–282. 13. 

 



www.ijcrt.org                                         © 2018 IJCRT | Volume 6, Issue 2 April  2018 | I SSN: 2320-2882 

IJCRTOXFO043 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  246 

 

[6]  Fahrenberg, J.; Foerster, F.; Smeja, M.; Muller, W. Assessment of posture and motion by 
multichannel piezoresistive accelerometer recordings. Psychophysiology 1997, 5, 607–612. 

 

[7] Ravi, N.; Dikhil, N.; Mysore, P.; Littman, M.L. Activity recognition from accelerometer 
data.  In Proceedings of the 7th Innovative Applications of Artificial Intelligence Conference, 
Pittsburgh, PA, USA, 9 July 2005; pp. 1541–1546. 19. 

 

[8]  Foerster, F.; Smeja, M.; Fahrenberg, J. Detection of posture and motion by accelerometry: 
A validation study inambulatory monitoring. Comp. Hum. Behav. 1999, 15, 571–583. 20. 

 

[9] Foerster, F.; Fahrenberg, F. Motion pattern and posture: correctly assessed by calibrated 
accelerometers. Behav. Res. Methods Instrum. Comput. 2000, 3, 450–457. 21. 

 

[10]  Godfrey, A.; Conway, R.; Meagher, D.; Olaighin, G. Direct measurement of human 
movement by accelerometry. Med. Eng. Phys. 2008, 10, 1364–1386. 

 

[11]  Shull, P.B.; Jirattigalachote, W.; Hunt, M.A.; Cutkosky, M.R.; Scott, L. Delp. 
Quantified self and human movement: A review on the clinical impact of wearable sensing and 
feedback for gait analysis and intervention. Gait Posture 2014, 40, 11–19. 

 

[12] Brutovsky, J.; Novak, D. Low-cost motivated rehabilitation system for post-
operation exercises.  In Proceeding of the 28th Annual International Conference of the IEEE 
Engineering in Medicine and Biology, New York, NY, USA, 30 August–3 September 2006; pp. 
6663–6666. 

[13] Tseng, Y.C.; Wu, C.H.; Wu, F.J.; Huang, C.F.; King, C.T.; Lin, C.Y.; Sheu, J.P.; 
Chen, C.Y.;  Lo, C.Y.; Yang, C.W.; et al. A wireless human motion capturing system for home 
rehabilitation.  In Proceeding of the International Conference of Mobile Data Management, 
Taipei, Taiwan,  18–20 May 2009; pp. 359–360. 

 

[14] Yeh, S.C.; Hwang, W.Y.; Huang, T.C.; Liu, W.K.; Chen, Y.T.; Hung, Y.P. A study 
for the application of body sensing in assisted rehabilitation training. In Proceeding of the IEEE 
International Symposium on Computer, Consumer and Contro, Taichung, Taiwan, 4–6 June 
2012; pp. 922–925. 29. 

 

[15]  Zhou, H.; Hu, H. Human motion tracking for rehabilitation—A survey. Biomed. 
Signal Process. Control 2008, 1, 1–18. 

 

[16]  Takeda, R.; Tadano, S.; Natorigawa, A.; Todoh, M.; Yoshinari, S. Gait posture 
estimation using wearable acceleration and gyro sensors. J. Biomech. 2009, 42, 2486–2494. 

 



www.ijcrt.org                                         © 2018 IJCRT | Volume 6, Issue 2 April  2018 | I SSN: 2320-2882 

IJCRTOXFO043 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  247 

 

[17] B. J. Miriviosky, L. N. Shulman, and A. P. Abernethy, “Importance of Health 
Information Technology, Electronic Health Records, and Continuously Aggregating Data to 
Comparative Effectiveness Research and Learning Health Care,” Journal of Clinical Oncology, 
vol. 30, no. 34, 2012. 

 

[18]  A. Avci, S. Bosch, M. Marin-Perianu, R. Marin-Perianu, P. Havinga, “ Activity 
Recognition Using Inertial Sensing for Healthcare, Wellbeing and Sports Applications: A 
Survey,” 23rd International Conference on Architecture of Computing Systems (ARCS), 2010. 

 

[19] V. I. Rejuso and C. Druzgalski, “Design of a Motorized Wobble Board for Load 
Sustainable Rehabilitative Training of Patients with Severe Ankle Injuries,” 2016 Global 
Medical Engineering Physics Exchanges/ PAN American Health Care Exchanges (GMEPE / 
PAHCE). 

 

 

 

 
 



www.ijcrt.org                © 2018 IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320-2882 

 

I J C R T O X F O 0 6 1 Internat ional Journal  of  Creat ive Research Thoughts  (IJCRT) www.ijcrt.org  376 
 

AN INTELLIGENT SMARTPHONE BASED 
APPROACH  USING CLOUD COMPUTING AND 

IOT FOR RISK-FREE DRIVING 
 

S.Kalaiselvi , Lakshmi L Menda ,  Navya V ,  Fiona Jothi Sylvester  ,  Latha Shree N 

Asst. Prof , Student , Student , Student , Student  

Department of Information Science and Engineering 
The Oxford College of Engineering, Bangalore, Karnataka, India 

________________________________________________________________________________________________________ 
 
Abstract :  An intelligent Smartphone based approach using cloud computing and IoT for risk-free driving that will collect data 
using smart phone’s GPS sensor, Accelerometer sensor and inform the driver about the condition of the road. The Android based 
application which will collect  model inputs (longitude, latitude, and speed, acceleration data of vehicles)  from a vehicle and send 
it to its nearest IoT-Fog server for processing the data quickly. It uses affinity propagation clustering approach which finds the 
location of road anomalies and accident prone area. It also provides a mechanism where the smart phone camera detects the 
driver’s eyes using OpenCV to diagnose where he’s in a dizzy state or not. This information will be stored in cloud for further 
use. With real-time analysis and auditory alerts of these factors, we can increase a driver's overall awareness to maximize safety. 
 
IndexTerms : Smartphone, IoT, Fog, Cloud, Affinity Propagation clustering, Bumps/speed-breaker, OpenCV, Dizzy state detection 

_____________________________________________________________________________________________________ 

I. INTRODUCTION 

 
In the present era vehicles have become an essential part of our life. But because of poor handling they have become a death angel 
for human life. Therefore safe driving becomes an important urge in life. Safe driving not only assures less time for driving but 
also it secures an accident-free drive. Though the risk in driving cannot be eradicated completely but it can be reduced. This is 
possible when the driver knows the road condition in advance. There are various road conditions due to which the Vehicle may 
fall unexpectedly leading to accidents with huge loss. The various road conditions include potholes, speed-breaker, etc. this 
system mainly focuses on detecting road accident using different machine learning algorithm and big data processing. After 
detecting the road conditions it plots them on the Google map to indicate the driver. It uses Affinity propagation clustering 
approach for training data and Random forest classifiers for validation of testing data. it mainly focuses on safe driving that is 
established on an IoT-based system. The IoT (Internet of things) based system refers to a system of internetworking connected 
devices embedded with actuators, sensors and network connectivity that enable these devices to collect and exchange data. An 
IoT system has been developed to detect road anomalies, accident-prone location and the driver’s dizzy state. This is used for 
warning the drivers if there are any pothole, Bumps, speed-breaker and the accident prone area in their route. This IoT system also 
includes a fog based decision-making system. The fog refers to an architecture that provides services for computing, storing, and 
networking between the edge of the devices rather than routing everything through a central data center in the cloud. For 
calculating process clustering is need. Clustering is an Algorithm that is used to separate similar data points into intuitive groups. 
To arrange the regular data and irregular data it uses clustering .Fog has limited memory to store data. That’s why it uses the 
cloud to store data for further use. Cloud refers to Internet-based computing which provides shared Computer processing 
resources and data, to the computer and other devices on demand .Here, the cloud is necessary to sync fog information with the 
cloud. The camera in the smart phone constantly focuses on the eyes of the driver and detects them using OpenCV. If the eyes are 
found close for more than 5 seconds, then an alarm will be raised so that the driver gets alerted. The presented work takes into 
account various factors leading to unsafe driving and presents a technique for evaluating the driving condition in advance. 
 

II. LITERATURE SURVEY 

In [1], it discusses the various data processing algorithms that are used to detect irregularity on the road using a mobile system. 
It also gives the optimal parameters and recommendations for the algorithm.(mednis 2011).In [2] ,the GPS sensor and 
accelerometer is used to gather the data about driving behavior and road anomalies and this data is analyzed based on a fuzzy 
system. In [3], the authors propose a Wi-Fi based architecture for pothole detection which gives prior warnings to the driver in 
case of detection of a pothole. The system consists of access points which are placed on the roadsides which broadcast the data 
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which is then received by the Wi-Fi enabled vehicles as they enter the area covered by the influence of the access points. The 
mobile nodes can also broadcast their response as feedback which when received by access point can be utilized for backend 
server processing. In [4], the authors develop a pothole detection system using 2D LiDAR and Camera. 2D LiDAR is used to 
find the distance and angle information of the road. The pothole detection algorithm and image-based pothole detection method 
is used to improve the accuracy of pothole detection and to obtain pothole shape. In [5], it uses an efficient unsupervised 
vision-based method for pothole detection without the need for training and filtering. It firsts detect asphalt pavements by 
analyzing RGB color space and performing image segmentation. A data set consisting of selected images from Google search 
engine is used which contains highly unstructured images taken from different cameras and shooting angles. The method uses 
manipulation of B component in RGB space and image segmentation it can be easily and widely adopted for hardware 
implementation. In [6] image pre-processing based on difference of Gaussian-Filtering and clustering based image 
segmentation methods are implemented for better results. The K-Means clustering based segmentation was preferred for its 
fastest computing time and edge detection based segmentation is preferred for its specificity. In [7], it develops a crowd 
sourced system to detect and localize potholes in multi-lane environments using accelerometer data from embedded vehicle 
sensors. This crowd sourced system reduces the required network bandwidth by determining road incline and bank angle 
information in each vehicle to filter acceleration components that do not correspond to pothole conditions. In [8] it proposes a 
smartphone-based driver assistance system which uses front and rear camera image recognition to help maintain the safety of 
the driver. The system uses a front camera image to detect the drowsiness of the driver, and a rear camera image to detect the 
vehicle in front. In [9] it describes an application called “Driver drowsiness detection” and the purpose of this application is to 
alert drivers so that they can be cautioned to pull over and stop driving in a drowsy state. It utilizes Haar-cascade Detection as 
well as template matching in OpenCV to detect and track the eyes using the front camera of an Android device. In [10], it 
proposes an eye blink monitoring algorithm that uses eye feature points to determine the open or closed state of the eye and 
activate an alarm if the driver is drowsy. By applying the Viola Jones algorithm we successfully detected the face region, Once 
the face is identified, the Region of Interest (ROI) is set to the face rectangle, detected by the Viola Jones algorithm. On this 
region again the Viola Jones Cascade classifier is applied to detect eyes. An accuracy of 94% has been recorded for the 
proposed methodology. Figure 1 shows the survey of the accidents that caused due to bad road conditions such as potholes, 
speed-breakers and the drowsiness of the driver.[12-15]  
 
 

 
FIGURE 1: Survey of accidents caused due to bad road conditions and drowsiness 

 

III. PROPOSED SYSTEM 

The essential focal point of this framework is to identify the different street abnormalities well ahead of time and caution the 
client to guarantee chance risk-free driving. It requires an advanced mobile phone which keeps running on the Android 
working framework with inbuilt GPS sensor, Accelerometer sensor, and internet. The smart phone is placed in the car. Figure 2 
represents the design of the model. The GPS of the advanced mobile phone gathers the constant area of the gadget. The speed 
of the car is ascertained by GPS and moving time. The accelerometer sensor has 3 axes. The estimation of x-pivot changes 
when the device is moved left or right. The estimation of y-pivot changes when the device is moved forward and backward. 
The estimation of z-hub changes when the device is moved up and down. It needs the z-hub esteem for separate potholes, 
speed breaker. The device is set in the car on a level plane for getting the exact information for z-pivot. Each gadget is 
associated with the haze. Here we are utilizing fog since it tackles the issue by keeping information nearer to the nearby PCs 
and gadgets, instead of directing everything through a central server in the cloud. Thus, the information exchange is speedier 
than the cloud and we will get the outcome rapidly. These gadgets are sending Latitude, Longitude, speed, and accelerometer 
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information to the fog constantly. The fog forms the information and sends the outcome to each cell phone and each fog. Fog 
has memory impediment that is the reason it likewise sends the outcome to the cloud to store data for additionally utilize. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: Design of the Model 
 

 
A. Detecting different road anomalies 
The information is sent to the closest fog from the advanced mobile phone each λ times. Here, λ is diverse time interim as 
indicated by various types of vehicle. At that point the information is computed to discover street oddities. If there is a pothole or 
speed-breaker, at that point each vehicle will back off on that area, and subsequent to passing it, the car will accelerate once more. 
Thus, for a specific zone if every one of the vehicles stoppages and speed ups again then haze will choose that there is a pothole 
or speed-breaker. For isolating speed-breaker and potholes, it will assess its z-pivot information. On the off chance that the z-
pivot esteem is not as much as lower z-hub limit esteem then it is a pothole, if the z-hub esteem is higher than upper z-hub edge 
esteem, at that point it is speed breaker. 

 Algorithm 1: Detecting pothole and speed breaker 

INPUT: 
Sc: speed of current row  
Sp: speed of pervious row  
Sn: speed of next row  
St: threshold speed  
Sw: speed of the line after next row  
Z : accelerometer z-hub estimation of current row  
Zmax: most extreme edge for accelerometer z-hub  
Zmin: least limit for accelerometer z-pivot 

OUTPUT:  Location of the pothole and speedbreaker 
 1. Fog database is read 
2. while end of row do 
3. if (Sc < Sth AND Sc > 0 ) AND ( Z <= Zmin) And (Sp > Sc) AND (Sn > Sc) then 
4. Save location of current row as pothole 
5. end if 
6. if (Sc < Sth AND Sc > 0 ) AND ( Z >= Zmax) And (Sp > Sc) AND (Sn > Sc) then 
7. Save location of current row as speed-breaker 
8. end if 
9. end while  
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B. Detecting accident prone areas 
For finding accident prone area, it uses the previous data of accident. The data is collected from Accident Research Institute 
(ARI), BUET. This data holds some total accident in each area. For clustering these data, we again use Affinity propagation 
clustering algorithm. 
 

Algorithm 2: Detecting accident prone areas  

INPUT: 
Thm: Threshold for moderate accident area 
Thh: Threshold for highly accident area 
An: Number of total accident in individual area 

OUTPUT:  Location of accident prone area 
1. Read all row from cloud database 
2. while End of row do 
3. if (An>=Thm ) AND ( An < Thh) then  
4. Saving location of current row as moderate accident area 
5. end if 
6. if An ≥ Thh then 
7. Saving location of current row as highly accident area 
8. end if 
9. end while 
 

Algorithm 3 : Affinity propagation 
r(i, k) ← s(yi ,yk) − maxk|k=k{a(i, k ) + s(yi , yk )}     �(1) 
a(i, k) ← min { 0, r(k, k) +  i|i∈{i,k} max{0, r(i , k)}   �(2) 
1. Initialize availabilities a(i, k) to zero ∀i, k 
2. do {  
3.Update, using Equation (1), all the responsibilities given the availabilities  
4. Update, using Equation (2), all the availabilities given the responsibilities  
5.Combine availabilities and responsibilities to obtain the exemplar decisions  
6. } until Termination criterion is met. 
 
C. Detecting dizzy state of driver 

The camera in the smart phone constantly focuses on the eyes of the driver and detects them using OpenCV. If the eyes are found 
close for more than 5 seconds, then an alarm will be raised so that the driver gets alerted. This system uses a front camera image 
to maintain driver safety. This system detects the driver’s drowsiness by processing a front camera image, and alarms the driver. 

First, the face and eyes need to be detected from the front camera image in order to detect the drowsiness. The face and eyes can 
be detected by using Haar-like features. Face detection should come first to decrease the eye detection time by setting the region 
of interest (ROI). Second, drowsiness should be judged from the detected eye image it separates the eye image into white pixels 
that indicate the skin area and black pixels that indicate the eyeball area. It can be considered that the eye is closed if the number 
of black pixels decreases to less than 80% of the number of whole pixels according to PERCLOS (percentage of eye closure), and 
that the drowsiness is detected if the eye is closed for longer than 400ms . It can judge whether or not the driver is currently 
drowsy by checking these conditions in the front camera image. 

 

IV. RESULTS 

This section illustrates the output of the system. FIGURE 3 shows the screenshot that appears on the user interface on the 
Smartphone, where the driver can enter the source and destination of their journey. Here the current location of the driver can be 
selected as a source by clicking at the check box. The red flag indicates the source, green flag indicates the destination and the 
blue line indicate the path. The blue dot shows the current location of the user. 
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FIGURE 3 : User interface with entered source and destination 

 
 
 

 
 

FIGURE 4: Spotting speed-breaker 
 
The grey triangle in the FIGURE 4 indicate the speed breaker in the path, whenever the driver approaches the speed breaker, the 
application will give an indication of the approaching speed breaker with the help of voice alerts stating the distance of the 
speedbreaker  from the drivers location. 
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FIGURE 5: Spotting pothole 
 

The black triangle in FIGURE 5  indicate the pothole in the path, whenever the driver approaches the pothole, the application will 
give an indication of the approaching pothole with the help of voice alerts stating the distance of the pothole from the drivers 
location. 
 
 

 
 

FIGURE 6: Detection of high accident prone area 
 
The FIGURE 6 indicates the highly accidental prone areas .so when the user approaches these areas the user gets an alert so that 
the driver reduces their speed in order to avoid accidents. The notification to user will be in the form of voice alerts. 
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FIGURE 7: Detection of Moderate accident prone area 
 
The FIGURE 7 indicates the moderate accident prone area. When the user approaches these areas the user gets an alert so that he 
reduces his speed in order to avoid accidents. The notification to user will be in the form of voice alerts. 
 
 

 
 

FIGURE 8: Drowsiness detection 
 
Figure 8 detects the eyes of the user to indicate whether the driver is in dizzy state or not. In the above picture the Closed eyes is 
detected hence it produces an alarm to awaken the driver.  
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V. CONCLUSION 

Road accidents can't be eradicated totally, however it can be controlled by demonstrating the state of the street to the vehicle 
driver. Consequently safe driving ends up a standout amongst the most regular desires in urban and in addition country life. Safe 
driving not just secures a mishap free drive it likewise guarantees less time for driving. In spite of the fact that driving can't be 
without hazard, one ought to know about the street conditions. The model sources of data (longitude, latitude, and speed, 
acceleration of vehicles) are obtained using Android application to have real-time implementation. Additionally, the model 
incorporates two computational insight strategies that are cloud and fog based framework. It utilizes Affinity propagation 
clustering algorithm on training data. It likewise gives a component where the advanced mobile phone camera identifies the 
driver's eyes utilizing OpenCV to analyze whether they are in dizzy state or not. The advanced cell is utilized expecting to 
evacuate the requirement for deploying particular sensors in a vehicle or at any street intersections. However, the essential goal of 
this approach is to have the capacity to give a continuous observing framework that can guarantee safe, accident-free and fast 
driving. 
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Abstract :  A lot of people rely on content available on social media for making decisions. The possibility that anyone can post 
a review provides a golden opportunity for spammers to write spam reviews about products and services. Identifying these 
spammers and the spam content is a very important topic in field of research and although a considerable number of studies 
have been done recently, but so far, the methodologies put forth still barely detect spam reviews, and none of them show the 
importance of each extracted feature type. This propose a novel framework, named NetSpam, which utilizes spam features for 
modeling review datasets as heterogeneous information networks to map spam detection procedure into a classification problem 
in such networks. Using the importance of spam features help us to obtain better results in terms of different metrics 
experimented on real-world review datasets from Yelp and Amazon websites. The results show that NetSpam is better than the 
existing methods using the features like review-behavioral, user-behavioral, review-linguistic, user-linguistic. 

 

Keywords: NetSpam, Social Network, Spammer, Spam Review, Fake Review, Heterogeneous Information Network 

______________________________________________________________________________________________________ 

I.  INTRODUCTION 

Information propagation is considered as an important source for producers in their advertising campaigns as well as for 
customers in selecting products and services. In the past years, people rely a lot on the written reviews in their decision-making 
processes, and positive/negative reviews encouraging/discouraging them in their selection of products and services. In addition, 
written reviews also help service providers to enhance the quality of their products and services. These reviews thus have 
become an important factor in success of a business while positive reviews can bring benefits for a company, negative reviews 
can potentially impact credibility and cause economic losses. The fact that anyone with any identity can leave comments as 
review provides a tempting opportunity for spammers to write fake reviews designed to mislead users’ opinion. These 
misleading reviews are then multiplied by the sharing function of social media and propagation over the web. The reviews 
written to change users’ perception of how good a product or a service are considered as spam and are often written in 
exchange for money Despite this great deal of efforts, many aspects have been missed or remained unsolved. One of them is a 
classifier that can calculate feature weights that show each feature’s level of importance in determining spam reviews. 
 

Spam minded informal conversations on social media (e.g. Twitter) shed light into their educational experiences, 
opinions, feelings, and concerns about the learning process. Data from such un-instrumented environments can provide 
valuable knowledge to inform student learning. Analyzing such data, however, can be challenging. The complexity of spam 
minded’ experiences reflected from social media content requires human interpretation. However, the growing scale of data 
demands automatic data analysis techniques. Here data mining algorithm based on Spam filter is implemented which contains 
several steps like Data Collection from twitter, Cleaning the data by removing stop words, removal of non-letter and 
punctuation marks, probability of the words for various categories is estimated. For all the tweets Accuracy, Precision, Recall, 
F1 measure, Micro Averaged & Macro Averaged values are computed for each category and also for the various users. 
Therefore, its concluded based on average how many spam’s minded have various categories of problems as well as extend this 
to the problems faced by which user. 
 

Social media sites such as Twitter provide great venues for spam minded to share joy and struggle, vent emotion and 
stress, and seek social support. On various social media sites, spam minded discuss and share their everyday encounters in an 
informal and casual manner. Spam minded’ digital footprints provide vast amount of implicit knowledge and a whole new 
perspective for educational researchers and practitioners to understand spam minded’ experiences outside the controlled 
classroom environment. This understanding can inform institutional decision-making on interventions for at-risk spam minded, 
improvement of education quality, and thus enhance student recruitment, retention, and success. The abundance of social media 
data provides opportunities to understand spam minded’ experiences, but also raises methodological difficulties in making 
sense of social media data for educational purposes. Just imagine the sheer data volumes, the diversity of Internet slangs, the 
unpredictability of locations, and timing of spam minded posting on the web, as well as the complexity of spam minded’ 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April 2018 | ISSN: 2320- 2882 

IJCRTOXFO024 International Journal of Creative Rese arch Thoughts (IJCRT) www.ijcrt.org  135 

 

HashTag 
Submission 

Tweet 
Retrieval 

Polarity 
Computation 

per Tweet 
per Feature 

Polarity 
Computation 
per Product 
per Feature 

Polarity 
Computation 
Per User 

Per Product 

Data 
Cleanin

IT-IFT         
Computation 

Frequency 
Computation 

Tokenizati
-on 

Similarity 
Measure 

Rate 
Detection 

Review 
Early Time 

Frame 

User 
Classificati 

-on 

Tweet 
Classificati

-on 

experiences. Pure manual analysis cannot deal with the ever-growing scale of data, while pure automatic algorithms usually 
cannot capture in-depth meaning within the data. 
 

There is huge amount of data available in Information Industry. This data is of no use until converted into useful 
information. Analyzing this huge amount of data and extracting useful information from it is necessary. The extraction of 
information is not the only process that need to perform; it also involves other processes such as Data Cleaning, Data 
Integration, Data Transformation, Data Mining, Pattern Evaluation and Data Presentation. Once all these processes are over, we 
are now position to use this information in many applications such as Fraud Detection, Market Analysis, Production Control, 
Science Exploration etc. 
 

Data Mining is defined as extracting the information from the huge set of data. In other words we can say that data 
mining is mining the knowledge from data. This information can be used for any of the following applications:  

• Market Analysis  
• Fraud Detection  
• Customer Retention  
• Production Control  
• Science Exploration  

 

II. METHODOLOGY 
 
2.1 Hash tag Submission 
 This module is responsible for taking input the hash tags and then save the hash tags in the format of  (HashTagID, 
HashTag and ProductID) 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1: NetSpam Framework 
 

2.1 Data Collection using Twitter 

Twitter stores the reviews of the Products in the form of tweets which are associated with Hash Tags. This Module is 
responsible for Collecting tweets from Twitter by Passing the Hash Tag, APPID and Secret Key. APPID and Secret Key are 
unique generated IDs by twitter when application is created. Hash tag is a concept under which the users will be able to Tweet. 
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2.3 Polarity Computation per Tweet per Feature 

 This module is responsible for computing the sentiments of each tweet per feature. The positive sentiments, negative 
sentiments and neutral sentiments are found out per feature type. The feature types can be battery, memory, screen, touch and 
finally for each of the tweet the following matrix is computed. 
 

Table.1: Tweet per feature 

Tweet ID Product ID Feature Type 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Unique 
ID for 
Tweet 

Product ID for 
which tweet 

has been 
performed 

It can be any 
feature type 
like- Battery, 

Memory, 

Positive 
Sentiments 
for Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
  

2.4 Polarity Computation per Tweet per Product 

 Polarity Computation per Tweet per Product is responsible for computation of polarity by computing the summation of 
polarities across tweets for the given product. Finally, the sentiment matrix can be defined as below  
 

Table.2: Tweet per Product 

Product ID Feature Type 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Product ID for 
which tweet has 
been performed 

It can be any 
feature type like- 

Battery, 
Memory,  

Positive 
Sentiments for 

Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
 
2.5 User Based Sentiments 

 The set of unique users are found out and then for each of the user the sentiments are added upper product 
 

Table.3: User Based Sentiments 

Product ID 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Product ID for 
which tweet has 
been performed 

Positive 
Sentiments for 

Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
 
2.6 Data Cleaning 

Data Cleaning is used for removing the stop words from each of the tweets and clean them. After the data cleaning 
process is completed the clean data can be represented as a set CleanId ,CleanData ,UserId. CleanId is the unique Id associated 
with the Tweet, CleanData is the clean data after removal of clean data and UserId is the unique Id associated with the user. 
 
2.7 Tokenization 
 The process of converting the statements into a sequence of words is called as tokenization 
 
2.8 Frequency Computation 
 Frequency computation is a process of removing the repetition of tokens and hence removing the redundancy in the 
application. It is defined as number of times a token appears in the tweet 
 
2.9 TF-IDF Computation 
 This is used to compute the inverse document frequency of each of the token and then multiply it by the text frequency. 
 

IDF = log (N/f) 

Where, 

N = number of tweets in which tweet exist 

f = frequency of word 
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The TF-IDF is computed using the following equation 

TF – IDF = f*IDF 

2.10 Similarity Measure 
Similarity Measure is responsible for finding the unique tokens between the tweets and then finding whether the tweets 

are similar based on the number of intersections and number of unions. Ratio of intersection sum and union sum will give the 
similarity measure. 
 
2.11 Rate Deviation 

Difference between the reviews of each of the users if certain users have more of such difference those are regarded as 
spam. 
 
2.12 Early Time Frame Measure 

This module takes the tweets and measures the duration in which tweets are performed by the users and if there are any 
tweets which have been given within certain duration repeatedly negative for a product. 
 
2.13 Classification of Tweet 
 It measures the weight by computing the similarity between the tweets and then finding the 
sentiments score and then find the weight. If the weight exceeds the certain threshold the tweet is classified as spam otherwise it 
is not classified as spam. 
 
2.14 Classification of Spam User 
 This is responsible for finding whether the user is spam users or not based on user’s-based sentiments and the similarity 
measure of user’s-based tweets. 

 

2.15 Metapath Definition and Creation 
 
 A metapath is defined by a sequence of relations in the network schema. Table.2 shows all the metapath used in the 
proposed framework. As shown, the length of user-based metapath is 4 and the length of review based metapath is 2. 
 

For metapath creation, we define an extended version of the metapath concept considering different levels of spam 
certainty. In particular, two reviews are connected to each other if they share same value. Hassanzadehet al. propose a fuzzy-
based framework and indicate for spam detection, it is better to use fuzzy logic for determining a review’s label as a spam or 
non-spam. Indeed, there are different levels of spam certainty. We use a step function to determine these levels. In particular, 

given a review u, the levels of spam certainty for metapathpl (i.e., feature l) is calculated as , where s denotes 
the number of levels. After computing mp

u
lfor all reviews and metapaths, two reviews u and v with the same metapath values 

(i.e., ) for metapathpl are connected to each other through that metapath and create one link of review network. The 
metapath value between them denoted as mpu,vl= mpul. 
 

Using s with a higher value will increase the number of each feature’s metapaths and hence fewer reviews would be 
connected to each other through these features. Conversely, using lower value for s leads us to have bipolar values (which mean 
reviews take value 0 or 1). Since we need enough spam and non-spam reviews for each step, with fewer numbers of reviews 
connected to each other for every step, the spam probability of reviews take uniform distribution, but with lower value of s we 
have enough reviews to calculate final spamicity for each review. Therefore, accuracy for lower levels of s decreases because of 
the bipolar problem and it decades for higher values of s, because they take uniform distribution. In the proposed framework, 
we considered s = 20, i.e. mp

u
l
∈{0 ,0.05,0.10,...,0.85,0.90,0.95}. 
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Table.4: Features for users and reviews in four defined categories 

 

2.16 Classification 

 The classification part of NetSpamincludes two steps; (i) weight calculation which determines the importance of each 
spam feature in spotting spam reviews, (ii) Labeling which calculates the final probability of each review being spam. Next we 
describe them in detail. 
 
1) Weight Calculation: This step computes the weight of each metapath. We assume that nodes’ classification is done based on 
their relations to other nodes in the review network; linked nodes may have a high probability of taking the same labels. The 
relations in a heterogeneous information network not only include the direct link but also the path that can be measured by 
using the metapath concept. Therefore, we need to utilize the metapaths defined in the previous step, which 
representheterogeneous relations among nodes. Moreover, this step will be able to compute the weight of each relation path 
(i.e., the importance of the metapath), which will be used in the next step (Labeling) to estimate the label of each unlabeled 
review. 
 The weights of the metapaths will answer an important question; which metapath (i.e., spam feature) is better at ranking 
spam reviews? Moreover, the weights help us to understand the formation mechanism of a spam review. In addition, since 
some of these spam features may incur considerable computational costs (for example, computing linguistic-based features 
through NLP methods in a large review dataset), choosing the more valuable features in the spam detection procedure leads to 
better performance whenever the computation cost is an issue. 
To compute the weight of metapathpi, for i= 1,...,L where L is the number of metapaths, we propose following equation: 

 

 
 

Spam 
Feature 

User Based Review Based 

Behavioral 
Based 

Features 

Burstiness [20]: Spammers, usually write their 
spam reviews in short period of time for two 
reasons: first, because they want to impact 
readers and other users, and second because they 
are temporal users, they have to write as much as 
reviews they can in short time. 

 

where Li − Fi describes days between last and 
first review for τ = 28. Users with calculated 
value greater than 0.5 take value 1 and others 
take 0. 

Negative Ratio [20]: Spammers tend to write 
reviews which defame businesses which are 
competitor with the ones they have contract with, 
this can be done with destructive reviews, or 
with rating those businesses with low scores. 
Hence, ratio of their scores tends to be low. 
Users with average rate equal to 2 or 1 take 1 and 
others take 0. 

Early Time Frame [16]: Spammers try to write their reviews 
asap, in order to keep their review in the top reviews which 
other users visit them sooner. 

  (2)

where Li − Fi denotes days specified written review and first 
written review for a specific business. We have also δ = 7. 
Users with calculated value greater than 0.5 takes value 1 and 
others take 0. 

Rate Deviation using threshold [16]: Spammers, also tend to 
promote businesses they have contract with, so they rate 
these businesses with high scores. In result, there is high 
diversity in their given scores to different businesses which is 
the reason they have high variance and deviation. 

  (3)

where β1 is some threshold determined by recursive minimal 
entropy partitioning. Reviews are close to each other based 
on their calculated value, take same values (in [0,1)). 

Linguistic 
Based 

Features 

Average Content Similarity [7], Maximum 
Content Similarity [16]: Spammers, often write 
their reviews with same template and they prefer 
not to waste their time to write an original 
review. In result, they have similar reviews. 
Users have close calculated values take same 
values (in [0,1)). 

Number of first Person Pronouns, Ratio of Exclamation 
Sentences containing ‘!’ [6]: First, studies show that 
spammers use second personal pronouns much more than 
first personal pronouns. In addition, spammers put ’!’ in their 
sentences as much as they can to increase impression on 
users and highlight their reviews among other ones. Reviews 
are close to each other based on their calculated value, take 
same values (in [0,1)). 
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where n denotes the number of reviews and mpp

r,s
iis a metapath value between reviews r and s if there is a path between them 

through metapathpi, otherwise mpp
r,s

i= 0. Moreover, yr(ys) is 1 if review r(s) is labeled as spam in the pre-labeled reviews, 
otherwise 0. 
 
2) Labeling: Let Pru,vbe the probability of unlabeled review u being spam by considering its relationship with spam review v. 
To estimate Pru, the probability of unlabeled review u being spam, we propose the following equations: 

Pru= avg(Pru,1,Pru,2,...,Pru,n) 
 

where n denotes number of reviews connected to review u.  
 

It is worth to note that in creating the HIN, as much as the number of links between a review and other reviews 
increase,its probability to have a label similar to them increase too, because it assumes that a node relation to other nodes show 
their similarity. In particular, more links between a node and other non-spam reviews, more probability for a review to be non-
spam and vice versa. In other words, if a review has lots of links with non-spameviews, it means that it shares features with 
other reviews with low spamicity and hence its probability to be a non-spam review increases. 

 

Table.5: Metapaths used in the NetSpam framework 

Row Notation Type MetaPath Semantic 

1 R-DEV-R RB 
Review-Threshold Rate 
Deviation-Review 

Reviews with same Rate Deviation from average 
Item rate (based on recursive minimal entropy 
partitioning) 

2 R-U-NR-U-
R 

UB Review-User-Negative  
Ratio-User-Review 

Reviews written by different Users with same 
Negative Ratio 

3 R-ETF-R RB Review-Early  
Time Frame-Review 

Reviews with same released date related to Item 

4 R-U-BST-
U-R 

UB Review-User-Burstiness 
User-Review 

Reviews written by different users in same Burst 

5 R-RES-R RL 
Review-Ratio of Exclamation 
Sentences containing ‘!’-Review 

Reviews with same number of Exclamation 
Sentences containing ‘!’ 

6 R-PP1-R RL Review-first Person Pronouns-
Review 

Reviews with same number of first Person 
Pronouns 

7 
R-U-ACS-

U-R 
UL 

Review-User-Average Content 
Similarity-User-Review 

Reviews written by different Users with same 
Average Content 
Similarity using cosine similarity score 

8 
R-U-MCS-

U-R 
UL 

Review-User-Maximum Content 
Similarity-User-Review 

Reviews written by different Users with same 
Maximum Content Similarity using cosine 
similarity score 

 

III. CONCLUSION 

This paper introduces a spam detection framework namely NetSpam based on a metapath concept as well as a new 
graph-based method to label reviews relying on a rank-based labeling approach. The performance of the proposed framework is 
evaluated by using two real-world labeled datasets of Yelp and Amazon websites. The observations shows that calculated 
weights by using this metapath concept can be very effective in identifying spam reviews and leads to a better performance. In 
addition, it is found that even without a train set, NetSpam can calculate the importance of each feature and it yields better 
performance in the features’ addition process, and performs better than previous works, with only a small number of features. 
Moreover, after defining four main categories for features our observations show that the reviews behavioral category performs 
better than other categories, in terms of AP, AUC as well as in the calculated weights. The results also confirm that using 
different supervisions, similar to the semi-supervised method, have no noticeable effect on determining most of the weighted 
features, just as in different datasets. 
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Abstract: Fog is a big reason for road accidents.  Images which are captured under bad weather conditions suffer low contrast 
so as their quality also degrade with the changes in atmosphere. The main reason behind this problem is that, the light capture 
by the lens is spread by the atmosphere. Fog reduces visibility to less than 1 kilometre.  This paper aims to resolve the sight 
problem faced by car/other automobile drivers when driving in foggy weather condition and at night. For improving the 
visibility level of an image and reducing fog, various image enhancement methods are used. For improving the visibility level 
five major steps are used. First step is acquisition process of foggy / dark images. Second is estimation process. Third is 
enhancement process (improve visibility level, reduce fog). Next process is restoration process (restore enhanced image) while 
the final is the vehicle detection. The main aim of the paper is to review image enhancement and restoration methods for 
improving the quality and visibility level of an image which provide clear image in bad weather condition.  
 
 
Index Terms—restoration process, foggy, estimation process, image enhancement ,automatic braking. 
________________________________________________________________________________________________________ 
 
 

1. INTRODUCTION 

The images of outdoor scenes are usually degraded by the turbid medium (e.g., particles and water droplets) in the atmosphere. Haze, 
fog and smoke are such phenomena due to atmospheric absorption and scattering. Light from the atmosphere and light reflected from 
an object are scattered by the water droplets, resulting the visibility of the scene to be degraded. The two fundamental phenomena that 
are consequence of scattering are ‘attenuation’ and ‘airlight’.  Fog removal is a difficult task because fog depends on the unknown 
scene depth map information. Fog effect is the result of distance between camera and object. Hence removal of fog requires the 
estimation of airlight map or depth map.  
The current fog removal method can be divided into two categories:  
(a) Image enhancement and  
(b) Image restoration.  
Image processing is a method to perform some operations on an image, in order to get an enhanced image or to extract some useful 
information from it. It is a type of signal processing in which input is an image and output may be image or characteristics/features 
associated with that image. Nowadays, image processing is among rapidly growing technologies. It forms core research area within 
engineering and computer science disciplines too. 

Image processing basically includes the following three steps: 

• Importing the image via image acquisition tools. 
• Analysing and manipulating the image. 
• Output in which result can be altered image or report that is based on image analysis. 

There are two types of methods used for image processing namely, analogue and digital image processing. Analogue image processing 
can be used for the hard copies like printouts and photographs. Image analysts use various fundamentals of interpretation while using 
these visual techniques. Digital image processing techniques help in manipulation of the digital images by using computers. The three 
general phases that all types of data have to undergo while using digital technique are pre-processing, enhancement, and display, 
information extraction. Improving the performance of vehicle-detection in different weather conditions becomes an important issue in 
vehicle-detection system because in the case of fine weather, the system would achieve   good performance but however when it comes 
to bad weather like foggy environment and night condition the performance of many systems are not appreciable. The proposed method 
provides image enhancement and fog removal. Because of scarceness of data that are available in the foggy image, quality of image 
lower. Hence it is very much essential to make the image appropriate to human sight distinctive. Firstly we have to retain true color and 
striking differences of foggy image and retain the original image to obtain a clear image. Due to the lack of illumination at night, light 
will be from either other vehicles or from any light providing sources. So the brightness of image will be indistinct and contrast will be  
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literally less, most of the information are not perceivable by human eye. Images color will be the color of the light providing or light 
causing devices. Image’s original color will be misrepresented. So it is very much necessary to enhance the image’s characteristics to  

make better the execution of vehicle detection. In proposed system we make use of kalman filter for vehicle detection. Block matching 
algorithm is used for breaking images into fine blocks according to the type of image. 

 

 
2. LITERATURE REVIEW 

As Sensors are sensitive to weather conditions; video cameras could be used to record the traffic information at different weather 
conditions. We have sophisticated algorithms to analyze the traffic videos in real time and discover information of interest. Although 
some sensors could be more accurate, they could also be Intrusive and need a higher maintenance cost. We may need to embed 
weighing sensors in road to measure vehicle feature and classify vehicle size. In video surveillance systems, it is very complicated to 
extract more number of features from a video. It has been also inferred that more computations are required to calculate background 
model and to extract the key frames. In this paper, a novel algorithm is implemented which counts and classifies highway vehicles 
using regression. The algorithm proposed in this paper, starts with preprocessing the Low Quality videos by Removal of Noise using 
Bi-lateral filtering, followed by color image based Background mask generation using Multi-layer Background subtraction 
technique[1]. A fast performing kernel is designed which then used to extract the Foreground mask using Mixture of Gaussians. Finally 
Contour extraction and Cascaded Regression will results the foreground moving objects in the Low quality video. 
 
A vehicle detection and counting system plays an important role in an intelligent transportation system, especially for traffic 
management. This paper proposes a video-based method for vehicle detection and counting system based on computer vision 
technology. The proposed method uses background subtraction technique[2] to find foreground objects in a video sequence. In order to 
detect moving vehicles more accurately, several computer vision techniques, including thresholding, hole filling and adaptive 
morphology operations, are then applied. Finally, vehicle counting is done by using a virtual detection zone. Experimental results show 
that the accuracy of the proposed vehicle counting system is around 96%. 
 
Intelligent transportation systems have received a lot of attention in the last decades. Vehicle detection is the key task in this area and 
vehicle counting and classification are two important applications. In this study, the authors proposed a vehicle detection method which 
selects vehicles using an active basis model and verifies them according to their reflection symmetry. Then, they count and classify 
them by extracting two features: vehicle length in the corresponding time-spatial image and the correlation computed from the grey-
level co-occurrence matrix of the vehicle image within its bounding box. A random forest is trained to classify vehicles into three 
categories: small (e.g. car), medium (e.g. van) and large (e.g. bus and truck). The proposed method is evaluated using a dataset 
including seven video streams which contain common highway challenges such as different lighting conditions, various weather 
conditions, camera vibration and image blurring[3]. Experimental results show the good performance of the proposed method and its 
efficiency for use in traffic monitoring systems during the day (in the presence of shadows), night and all seasons of the year. 
 
Estimating the number of vehicles present in traffic video sequences is a common task in applications such as active traffic 
management and automated route planning. There exist several vehicle counting methods such as Particle Filtering or Headlight 
Detection, among others. Although Principal Component Pursuit (PCP) is considered to be the state-of-the-art for video background 
modeling, it has not been previously exploited for this task. This is mainly because most of the existing PCP algorithms are batch 
methods and have a high computational cost that makes them unsuitable for real-time vehicle counting. In this paper, we propose to use 
a novel incremental PCP-based algorithm[4] to estimate the number of vehicles present in top-view traffic video sequences in real-
time. We test our method against several challenging datasets, achieving results that compare favorably with state-of-the-art methods in 
performance and speed: an average accuracy of 98% when counting vehicles passing through a virtual door, 91% when estimating the 
total number of vehicles present in the scene, and up to 26 fps in processing time. 
Vehicle detection has been applied in many fields, such as intelligent transportation, video surveillance, driving assistance system and 
so on. In the case of fine weather, the state-of-the-art vehicle-detection systems may achieve good performance. However, the 
performance has a substantial decline in bad weathers, such as fog, night and so on. Therefore, improving the performance of vehicle-
detection systems in different weather conditions becomes an important issue in vehicle-detection system[5]. In the fog or night, the 
quality of the images is reduced. In this paper, we propose some algorithms of image defogging and color enhancement in order to 
improve the performance of vehicle detection. The result of vehicle detection get much better after image processing in bad weathers. 

 
3. METHODOLOGY 
A. IMAGE ACQUISITION MODULE:  

The program performs pre-processing of the image. 
Step 1: Loading Image 
Internal storage consists of number of images such as night, fog and normal images loaded from different sources. Few of these images 
from the internal storage are sent to the database. 
Step 2: Extract RGB Component 
Here the extraction of red, green, blue channels of a color image is been done. 
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1. Obtain the Red color plane of the image and display the red index of the image. 
2. Obtain the Green color plane of the image and display the green index of the image. 
3. Obtain the Blue color plane of the image and display the blue index of the image. 
 

B. FEATURE EXTRACTION MODULE: 
Features like mean and amount of white pixels in the image is extracted which helps in classification of images. 
The program performs feature extraction of the image to identify if image is too foggy or less. 
 If the input image is colored, it should be converted to grey scale to perform computation on the grey scale image. The original version 
of the operator labels the image pixels by thresholding the 3 × 3 neighborhood of each pixel with the center value and summing the 
thresholded values. For this module input is gray scale image and output is features of the image. 

• BLOCK MATCHING ALGORITHM  

Step1: A block matching algorithm involves dividing the current frame of a video into macroblocks and comparing each of the 
macroblocks with a corresponding block and its adjacent neighbors in a nearby frame of the video (sometimes just the previous 
one).  

Step2: A vector is created that models the movement of a macroblock from one location to another. This movement, calculated for 
all the macroblocks comprising a frame, constitutes the motion estimated in a frame. 

Step3: The search area for a good macroblock match is decided by the ‘search parameter’, p, where p is the number of pixels on all 
four sides of the corresponding macro-block in the previous frame. The search parameter is a measure of motion. The larger the 
value of p, larger is the potential motion and the possibility for finding a good match. A full search of all potential blocks however 
is a computationally expensive task. Typical inputs are a macroblock of size 16 pixels and a search area of p = 7 pixels. 

 
C. MACHINE LEARNING: 

This module accepts the test image as input and matches it to one of the classes present in the training dataset, based on the feature 
values extracted from the input image. It classifies each row in test and returns the predicted class level group. Test must have the same 
number of columns as the data used to train the classifier in neural network, label sec indicates the group to which each row of test is 
assigned. Based on that the result is assigned to test variable. For this module, input the test image and trained dataset features and 
output is category of input image. 
 

D. DENOISING MODULE: 
Input will be gray scale or color image. The program performs feature denoising of the image so as to convert foggy image into better 
visibility. Output will be defogged image. 
 

E. IMAGE ENHANCEMENT MODULE: 
The image qualities of captured outdoor scenes are usually degraded due to bad weather such as fog, haze, smog, cloud and rain. Bad 
weather reduces visibility and contrast of the scene. The program performs image enhancement for better visibility. Input is gray scale 
or color imageand output is enhanced image. 
 
IMAGE ENHANCEMENT ALGORITHM 

 
We firstly utilize the superpixel method   to split the low-light image I into patches. For each patch we use the following method to 
determine the smoothing degree, assuming the noise is additive white Gaussian noise (AWGN). We use σpi to denote the standard 
deviation and gpi to denote the local gradients of a superpixel pi . Experimental observations show that the gpi in the flat patch 
increases greatly when AWGN is added into a clear image. Whereas, the gpi does not change a lot in the textural patch. On the other  
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hand, for the normalized image in the range [0, 1], the patch standard deviation σpi varies in an order of magnitude. So we consider the 
normalized ratio αpi between σpi and gpi to measure the patch noise-texture level as follows, 

 
Based on the measurement of noise-texture level of each patch, we can adaptively apply our denoising algorithm. To facilitate 
denoising and utilize the dark channel prior dehazing algorithm for contrast enhancement, we invert the input image I using R = 255−I. 
Enlightened by the unsharp masking filter , we define the the denoised R as R0 , and R0 is obtained by the weighted combination of the 
base layer and the denoised detail layer of R. 

 
where d(R) and b(R) denote the noise-free detail layer and the base layer of R respectively. For a patch with small α, we add few details 
to constrain the noise degree. While, for a patch with large α, we add more details to the base layer. One good technique to get the base 
layer of an image is to smooth it using the BM3D filter , which can effectively attenuate AWGN. We utilize the noise-texture level 
coeffi- cient α as a weight in generating the base layer. 

 
where b f ine(R) and b coarse(R) respectively denote the smoothed result of the BM3D filter using a parameter half smaller and twice 
greater than the mean of the local standard deviation σpi of the observed image I. To obtain the detail layer   d0(R), we simply calculate 
the first order differential of the inverted image R. We find that the random noise tends to fuse with texture in the detail layer d0(R). So 
it is necessary to choose an appropriate algorithm to smooth the detail layer, while retaining useful texture  we apply the structure 
smooth  to the detail layer d0(R) to obtain a smooth and texture preserved result d(R). Finally, we adaptively add the smoothed detail 
layer d(R) back to the base layer b(R) to get a noise-free and texture preserved image R0 , as Equation (2). 
Since the noise-free image R0 is similar to the hazy image, we utilize efficient haze removal method to enhance its contrast. The 
algorithm is based  on, 

 
where A is the global atmospheric light. J is the intensity of the original objects or scene without hazy depravation. t describes the 
percent of the light emitted from the objects or scene that reaches the camera. t is estimated using, 

 
where Ω(x) is a local block centered at pixel x and the block size is 3 × 3 I . ω is a weight coefficient, which is 0.8   , to control the 
enhance degree. 

 
where I is the intensity of the input low-light image, and c denotes the color channels. By applying the Equation (6), the weight 
coefficient ω is reduced when the pixel x is bright, and increased when the pixel x is dark. This adaptive adjustment can efficiently 
alleviate over-enhancement and under enhancement. We utilize the following process to estimate global atmosphere light A. To avoid 
the negative influence of random texture, we first smooth the R0 with a 5 × 5 average filter, then we select the pixels whose minimum 
intensities in all color (RGB) channels are the 2% highest of all the pixels in the image. Among these pixels, we choose the pixel whose 
sum of RGB values is the highest. The RGB values of this selected pixel are used to represent the RGB values of the atmosphere A. 
Thus, according to Equation (4), we can recover the J by, 

 
However, direct using of Equation (7) might lead to underenhancement for dark areas. To further optimize t, we introduce a multiplier 
P into Equation (7), and through extensive experiments, we find that P can be set as, 

 
then the recovery equation becomes, 
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F. VEHICLE DETECTION MODULE: 
The program performs vehicle detection . For this module, we input a video and image is detected as output.  
 
 
 

 
 
                 Figure 1: Architecture diagram of vehicle detection 
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 EXPERIMENTAL RESULTS 
 
 The figure shown below gives the step by step operational output for our proposed system. 
Defogging: The figure 2(a) and 2(b) demonstrates fog removal using the defog function. the picture on the left is taken on a foggy day 
with the defog function off. the picture on the right is the same scene taken with the defog function on. both pictures were captured 
with a camera. the defog feature adjusts contrast, color, and sharpness. 

      
Figure 2(a): defogged image1                                                     Figure 2(b): defogged image2                              
 

Color Enhancement: The purpose of color enhancement is to get finer details of an image and highlight the useful information. During 
the poor illumination condition the image appear darker or with lower contrast such image needs to be enhanced. Examples are shown 
below in figure 3(a) and 3(b). 

 

   
Figure 3(a): color enhancement image1                                      Figure 3(b): color enhancement image2 

 
Vehicle Detection: The detection of moving objects regions of change in the same image sequence which captured at different  
intervals,which also includes includes moving or motion vehicle detection and segmentation approach. 
 
 

    
                Figure 4: Vehicle detection 
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CONCLUSION  
 
In the proposed system we choose algorithms for defogging the image, color enhancement prior to vehicle detection. The algorithm 
used for defogging will make the image’s quality better. Color enhancement algorithm allows to increase visibility nature of scene.. 
This makes the image more appropriate to human sight. The proposed system can enhance the performance of vehicle detection and 
vehicle visibility  in bad weathers. 

FUTURE WORK 
The system proposes a method which is able to detect vehicle  but in future scope the vehicle braking system could be employed so as 
to provide a better ADAS ( advanced driver-assistance system ) system which is capable of not only detecting the vehicle but  also 
providing braking assistance. The system can also be integrated with hardware model such that  a real time model can be  demonstrated 
with the existing algorithm. 
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Abstract: This study presents Tambr, a new software for translating literature into audio using Topic Extraction and Sentiment 
Analysis for the way in which their timbre relates to the meaning and sentiment of the topics conveyed in the story. The durations, 
intervals and pitches of the output audio are generated using sentiment analysis which corresponds to sentiment of the text. 
Natural language processing algorithms are used for topic extraction in the text. Sentiment analysis is used to vary the intensity of 
the audio. The sounds generated by the system are very characteristics of ambiance music, as the emphasis was placed on 
selecting musical timbres that match with the themes of the text. 
 
Index Terms - Topic Extraction, Sentiment Analysis, Natural Language Processing, Text Summary, Tambr. 
 
________________________________________________________________________________________________________ 

I. INTRODUCTION 

Musical timbre is one of the most defining characteristics of how a piece of music sounds. Timbre refers to the character and 
quality of a sound, as opposed to the pitch or loudness. A saxophone and an electric guitar, for example, could play the same 
notes, but would still be distinguishable as different instruments; that difference is in their timbre. Because of the large number of 
features that define the timbre of a sound, be it from anacoustic musical instrument or a computer generated synthesizer, academic 
discussion of timbre is often limited.  
TransProse is an existing software that automatically generates musical pieces from text. TransProse uses known relations 
between elements of music such as tempo and scale, and the emotions they evoke.  
Further, it uses a novel mechanism to determine sequences of notes that capture the emotional activity in text. Transpose focuses 
on novels and generate music that captures the change in the distribution of emotion words. 
Although, TransProse has several advantages, there are certain challenges that it faces such as generating sequences of notes, 
given the infinite possibilities of pitch, duration, and order of the notes. Computational approaches to analyzing timbre are still in 
their early stages and are often limited. It also lacks intentional harmony and discord between the melodies. It is unable to 
evaluate the impact of textual features such as the length of the novel and the style of writing on the generated music. 

 
Tambr is a new software that we are proposing for translating literature into sound using multiple synthesized voices selected for 
the way in which their timbre relates to the meaning and sentiment of the topics conveyed in the story. It uses sentiment analysis 
to generate the pitches, durations, and intervals of the output audio in a way corresponding to the sentiment of the novel. It also 
uses natural language processing algorithms to extract the topics in the novel. It varies the intensity of notes based on sentiment 
analysis.It takes musical timbre into account when selecting voices. 
There are several applications of the proposed software which include helping People with learning disabilities. Some people 
have difficulty reading large amounts of text due to dyslexia and other learning disabilities. Translating text into audio on the 
basis of sentiment helps. Supporting people who have literacy difficulties. Some people have basic literary levels. By offering 
them an option to hear the text instead of reading it, they can get valuable information in a way that is more comfortable for them. 
Aiding people who speak the language but do not read it - Many people who come to a new country learn to speak and understand 
the native language effectively, but may still have difficulty reading in a second language. This allows them to take in the 
information in a way they are more comfortable with, making your content easier to comprehend and retain. Assisting people who 
multitask. A busy life often means that people do not have time to do all the reading they would like to do online. Having a 
chance to listen to the content instead of reading it allows them to do something else at the same time. It benefits people with 
visual impairment. Text to speech can be a very useful tool for the mild or moderately visually impaired. Even for people with the 
visual capability to read, the process can often cause too much strain to be of any use or enjoyment. With text to speech, people 
with visual impairment can take in all manner of content in comfort instead of strain. Guiding people with different learning 
styles. Some people are auditory learners, some are visual learners, and some are kinesthetic learners – most learn best through 
a combination of the three. This system helps people to read with better understanding of the pronunciation of words. These are 
some of the main applications of the proposed system. It is very helpful for millions of people in their day-to-day lives. This 
system is useful for children as well as adults. There are several other applications but only a few have been listed in this article.  
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1.1 Text Summarization 
Text summarization is the problem of creating a short, accurate, and fluent summary of a longer 
summarization methods are greatly needed to address the ever
discover relevant information and to consume relevant information faster. There is an enormous amoun
is only growing every single day. Think of the internet, comprised of web pages, news articles, status updates, blogs and so 
more. The data is unstructured and the best that we can do to navigate it is to use search and s
to reduce much of this text data to shorter, focused summaries that capture the salient details, both so we can navigate it m
effectively as well as check whether the larger documents contain the information that w
summarization, or just text summarization, is the process of creating a short and coherent version of a longer document. Ther
two main approaches to summarizing text documents. They are extractive methods and abstract
further in detail. 

1.1.1 Extractive Methods 

Extractive text summarization involves the selection of phrases and sentences from the source document to make up the new 
summary. Techniques involve ranking the relevance of phras
source. 

1.1.2 Abstractive Methods 

Abstractive text summarization involves generating entirely new phrases and sentences to capture the meaning of the source 
document. This is a more challenging approach but is also the approach ultimately used by humans. Classical methods operate by 
selecting and compressing content from the source document.

1.2  Sentiment Analysis 

Natural language processing is only half the battle though. Human communication
Human communication is nuanced and complex. You can tell based on the way a friend asks you a question whether they’re 
bored, angry, or curious. Sentiment is like a combination of tone of voice, word choice, a
shown in Fig.2, the input to natural language processing will be a simple stream of Unicode characters (typically UTF
processing will be required to convert this character stream into a sequence of lexical
markers) which can then be used to better understand the content. The basics include: 
blocks of content processing and understanding. Tokens can be words, numbers, identifi
case). Lemmatization / Stemming which reduces word variations to simpler forms that may help increase the coverage of NLP 
utilities. Lemmatization is strongly preferred to stemming if available. Search Technologies 
our partner, Basis Technologies, has lemmatization for 60 languages
Scandinavian, and Cyrillic languages), compound words will need to be split into smaller parts to a
extraction for identifying and extracting entities (people, places, companies, etc.) is a necessary step to simplify downstream 
processing. There are several different methods:

www.ijcrt.org                                © 2018 IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320
 

International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org

Figure 1: Proposed System Architecture 

Text summarization is the problem of creating a short, accurate, and fluent summary of a longer 
summarization methods are greatly needed to address the ever-growing amount of text data available online to both better help 
discover relevant information and to consume relevant information faster. There is an enormous amoun
is only growing every single day. Think of the internet, comprised of web pages, news articles, status updates, blogs and so 
more. The data is unstructured and the best that we can do to navigate it is to use search and skim the results. There is a great need 
to reduce much of this text data to shorter, focused summaries that capture the salient details, both so we can navigate it m
effectively as well as check whether the larger documents contain the information that we are looking for. Automatic text 
summarization, or just text summarization, is the process of creating a short and coherent version of a longer document. Ther
two main approaches to summarizing text documents. They are extractive methods and abstractive methods. They are explained 

Extractive text summarization involves the selection of phrases and sentences from the source document to make up the new 
summary. Techniques involve ranking the relevance of phrases in order to choose only those most relevant to the meaning of the 

Abstractive text summarization involves generating entirely new phrases and sentences to capture the meaning of the source 
enging approach but is also the approach ultimately used by humans. Classical methods operate by 

selecting and compressing content from the source document. 

Natural language processing is only half the battle though. Human communication isn’t just words and their explicit meanings. 
Human communication is nuanced and complex. You can tell based on the way a friend asks you a question whether they’re 
bored, angry, or curious. Sentiment is like a combination of tone of voice, word choice, and writing style all rolled into one. 

he input to natural language processing will be a simple stream of Unicode characters (typically UTF
processing will be required to convert this character stream into a sequence of lexical items (words, phrases, and syntactic 
markers) which can then be used to better understand the content. The basics include: Structure extraction

processing and understanding. Tokens can be words, numbers, identifiers or punctuation (depending on the use 
which reduces word variations to simpler forms that may help increase the coverage of NLP 

utilities. Lemmatization is strongly preferred to stemming if available. Search Technologies has lemmatization for English and 
our partner, Basis Technologies, has lemmatization for 60 languages. Decompounding for some languages (typically Germanic, 
Scandinavian, and Cyrillic languages), compound words will need to be split into smaller parts to a

for identifying and extracting entities (people, places, companies, etc.) is a necessary step to simplify downstream 
processing. There are several different methods: regex extraction, dictionary extraction, complex 
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statistical extraction. Phrase extraction which extracts sequences of tokens (phrases) that have a strong meaning which is 
independent of the words when treated separately. These sequences should be treated as a single unit when doing NLP. For 
example, “Big Data” has a strong meaning which is independent of the words “big” and “data” when used separately. All 
companies have these sorts of phrases which are in common usage throughout the organization and are better treated as a unit 
rather than separately. Techniques to extract phrases include: part of speech tagging, statistical phrase extraction and hybrid. 
Based on tagging, Identify and mark sentence, phrase, and paragraph boundaries. These markers are important when doing entity 
extraction and NLP since they serve as useful breaks within which analysis occurs. Language identification will detect the human 
language for the entire document and for each paragraph or sentence. Language detectors are critical to determine what linguistic 
algorithms and dictionaries to apply to the text. Tokenization in order to divide up character streams into tokens which can be 
used further. 
 
1.3 Decide on Macro versus Micro Understanding 

Before you begin, you should decide what level of content understanding is required: 

1.3.1 Macro Understanding provides a general understanding of the document as a whole. It is typically performed with 
statistical techniques which are used for: clustering, categorization, similarity, topic analysis, word clouds, and summarization. 

1.3.2 Micro Understanding extracts understanding from individual phrases or sentences. It is typically performed with NLP a 
technique which are used for: extracting facts, entities (see above), entity relationships, actions, and metadata fields. 

1.4 Macro Understanding 

Once you have decided to embark on your NLP project, if you need a more holistic understanding of the document this is a 
“macro understanding.” This is useful for: classifying / categorizing / organizing records, clustering records, extracting topics, 
general sentiment analysis, record similarity, including finding similarities between different types of records (for example, job 
descriptions to résumés / CVs), keyword / key phrase extraction, duplicate and near-duplicate detection, summarization / key 
sentence extraction and semantic search. 

 
 

Figure 2: Flow Chart 
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II. ALGORITHM 
 
1. Take the full CONTENT and split it into PARAGRAPHS. 
2. Split each paragraph into SENTENCES. 
3. Compare every sentence with every other. This is done by Counting the number of common words and then Normalize 

this by dividing by average number of words per sentence 
4. These intermediate scores/values are stored in an INTERSECTION matrix 
5. Create the key-value dictionary 

• Key: Sentence 
• Value: Sum of intersection values with this sentence 

6. From every paragraph, extract the sentences with the highest score. 
7. Sort the selected sentences in order of appearance in the original text to preserve content and meaning. 

III. CONCLUSION 
 

The software will transform each paragraph of the text providing a weight of how relevant each word is to a given paragraph 
based on the number of other paragraphs in which it appears. It generates a list of topics, where each topic is a set of, at most, ten 
terms that define the topic. It interprets the sequence of sentiment scores for each sentence as a series of signals generated by the 
sentiment analysis module corresponding a sensible way with the plot structure that a reader can verify in the text. This system 
will generate audio that is related to the characteristic ambiance of the text. It provides intentional harmony and discord between 
the audio. 
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Abstract : The role of social network is to enable individuals to simultaneously share information with their peers. The communities meet in 
person or share ideas and experiences over internet. Unfortunately the social network is misused to spread malicious information which 
adversely effects the society.This malicious information affects the sentiments of people and also the reputation of social network. For 
example during 2016 election, voting polls were falsely predicted and spread all over social media but later due to false predictions it deeply 
affected the sentiments of the political parties. In this work, we are focusing on fastest growing social media profoundly known as twitter. To 
overcome the impact of the malicious information, in our work we propose a technique which is modelled analytically by considering 
reputation of social network and user experience to access, analyse and validate the information .The proposed system will be validated with 
respect to reliable tweets obtained which will prove that the impact of malicious information will be reduced by 24% compared to existing 
system. 
 
Keywords— Reliability, Reputation, Classification, User experience, Feature-Ranking, Twitter. 
________________________________________________________________________________________________________ 
 
 

1. INTRODUCTION 

 Information reliability on Twitter has been a trending topic among researchers in the fields of both computer and social sciences, 
due to the recent evolution of this platform as a tool for information dissemination. Twitter enables to transfer the information in a  
cost-effective manner. It has now become the source of news among variety of users around the globe.  
The main characteristics feature of this platform is to deliver the content in a tailored manner which allows the users to obtain 
news regarding their topics of choice. The development of various techniques to verify the information obtained from Twitter has 
been a challenging task. In this paper, we propose a reliability analysis system for assessing information on Twitter to prevent the 
rapid growth of fake or malicious information.  

  

2. LITERATURE REVIEW 
 

A new model for classifying social media users according to their behaviours. 

M. Al-Qurishi et.l[1] has proposed a new model for classifying social media users according to their behaviors. Facebook and Twitter 

are the most popular social media that are being used as a means of social communication and sharing thoughts, knowledge and even 
news.  Classifying huge information from these social medias using traditional data mining classification algorithms is time consuming 
task which needs huge processing and memory space. The authors have proposed a new approach for classifying information in social 
network that can give accurate result similar to support vector machine (SVM) with less processing time and consuming less memory 
space compare to SVM. 
 
 
A Multi-stage Credibility Analysis Model for Microb logs.  
M. AlRubaian et.l[2] proposed a multistage credibility analysis model for microblogs Currently, microblogs are well-known social 
network, which are one of the most important sources of information. In this paper, a  multi-stage credibility analysis framework is 
proposed to prevent the proliferation of fake or malicious information on twitter. They used Naive Bayes classifier and it is enhanced 
by considering the relative importance of the used features to improve the classification.  
 

A model for recalibrating credibility in different contexts and languages - A twitter case study. 
A. A. AlMansour et.l[3] intended a model for recalibrating credibility in different contexts and languages. Due to the growing 
dependence on the WWW User- Generated Content (UGC) as a primary source for information and news, the research on web 
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credibility is becoming more important and more prone to threat. So this work proposes a general model to assess information 
credibility on UGC different platforms, including Twitter. 
A Novel Prevention Mechanism for Sybil Attack in Online Social Network. 
Majed AlRubaian et.l[4] suggested Sybil Defense Techniques in Online Social Networks which is a Survey regarding the problem of 
malicious activities in online social networks, such as Sybil attacks and  use of fake identities.  In this paper, they provide a 
comprehensive survey of literature from 2006 to 2016 on Sybil attacks in online social networks and  they have reviewed existing Sybil 
attacks,  in the context of online social networks.  then they have provided a new taxonomy of Sybil attack defense. 
 
Interactive interfaces for complex network analysis: An information credibility perspective. 
J. Schaffer et.l[5]  Interactive interfaces for complex network analysis: An information credibility perspective This study reveals about  
the impact of visualization and interaction strategies for extracting quality information from  complex networks such as microblogs. 
Interactive node-link graph and a novel approach are the two approaches, where content is separated into interactive lists based on data 
properties. These two approaches are applied to overcome the problem of extracting quality information from complex networks. 
 
 
 

3. DESIGN OF RELIABLE  SYSTEM FOR FILTERING  MALICIOUS  CONTENT 

A reliable system for filtering malicious information on twitter incorporates four components which is as depicted in the fig 3.1 
and the incorporated components are: 1)Reputation of social network 2)User acceptance level 3)Feature ranking algorithm 
4)Reliable classifier engine. 
 These components work in an algorithmic form to access, analyse and validate information and this is passed as input to decision 
based threshold (Dth).If Dth > 80 the information is rejected being malicious otherwise the information is accepted which are the 
reliable tweets. These results are stored in database which can be accessed for future use. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
                            Figure 3.1: A Reliable system for filtering malicious information on twitter. 
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The working of reliable system involves the following units:- 
Social Network:- It’s a dedicated website which enables individuals to communicate with each other by posting information, 
comments, images, messages etc. 
For example:-twitter,facebook,whatsapp,instagram  
Tweet Collector:- It is a component responsible to collect the recent tweets from twitter using search and stream APIs.   
Analyser :- comprises of four components which are user reputation, feature ranking, reliable classifier and user acceptance .These 
components work in an algorithmic form to access ,analyse and validate information collected from twitter . 
Decision Based Threshold(Dth):- The results of analyser are fed to decision based component,where the threshold value is set to 
80(which represents the total number of tweets collected from twitter). If  Dth>80 the information  is rejected being malicious 
otherwise when Dth<80 the information is accepted. 
Database:-  The validated  results are stored in a database which can be accessed for future use. 

 
 

4. ALGORITHM   DESIGN  AND IMPLEMENTATION 

ANALYSIS OF  USER RELIABILITY  AND REPUTATION. 
 
User reputation component verifies the reliability of the users and how far the information tweeted by these reputed users is 
trustworthy. Consequently, in this process we calculate reputation score (R) and the steps for calculating R is as followed; 
 
Algorithm:- 
 
Step 1: procedure CalcUserReputation (User, Tweets) 
Step 2: If  Tweets is empty then return 0 
If  User is verified then return 1 
Step 3: For each u ∈ User , Calculate  Users Activity  Influence and Sentiment History 
* UserActivity   IP(ui)=∑u€U, p€P t

Pui / |T| 
Where I is initial activity, p is particular topic, ui is ith user, T is tweets. 
* UserInfluence  UIp€P=SPP(ui)+ IP(ui) 
Where SP is social popularity. 
* UserSentimentHistory  ∆ui=∑ Tui 

+ /  ∑ Tui 
+ + ∑| Tui 

-| 
Where Tui 

+  is positive tweet of ith user, Tui 
– is negative tweet of ith user 

Step 4: The reputation R is given by, 
R= sentiment history (SH) * user influence (UI) 
Step 5: End process 
  
PRIORITIZING FEATURES BASED ON RE-TWEET COUNT. 
 
Feature ranking component returns the reliability of tweets, i.e, it tells us how far a tweet can be trusted based on re-tweet counts. 
Higher the re-tweet count for a tweet more the particular tweet can be trusted. Judgement matrix for feature ranking (FR) 
consisting features (F) are given as follows 
 
 
                     1  f12  …  f1n 

                               f21  1  …  f2n 

 

F(R) =                          
                                fn1    fn2   … 1   
 
 
Algorithm 
Step 1:Procedure FEATURERANK(FR) 
Step 2:For each column C € FR 
Step 3:Normalizing features is given by (S)  where , S               ∑i€c (Fi) with respect to the row. 
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Step 4:End for. 
Step 5:for each feature Fi € FR 
Step 6:FR^              normalizing FR by dividing each entry on S 
Step 7:calculate a list of all the ranked features with respect to  
   

      RC=     nπj=1   f ij
 1/n  

                 

                n ∑i=1  
n
πj=1f ij

   1/n     

 
 
       Step 8:End for 

Step 9:RF           create a list of all the ranked features with respect to RC 
Step 10:return RF 
Step 11:end procedure.  
 
 
 

       CLASSIFICATION OF TWEETS. 
 

The main aim of reliable classifier engine is to classify positive, negative and neutral tweets and eliminates the negative tweets. 

The classification is based on naive baye’s concept. 
 

    P(A/C)  =  P(C/A) P(A) 
         
                         P(C)    
 
Where, 
 A is feature or attribute of training data, 

 C is conditions applied on training data, 

  P(A/C) is probability of  attribute based on  condition. 

  P(C/A) is probability of  condition based on attribute. 

  P(A) is probability of attribute. 

  P(C) is probability of condition. 

 

      The following function shows the classification of positive and negative tweets. 
 
<p class="postweet">//for positive tweets 
<% 
out.print("@" + tweet.getUser().getScreenName() + " - " + tweet.getText()); 
set--; 
} 
} else if (score <= -1) { 
neg++; 
if (set > 0) { 
%> 
</p> 
<p class="negtweet">//for negative tweets 
<% 
out.print("@" + tweet.getUser().getScreenName() + " - " + tweet.getText()); 
set--; 
} 
} else if ((score < 1) && (score > -1)) 
{ 
neu++; 
if (set > 0) { 
%> 
</p> 
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USER SEARCH HISTORY ANALYSIS. 
 
In user search history analysis we determine the topic of interest of a particular user based on their respective search history. The 
frequently searched topic in the user’s search history will be the most reliable topic for the user by this we can obtain the set of 
tweets which are more trustworthy from the user point of view. 
 
The following function is used to access user’s sentiment history 
<center><h4>Get User Sentiment Search History </h4></center> 
<div class="center btmspace-80"> 
<% 
ConfigurationBuilder cf = new ConfigurationBuilder(); 
cf.setDebugEnabled(true) 

       .setOAuthConsumerKey("aV8lanFby7bTEMl2JXfJPiuB7") 
.setOAuthConsumerSecret("3Di9ULBEzWt1PJUtCgvUnU7vXvvVE74cdxrNA7pfVeF1sTSSty") 
.setOAuthAccessToken("759307560369303553-X1kMf7u6BapUEMqQIQRMaR9fCuXgoyd") 
.setOAuthAccessTokenSecret("awCfmbazBXRyk1ddMF7sUaCSD1XkR4cYc6T7QsAncpC2g"); 
TwitterFactory tf = new TwitterFactory(cf.build()); 
twitter4j.Twitter twitter = tf.getInstance(); 
java.util.List<Status> status = twitter.getHomeTimeline();  % 
 

5. RESULT’S DISCUSSION 
 

We validate our system on different datasets of Twitter content, Our results show that the system which involved a reputation-
based component , reliable classifier engine, user acceptance component and feature ranking algorithm provides a significant and 
accurate reliability assessment. The major outcomes of our proposed system is that on validating information with respect to error 
rate the impact of malicious information will be reduced by 24% when compared to existing system. 
We are assessing the recent tweets from twitter using stream and search API. 
The figure 5.1  illustrates the example of assessing the recent tweets from the twitter. 
 

 
 

Fig 5.1 : Example for extracting recent tweets from twitter. 
 
 

Here we rank the tweets based on retweet count. Higher  the retweet count more the trustworthy of the tweet.  
In the fig  5.2, the topic NDTV has the highest retweet count of 6. Therefore it is more reliable when compared to other tweets.   
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Fig 5.2 : Features ranked based on re-tweet count. 
 

 
 
Fig 5.3 gives the sample output of user reputation where the reliability of user is verified based on reputation score. So here the 
reliable user is ht with the highest reputation score of 795858. 
 
 

 
 
 

Fig 5.3: Tweets based on user reputation score. 
 
 

This component classifies the positive, negative and neutral tweets and eliminates the negative tweets.  
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Fig 5.4: This snapshot illustrates searching of tweets  
 

 
 

The result of the topic tsunami has 33.33% of positive and 33.33% of negative tweets as shown in the fig 5.5. 
 
 

 
 

Fig 5.5: Classification of positive and negative tweets for the topic tsunami. 
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In fig 5.6 we notice that the negative tweets are eliminated for the tsunami  
 
 

 
 

 
 
 

                                                       Fig  5.6: Elimination of negative tweets for the topic tsunami 
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Fig 5.7 gives idea about the user’s preferences based on their search history. In this example the users most search topic is csk.   
 
 
 

 
 

 
 
 
 
 

                                                                                      Fig 5.7: User’s search history. 
 
 

Fig 5.8 gives the performance of reliable system for filtering malicious content which is in the form of a pie chart. This pie chart gives 
the comparison of proposed system with the existing system. Here we notice that the proposed system shows the greater efficiency 
compared to existing system. 
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                                                     Fig 5.8:Performance of reliable system for filtering malicious content 
 
 
 

6. CONCLUSIONS AND FUTURE WORK  
 

Conclusions: 
Social networks like twitter, facebook etc play a vital role in exchanging information among people. The information exchanged 
through these social networks maybe malicious and it may have an adverse affect on the sentiments of people. 
To overcome the dissemination of malicious information which affects the sentiment of the people we proposed a reliable system 
which includes four components integrate together and work in an algorithmic form as a result of which we can observe that  the error 
rate is reduced  by 24%. 
 
Future work: 
The system can be improved and extended with the following aspects in future: 

o The system which is getting implemented with four major components to reduce malicious information is best suited and 
possibly the most essential design which could have happened now. 

o In future by the technology being changed or there are things invented everyday, there are expectations that the malicious 
information could be further reduced by more than 24%. 

o Also in future our system can be programmed as a weapon to identify the inconsistent users who are frequently tweeting 
malicious information. 

o The system can be implemented with different features, one of them is elimination of negative tweets prior it is being posted. 

 
 
. 
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Abstract :  MRCP-RM: Big Data is the problem raised due to large storage of dataset and traditional data processing .Data 
processing from large set of data holds great disadvantages over time constraint ,in order to overcome this constraint 
Deadline(priority scheduling) is introduced in this research. The method for Resource Allocation and Scheduling of Map 
Reduce Jobs with Deadlines, which  focuses on resource allocation and scheduling of MapReduce jobs according to 
client’s requirements. Big data is the domain used for resource allocation and scheduling of jobs. Parallel processing on 
distributed data of commodity hardware in a reliable, fault-tolerant manner. An open stream of MapReduce jobs with SLA 
(Service Level Agreement) on a distributed computing environment i.e. HDFS (Hadoop Distributed File System). Hadoop 
distributed file system allows  storing and effective retrieval of data. Existing Hadoop scheduler do not support completion 
time guarantee and performance of completion of jobs is less. Algorithm used is MRCP-RM (MapReduce Constraint 
Programming based on resource allocation). MRCP-RM not only maps all the newly submitted jobs but also remaps the 
tasks of jobs that have previously been executed but have not started executing. Scheduler consists of MRCP-RM code in 
which the data are sorted and shuffled and deadline control is achieved by setting job priorities at scheduling phase. The 
goal of this project is to enhance the performance, scalability and throughput over deadline control by 15% to 18%. 

 
 

Index Terms—Resource allocation, constraint programming and scheduling of jobs. 
________________________________________________________________________________________________________ 
 
 

1. INTRODUCTION 

Big Data is the term that refers not only to the large volumes of data but it is also concerned about the complexity of the data and the 
speed at which it is getting generated. It is generally described by using three characteristics, widely known as 3 V's: 

• VOLUME 
The size is one of the characteristics that define big data. Big data consists of very large data sets. However, it should be noted that it is 
not the only one parameter and for data to be considered as big data, other characteristics must also be evaluated. 

• VELOCITY 
The speed at which the data is being generated is an important factor. For example, in every one second thousands of tweets are 
tweeted on microblogging platform, Twitter. Even if the size of each individual tweet is 140 characters, the speed at which it is getting 
generated makes it an eligible data set that can be considered as big data. 

• VARIETY 
Big data comprises data in all formats: structured, unstructured or combination of both. Generally, it consists of data sets, so complex 
that traditional data processing applications are not sufficient to deal with them. All these characteristics make it difficult for storing 
and processing big data using traditional data processing application software's. Two papers published by Google, build the genesis for 
Hadoop. Hadoop is an open source frame-work used for distributed storage and parallel processing on big data sets. Two core 
components of Hadoop are: 

• HADOOP DISTRIBUTED FILE SYSTEM (HDFS) 
Used for distributed storage of data. The input file is first split into blocks of equal size except the last block which are then replicated 
across Data Nodes. Currently, default block size is 128 MB which was previously 64 MB and default replication factor is 3. Block size 
and replication factors are configurable parameters. 

• MAPREDUCE 
For parallel processing on distributed data on cluster of commodity hardware in a reliable, fault-tolerant manner. 
A MapReduce job usually splits the input data-set into independent chunks which are processed by the map tasks in a completely 
parallel manner. The framework sorts the outputs of the maps, which are then input to the reduce tasks. 
There are plenty of resources available that describe the detailed architecture of Hadoop and about how it works. Anyone who is not 
aware about what Hadoop is at all and how it can help manage big data is suggested to get a basic understanding of it before continuing 
here since basic understanding of Hadoop is required to understand the concepts discussed in following sections. 
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2. LITERATURE REVIEW 
 

 Deadline-based Workload Management for MapReduce Environments: Pieces of the Performance Puzzle. 
Author: Abhishek Verma, Ludmila Cherkasova, Vijay S. Kumar, Roy H. Campbell. 
Design of new schedulers for Mapreduce environment to enhance the workload management for processing Mapreduce jobs with 
deadlines. A policy for job ordering in the processing queue. Allocation and de-allocation spare resources in the system among the 
active jobs. 
 
Engineering Resource Management Middleware for Optimizing the Performance of Clouds Processing MapReduce Jobs with 
Deadlines 
Norman Lim, Shikharesh Majumdar, & Peter Ashwood-Smith 
Software packages to formulate and solve the matchmaking and scheduling problems. High resource utilization and adequate revenue. 
Achieve high system performance. 
 
A Constraint Programming-Based Resource Management Technique for Processing MapReduce Jobs with SLAs on Clouds 
Peter Ashwood-Smith Norman Lim and Shikharesh Majumdar. 
Effective technique for resource management on clouds for jobs characterized by an end-to-end SLA comprising an earliest start time, 
execution time, and deadline. 
 
Scheduling in MapReduce-like Systems for Fast Completion Time 
 Hyunseok Chang, Murali Kodialam, Ramana Rao Kompella, T. V. Lakshman, Myungjin Lee, Sarit Mukherjee 
A linear program that minimizes the job completion times to solve the problem. Achieve feasible schedules within a small constant 
factor of the optimal value of the objective function. 

 
MARLA: MapReduce for Heterogeneous Clusters 
 Zacharia Fadika 1, Elif Dede 2, Jessica Hartog 3, Madhusudhan Govindaraju 
Efficient and swift processing of large scale data with a cluster of compute nodes. Performing well not only in homogeneous settings, 
but also when the cluster exhibits heterogeneous properties. 
The performance gains exhibited by our approach against Apache Hadoop and MARIANE in data intensive and compute intensive 
applications. 
 
 

3. SYSTEM ARCHITECTURE 

      
                                          Figure:3.1 
 
HDFS(STORAGE): 

HDFS is designed for storing very large files with streaming data access and running on clusters of commodity hardware. 
A dataset is typically generated or copied from source and then various analysis is performed on that data set over time. 
MAPREDUCE(COMPUTATION): 
Map –Reducing is a processing technique that allows scalability across hundreds or thousands of servers in a Hadoop clusters. 
Map-Reduce algorithms contain two important tasks map and reduce. The shuffle and sort process is dependent mainly on value of data 
sets, At last we are scheduled and Map-Reducing jobs 
JOB TRACKER: 

This resides in master node and is responsible for accepting job compliances from clients scheduling task to run on nodes, and 
providing executive functions such as condition and task progress watching to the bunch. 
TASK TRACKER: 
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This accepts task from the JobTracker, initiate to the user program to execute these jobs locally and reports are sent to the JobT 
immediately. 
NAMENODE (MASTER NODE): 

The name node is a master of all daemons and is use to map the block and store file in HDFS format. 
SECONDARY NAME NODE: 

Performs name node operation log check point. Acts as a backup for Name node 
DATA NODE (SLAVE NODE): 

The Data Node is used in creation, insertion and deletion of data or files based on the order of name node. 
 
Data flow diagrams: 

 
DFD-L0: 

 
                                    Figure:3.2 
 
DFD-L1: 

 
                                     Figure:3.3 

 
 
DFD-L2: 

 
                                   Figure:3.4 
 
Data Flow: 
The data flow diagram shows the flow  of data from end user to appliances. The user has to register using user id and password in order 
to submit the query in the cloud server. The query will be processed using process user query event. The HDFS redirects the query to 
the task scheduler which resides in the Name Node. 
The task will be scheduled and directed to the data node. The jobs are scheduled and submitted back to task scheduler. The chunks of 
data are merged and the results are produced to user 
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4. MODULE SETS 

 
                                     Figure:4.1 
 
Admin/User: User logs into system using user-id and password. Authorization is needed to identify the user. Only authenticated users 
can access the system. Admin/User has to start all Hadoop services. 
HDFS:  It is used to store files in distributed manner. Namenode has meta data where as Datanode will be having actual data. All the 
input files are stored  from local to hdfs using commands. Files are stored inform of chunks, default size is 64MB and can vary upto 
1024MB. Replication Factor is 3. Parallel processing is done, to extract data from HDFS. 
Map Reduce:  It produces key; value pairs. It consists of 3 classes Mapper, Reducer and Driver class. Driver class is a main class used 
during compilation. It provides key and value pairs for given input files and also removes duplication. All programs are compiled here 
using JAR files, Driver class name, Input file and Output directory. 
Scheduling: Each JAR file generates unique job-id. Priorities to each job-id is assigned according to client’s/user requirement. It 
prioritizes each jobs and executes it as early as possible by increasing scalability and throughput. 
 

5. IMPLEMENTATION 

STEP: 1 
• User login’s to system. 
• Opens terminal and starts all hadoop services using “start-all.sh” command. 
• 3 times password should be entered to start all the services. 
• Using “jps” command, we can check all the hadoop daemons running and also to check the activities of all the nodes. 

 

 
                                      Figure:5.1 
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STEP: 2 

• Hadoop uses HDFS to store files in form of chunks. 
• Create a directory under root, where all the input data is to be stored. 
• Using “cd” change the directory, where input data is stored. 
• Using “hadoop fs –put filename.extension /(enter)” command, load all the required input data files from local to hadoop 

(HDFS). 
• Open browser and type http://localhost:50070. 
• Click on Browse File System to see whether the files are load into hadoop(HDFS). 

 
STEP: 3 

• In this, we have totally 4 programs i.e. 
1. Map Reduce. 
2. Partitioner. 
3. Frequency. 
4. Distinct. 
• Create jar files of these programs using Eclipse. 
• In terminal, using “hadoop jar /root/name_of_jar.jar driver_class_name / input_file /output_directory” to execute the input 

files using jar files. 
• For each program single job-id will be created. 
• Change the configuration of fair scheduler and mapred xml files in filesystem/usr/local/Hadoop/conf folder. 
• Reboot the system once configuration are changed. 
• Run the jar files once again  
• Using “hadoop job –list” command check currently running jobs. 
• Once the job-id is created. 
• Set priority to jobs using “hadoop job –set-priority”. 
• Valid values for priority are : VERY_HIGH, HIGH, NORMAL, LOW, VERY_LOW. 
• Syntax is “hadoop job –set-priority values job-id”. 

 

 
 
                                                      Figure:5.2 
STEP: 4 

• Open browser and type http://localhost:50030. 
• Click on completed jobs to view the output.  
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                                         Figure:5.3 
 

 
                                            Figure:5.4 
 

6. EXPERIMENTAL RESULTS 

In this research there are three jobs given as input logs i.e., tags.csv,movies.csv,ratings.csv. These file consist details like movie 
id,timestamp,ratings,year,type of movies . 
The final browser screen would appear with columns as JOBID,STARTED,PRIORITY,USER,NANE,MAP AND COMPLETED 
REDUCE TOTAL,REDUCE COMPLETE. The job id is unique for every job. This id will display the starting and ending time of the 
job.The priorities are like HIGH,VERY HIGH,NORMAL,LOW,and VERY LOW. 
The priority is set during scheduling. 
 
SCALABILITY: 

 
                                   Figure:6.1 
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Existing system takes more time to complete 5 jobs because of low priority, whereas in proposed system it takes less time to complete 
5 jobs because we are setting priority to high. Thus we are able to complete more number of jobs compared to existing one. With extra 
15% to 18% efficiency than existing one.  
 
THROUGHPUT: 
 

 
                                           Figure:6.2 
It takes less time to complete jobs. Thus we can complete extra 15% to 18% of the jobs early compared to existing system. 

 
7. CONCLUSION AND FUTURE WORK 

 
The goal of this research is devising effective matchmaking and scheduling techniques for efficiently processing an open stream of 
MapReduce jobs with SLAs on a distributed computing environment with m resources, such as a private cluster or a set of resources 
acquired a priori from a public cloud. A key research objective is to achieve high system performance while ensuring matchmaking and 
scheduling overhead is low. A constraint programming based resource management technique called MRCP-RM that can efficiently 
perform matchmaking and scheduling of an open stream of MapReduce jobs with SLAs .A constraint programming based resource 
management technique called MRCP-RMD that can efficiently perform matchmaking and scheduling of an open stream of MapReduce 
jobs has been implemented. The implementation was successful with effective prioritization of jobs; hence one can infer that hadoop is 
apt when it comes to resource allocation and management. 
Demonstration of effectiveness as reflected in the ability to achieve high system performance while incurring a small overhead was 
possible 
Following achievements were made: 
1Throughput control. 
2) Improved Scalability. 
3) Effective usage of resources. 
All the factors mentioned above leads to customer satisfaction and also helps cut costs for the company by effective resource 
management. 
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ABSTRACT
Quantum spot Cell Automata (QCA) based reversible method of reasoning is the foundations of
creating nanotechnological figuring structures. It ensures enormously low power usage with
high thickness and working repeat. Programmable reversible method of reasoning is ascending
as an approaching basis arrangement style for execution in present day nanotechnology and
quantum preparing with unimportant impact on circuit warm period. Late advances in
reversible method of reasoning using and quantum PC figuring mull over improved PC building
and math basis unit designs. This work focuses on plan of a powerful reversible ALU
(Arithmetic Logic Unit) and its affirmation in QCA. We have considered existing 3 × 3 M-R Gate
as the essential building block, a 4*4 reversible method of reasoning entryways (M-R Gate with
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Abstract

Images obtained from underwater are usually degraded due to the environmental conditions. Some of the typical degradation factors include turbidity

and color degradation. These degradations can be attributed to the absorptive and scattering properties of underwater degradation in terms of optical

parameters, such as modulation transfer function (MTF), optical transfer function (OTF),point spread function (PSF), and color constancy. In this paper, we

use the CODE V optical simulation software to mimic underwater conditions and model the imaging platform, thereby studying various parameters, such

as PSF and MTF, and we use the PSF to remove the underwater turbidity. Experimental results show increased performance with the algorithm,

compared to other existing methods.
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I. Introduction
Images are the key causes of information. Catching an image accurately
as it seems in the actual world remains very challenging and
unbearable. The excellence, however, of underwater imageries stays
still poorer than that report in the airborne meanwhile restrictions
enforced by physical possessions [1] of the water medium. In case of
taking photographs or imaging schemes these are formed by distorting
act began due to unsuitable converging of camera lens and huge
quantity of separable elements in water, noise, the discrepancy in the
illumination of image, poor perceptibility due to light reduction, bluish
presence etc. To progress the excellence of the underwater image we
go for image restoration or image de-blurring or image deconvolution to
assessment or improve an original imageries from a distorted or
degraded appearance. Undertaking this usually entails constructing
scientific representations of the degradation and using several signal
processing systems. We propose an effective and active means termed
image restoration whose ultimate objective is to develop the accurate
picture from the retrieval of a deteriorated image and the actual target
from the inversion of attained evidence to evaluate the novel imageries
commencing the distortions or degradations. To contract through
underwater imageries, former we entail towards learning the physical
properties of water as intermediate which mostly reasons the distortion
possessions normally existent in typical imageries like air. The
perceptibility of underwater imageries stays unfortunate owing to bright
reduction by way of consequence ailing cloudy. Huge quantity of specific
elements in underwater normally that is imperceptible to unprotected
eye by means of floating elements roots the muddiness or dimness
named as Turbidity to outcomes in distorting or mixed with noise,
causing in decreased image eminent structures. The distortion in
underwater imageries similarly happens owing to defocusing and
inappropriate principal point. The perceptibility range can be enlarged
with non-natural lighting incline to illumine the act popularly not same,
creating a luminous spot in the midpoint of appearance by way of unwell
illumined part adjoining it. In underwater, for instance the quantity of light
diminishes while we drive shallower and shallower the color lessens
which rest continuously their wavelengths and only blue hue journeys
extended submerged owing towards little wavelength and this creates
the underwater imageries intensely controlled through blue hue. The key
problems arise in submerged imageries are muddling, blaring, reduced
perceptibility, little divergence, hue lessened. However we stay typically
on distortion and blaring imageries. Underwater images are intensely
degraded by causes which reasons blur and noisy in images are optical
properties in water medium, turbidity (haziness or cloudiness)
defocusing (out of focus) and these are united into unique function
called Point Spread Function (PSF). The problem statement is specified
through

y = Hx + n (1)
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In this paper, we incorporate an underwater deblurring method for the minimization of an
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Exploring the ocean underneath has always been an area of great scientific and environmental
concern. However, the study of underwater environment was very difficult due to the extreme
conditions. Undersea descriptions undergo severe distortion attributed to absorptive as well as
scattering properties. Absorption substantially removes illumination, whereas a ray of light redirected
in several path when it interacts by substance. Because of these, undersea descriptions encompass
blur as well as color loss. In this paper we suggested an effective technique namely, a turbidity
removal method for deblurring the image. If the deblurred image has a lighting problem, we make use
of a color-correction method to find the clear image. Our substantial qualitative and quantitative
assessment expose that the proposed algorithm progress the excellence as well as lessen color
distortion loyally, also improves the state-of-the-art undersea technique. © 2018 Advances in
Science, Technology and Engineering Systems. All rights reserved.
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December 2018 · International Journal of Engineering & Technology 7(4.38):944
DOI: 10.14419/ijet.v7i4.38.27614

Chrispin Jiji · Nagaraj Ramrao

Research Interest - -
Citations 0
Recommendations 0 new 0
Reads 1 new 9
See details

Abstract and figures

Overview Stats Comments Citations References (22)

Download
Share More

Pictures confined in underneath are often yield limited visibility and low dissimilarity due to haze in
undersea. Existing approaches enhance pictures but frequently undergo noise issue; this paper
presents a hybrid method for solving mage enhancing difficulty in frequency domain. Firstly, we
propose locally adaptive Non locally robust regularization to deblur the image. The deblurred image
has small gray-level rate in any color channel. Secondly we used an open dim channel scheme to
increase visibility in low-intensity rate. Thirdly, gradient guided filter to enhance the details. Later, we
use the soft-thresholding process to decrease noise in high-intensity rate to advance texture
information. Finally, image is well enhanced via wavelet domain gradient guided filter. The projected
technique intends to raise perceptual visibility, keep extra texture information as well lower noise
effect. The performance evaluations prove that projected scheme give up better results by existing
methods.
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John Y. Chiang · Ying-Ching Chen
Light scattering and color change are two major sources of distortion for underwater photography.
Light scattering is caused by light incident on objects reflected and deflected multiple times by
particles present in the water before reaching the camera. This in turn lowers the visibility and…

5,335 Reads · 543 Citations

A Novel Technique for Enhancing Color of Undersea Deblurred Imagery

Article Full-text available

January 2018
Chrispin Jiji · Nagaraj Ramrao

Exploring the ocean underneath has always been an area of great scientific and environmental
concern. However, the study of underwater environment was very difficult due to the extreme
conditions. Undersea descriptions undergo severe distortion attributed to absorptive as well as…
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To address the issues of false candidate atmospheric light, halo effects and color distortion in sky
regions, a physically plausible single image dehazing algorithm is proposed based on texture
filtering. First, gamma correction based preprocessing is applied to the luminance channel of the…
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Image haze removal using dark channel prior is prone to encountering color distortion in sky and
brightness region. To solve the problem, we proposed an improved method based on inverse image
and dark channel prior. Firstly, we applied inverse image to estimating a new transmission map. Th…
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ABSTRACT
The experiment was composed of 25advanced rice
genotypes with three replications in RCBD conducted in
Agricultural and Horticultural Research Station,
Ponnampet, University of Agricultural and Horticultural
Sciences, Shivamogga.  The traits panicles per square
metre and yield kg/ha had higher GCV and PCV as well as
high genetic variability and phenotypic variability. Yield
kg/ha had high heritability coupled with GCV and PCV.
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Rice (Oryza sativa L.) is regarded as one of the major
cereal cropswith high agronomic and nutritional importance.
It is a major sourceof human food for more than half of the
world’s population [1].Rice is a self-pollinated cereal crop
belonging to the familyGramineae (Synomym-Poaceae)
under the order Cyperales and classMonocotyledon having
chromosome number 2n=24 [1]. The genusOryza includes
a total of 25 recognized species out of which 23 are
wildspecies and two, Oryzasativa and Oryzaglaberrima
are cultivated [2].It can survive as a perennial crop and can
produce a ratoon crop forup to 30 years but cultivated as
annual crop and grown in tropical andtemperate countries
over a wide range of soil and climatic condition. Rice and
agriculture are still fundamental to the economic
development of most of the Asian countries. Riceplays a
central role in politics, society and culture, directly or
indirectlyemploys more people than any other sector.
Farmers need to achieve goodyields without harming the
environment so that they can make agood living while
providing the rice-eating people with a high-
quality,affordable staple. Underpinning this, a strong rice
research sector canhelp to reduce costs, improve
production and ensure environmentalsustainability. Indeed,
rice research has been a key to productivity andlivelihood.

Yield enhancement is the major breeding objective in
rice breedingprogrammes and knowledge on the nature and
magnitude of the geneticvariation governing the
inheritance of quantitative characters like yieldand its
components is essential for effective genetic improvement.
Acritical analysis of the genetic variability parameters,
namely, GenotypicCoefficient of Variability (GCV),
Phenotypic Coefficient of Variability(PCV), heritability and
genetic advance for different traits of economicimportance
is a major pre-requisite for any plant breeder to work
withcrop improvement programs. The present investigation
was undertakenin this context to elucidate information on
variability, heritability,genetic advance, character
associations and path of effect in promisingrice genotypes.
A good knowledge of genetic resources might also helpin

identifying desirable genotypes for future hybridization
program.

MATERIAL AND METHODS
The experiment was carried out during kharif, 2012 at

Agricultural and Horticultural Research station, Ponnampet
under University of Agricultural and Horticultural Sciences,
Shivamogga, Karnataka. The material comprised of 25
advanced rice genotypes(Table 1)  sown in a Randomized
Complete Block Design with three replications with spacing
of 20 x 15 cm. Data were recorded on five randomly selected
plants in each  entry in each replications for the traits days
to 50% flowering, Plant height (cm), Productive tillers/m2

and Yield kg/ha. The data subjected to INDOSTAT software
to estimate Genetic coefficient of variation (%), phenotypic
coefficient of variation (%), Heritability (%) (Broad sense),
Genetic Advance and Genetic Advance as percent of mean.
The estimates for variability treated as per the categorization
proposed by Siva Subramanian and Madhavamenon
[4],heritability and genetic advance as percent of mean
estimates according to criteria proposed by Johnson et
al.[2].

RESULTS AND DISCUSSION
In the present experiment, analysis of variance

revealed the existence of significant differences among
genotypes for all traits studied. The mean, variability
estimates i.e., Genetic coefficient of variation (%),
phenotypic coefficient of variation (%), Heritability (%)
(Broad sense), Genetic Advance as percent of mean are
presented in Table 2.  All traits under studied have higher
phenotypic coefficient of variation than genotypic
coefficient of variation. The magnitude ofphenotypic
coefficient of variation and genotypic coefficient of variation
was moderate to highfor the traits panicles per square metre
and yield [3, 5]. The high PCV observed for yield per hectare
[5]. The high GCV obtained for number of panicles per square
metre indicating the improvement is possible through
selection. Genotypic coefficient of variation measures the
extent of genetic variability percent for a trait but does not
assess the amount of genetic variation which is heritable.
Heritability estimates were high for all the characters. The
heritability estimates along with genetic advance can be
useful to predict effect of selection in selection programmes.
The traits like days to fifty percent flowering, yieldkg/ha
[7] and Plant height (cm) exhibited higher magnitude of
genetic advance as percent of mean.  The traits plant height
(cm), days to fifty percent flowering, panicles per square
metre and yield kg/ha have high heritability along with
genetic advance as percent of mean indicate that these
characters attributable to additive gene effects which are
fixable revealing that improvement in these characters would
be possible through direct selection.
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Table 1. List of advanced rice genotypes used in Experiment.

Serial number Genotypes Serial number Genotypes 

1 IET 22164 14 IET 22486 

2 IET 22155 15 IET 22489 

3 IET 22199 16 Samba Mahsuri 

4 Tunga 17 Swarna 

5 IET 22461 18 IET 22862 

6 IET 22462 19 IET 22260 

7 IET 22223 20 IET 22264 

8 IET 22439 21 IET 22458 

9 IET 22477 22 IET 22859 

10 IET 22490 23 CRHR-32 

11 IET 22488 24 IET 23486 

12 IET 22493 25 BPT 5204 

13 IET 22449   

 

Character Mean Range  Genetic 
coefficient of 
variation 
(%) 

Phenotypic 
coefficient of 
variation (%) 

Heritability 
(%) 

Genetic 
advance (%) 

Genetic advance 
as percent mean 

Days to fifty 
percent 
flowering 

115 91-140 10.90 11.04 0.98 25.88 22.46 

Plant 
height(cm) 72 52-102 17.78 18.40 0.93 25.18 35.44 

Panicles per m2 398 185-581 21.05 23.65 0.80 154.00 38.66 

Yield kg/ha 3538 1936-6773 31.6 32.36 0.95 2248.00 63.54 
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Abstract 

In forest environments, aquatic micro fungi play a critical role in organic matter breakdown. These microorganisms break 

down refractory substances like lignin, allowing the microbial population to effectively use organic material. In Pachamalai 

rainforest streams, the primary inflow of allochthonous organic materials occurs in the autumn and is enriched with luxurious 

microbiota.Our study aimed to determine the relationship between microbial biomass and extracellular enzymes from the 

streams of Pachamalai forests. The physicochemical properties of leaves and the activity of the microbial flora on the organic 

matter degradation were also determined.The C: N, C: P, and N: P biofilm molar ratios were calculated based on the total N, 

P, and C contents of two leaves species viz. Morinda tinctoria and Pongamia pinnata eaves. The hydrolytic and oxidative 

enzyme activity of the leaf substrata was analysed by earlier know methods.Morinda tinctoria leaves had a faster breakdown 

with a decrease in leaf toughness relative to P. pinnata. Extracellular enzyme assays revealed that M. tinctoria had higher 

hydrolytic enzyme activity when compared to P. pinnata.From our study, it is conclusive that the microbiota associated with 

both the leaf species have significant extracellular enzymatic activity in degrading the polysaccharides and lignin. This plays a 

significant role in the stream biota and influences the ecosystem. 

 

Keywords: Extracellular enzymes, forested stream, sporulation, microbial biomass, Morinda tinctoria, Pongamia pinnata 

1. Introduction 

     Small streams to huge rivers, running waters usually occur in a wide range of climate, vegetation, 

terrain, and geological conditions (Allan J et al., 1995). Several studies have found persistent variations 

in biogeochemical features, hydrological parameters (Gasith et al., 1999) and biological structure and 

function across streams from different biomes and ecoregions. One of the most intriguing topics in 

earth sciences is the close interaction between abiotic conditions and the soil biosphere, which has 

enormous consequences for both environmental and human health (Van Elsas et al.,2008). It is not 

astonishing that the soil formation with a high degree of fertility is the consequence of hundreds of 
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years evolution of the soil due to the complex interactions between various factors (Harrison et 

al.,2008). The soil matrix, as well as chemical and physical characteristics of soils, such as the quality 

and amount of soil organic matter, pH, and redox conditions, have a significant impact on the form 

and function of microbial communities in soils (Lombard et al.,2011) . The size of the channel, the flow 

of water, and the form of the banks influence the development of biological communities(Allan J et al., 

1995). Microbial communities may form in both organic (wood and leaves) and inorganic (coobles, 

gravel, rocks and sand) stream benthic substrata, and are comprised of algae, bacteria, fungi, and 

protozoa embedded in an extra polymeric material matrix( Locket al.,1984). The community structure 

and function may change depending on the presence of various microbial species in the substratum 

(Romani et al., 2000). One of the primary factors of stream water chemistry may be the chemical 

composition of particles in the watershed(Berner et al.,1987) . Microbial diversity in lotic settings is 

less often researched than in marine and lake ecosystems, according to a recent report of microbial 

diversity studies in aquatic habitats(Zinger et al.,2011) . With landscapes, streams and rivers are the 

foci of microbially mediated carbon (C) and nutrient metabolism(Valarmathy et al.,2017). Before the 

advent of molecular techniques, bacterial diversity was particularly difficult to characterize, beyond 

distinguishing gram-negative from gram-positive organisms or doing plate counts on selective 

medium(Milner et al.,1984) . In the stream ecosystem, fungi and bacteria are the primary producers of 

extracellular enzymes responsible for polysaccharides hydrolysis, lignin oxidation, breakdown of 

peptides, and organic phosphorus compounds peptides(Romani et al., 2014) . Physical forces, as well 

as the activities of microbes such as aquatic hyphomycetes, promote leaf degradation in 

streams(Barlocher,1992) . The activities of these organisms accompanied by chemical reactions, 

cause changes in litter quality (e.g., increases in N and P concentrations) and loss of litter mass. To 

evaluate microbe colonization patterns (Gessner et al.1993) , to assess the ecological state of the 

stream ecosystem(Panet al., 1996) , and to study the interactions between microbial groups and 

species in the group, a community composition investigation is essential(Rieret al., 2001 ; Gulis et al., 

2003) . It seems easier to identify algal and fungal species up against the bacterial diversity in the 

streams. 

 Our study aimed to determine the relationship between microbial biomass and extracellular enzymes 

from the streams of Pachamalai forests. It will also give an insight into the physicochemical properties 

of leaves and the activity of the microbial flora on organic matter degradation. 

2. Material and Methods 

2.1 Estimation of physicochemical properties of leaves 

The microbial communities like fungi are usually found in leaf substrate and leaf tissues. Therefore, 

the physical and chemical properties of the leaves are largely responsible for the development of the 
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microbial community on organic substrata. In our study, chemical properties such as Carbon (C), 

Nitrogen (N) and Phosphorus (P), and Lignin content were determined. 

2.1.1 Determination of Carbon, Nitrogen and phosphorus content 

Leaf circles were dried and the weights of subsamples were recorded. These leaf circles were placed in 

the tin foil crucibles and then inside the CN Elemental Analyzer. The phosphorus content of the leaf 

subsamples was determined by basic digestion using NaOH by autoclaving(Grasshoff et al., 1980)   at 

110ºC for 90 min. Further the C: N, C: P, and N: P biofilm molar ratios were calculated based on the 

total N, P, and C contents of the leaves. 

2.1.2 Estimation of Lignin Content 

Pongamia pinnata and Morinda tinctoria species were considered for the estimation of Lignin content. 

According to the method of Iiyama & Wallis (1990), the leaf circles were first digested with a mixture 

of 4% perchloric acid and 25% acetyl bromide (in acetic acid medium) at 70ºC for 30 min. The equation 

of Morrison(Morrison et al., 1972)  was used to determine the lignin content of the samples.  

2.2 Enzyme activity 

The enzyme activity of the microbial flora associated with leaves was tested to determine the activity 

of hydrolytic and oxidative enzymes.  

2.2.1 Estimation of Hydrolytic enzyme assays 

The extracellular enzyme activity was measured using the methodology described by Romaní  & 

Sabater(Romani et al.,2001) . Six diverse hydrolytic enzyme assays were performed in this study 

namely -glucosidase, β-xylosidase, cellobiohydrolase, phosphatase, leucine-aminopeptidase, and β-

glycosaminidase activity. These assays determined the decomposition rate of compounds viz. 

polysaccharides, organic phosphorus, peptides, and chitin respectively. All these assays were 

performed at the Indian Institute of Food Processing Technology (IIFPT), Tanjore, Tamilnadu and the 

obtained results were utilized for further studies.  

2.2.2 Estimation of Oxidative enzymes assay 

The microbiological colonies on stream substrata were also analyzed for the phenoloxidase and 

peroxidase enzyme activities. Fungi produce ligninolytic peroxidases and phenol oxidase which oxidize 

lignin polymer to generate aromatic radicals(Hammel et al.,1997) . In this study, L-3,4-

dihydroxyphenylalanine (L-DOPA) is an electron-donor substrate used for the detection of 

phenoloxidase activity. The oxidative enzyme activity assay was carried out at IIFPT, Tanjore, 

Tamilnadu and the results were further utilized for the study. 

2.3 Estimation of Fungal Sporulation Rates 
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Leaf discs of P. pinnata and M. tinctoria were used to measure the sporulation rates of aquatic 

hyphomycetes. Sand samples, tiles, and leaves were washed with sterile water before incubation to 

remove the surface deposits of biofilms. Pyrex flasks of 250ml containing 100ml sterilized steam water 

were used to incubate the substratum samples. The samples were all incubated in a shaking bath at 

80rpm, 10ºC for 48 h to induce sporulation. Later, 25µL of 0.5% (w/v) Triton X-100 solution was added 

and 20ml of the conidial suspension was passed through Nitrocellulose membranes (5µm pore size, 

Whatman). The membranes retained the conidial spores which were later stained with 0.1% Trypan 

Blue(Baldy et al., 2002) . The retained conidial spores were stained with 0.1% Trypan blue (dissolved in 

60% lactic acid). Leaf samples were counted at 400× magnification, whereas the fine and coarse 

samples of substrata were counted using the whole filter. Sporulation rates were expressed as below: 

 Sporulation rate =
number of conidia produced

unit surface area and time
 cm2 .day 

3. Results and Discussion 

Field observations suggest that M. tinctoria leaves had a faster decomposition rate when compared to 

P. pinnata. It was also found that P. pinnata only remained in the litter bags after 58 days. The faster 

breakdown was seen in M. tinctoria accompanied by a decrease in leaf toughness on Day 7 while 

compared to P. pinnata (Figure 1).  

Figure 1. Leaf tear strength of the two-leaf species, M. tinctori and P. pinnata in the litter bag 

experiment.  

 
Values are represented as mean (n=3) and standard errors of each sampling date. 
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Experimentally, it was observed that the nutrient molar ratios C:N and C:P in leaves showed a drastic 

decrease on Day 7 and Day 17. Statistical significance was observed only in the decreasing trend of C:N 

ratio. Meanwhile, no drastic changes were observed in the N:P ratio during the experiment. Table 1 

explains the difference in the nutrient molar ratios between M. tinctoria and P. pinnata.   

Table 1. The molar ratios C: N, C: P and N: P of the two-leaf species as obtained in the litter bag 

experiment.  
 

C: N C: P N: P 

Days P. pinnata 

Mean(SE) 

M. 

tinctoria 

Mean(SE) 

P. pinnata 

Mean(SE) 

M. tinctoria 

Mean(SE) 

P. 

pinnata 

Mean(SE) 

M. 

tinctoria 

Mean (SE) 

0 75.5 (0.5) 90.4 (2.4) 838.7(120.4) 710.4 (68.2) 70.5 

(11.5) 

50.0 (2.5) 

1 64.5 (0.8) 95.5 (12.2) 864.2 (116.1) 2245.5 

(490.6) 

94.2(26.2) 148.6(12.0) 

2 92.1 (10.9) 96.6 (16.4) 838.5 (260.4) 1875.2(782.2) 65.1 

(24.1) 

128.1 

(41.0) 

4 81.5 (1.0) 91.1 (4.4) 1344.4 (92.8) 1306 (198.4) 106.7 

(7.5) 

95.4 (15.0) 

7 92.3(0.4) 68.2(5.7) 986.0(102.6) 1072.1 (95) 71.1(9.6) 100.6 (4.8) 

17 56.9 (0.5) 45.7 (0.8) 564.2 (58.2) 390 (30.3) 62.1 (2.2) 52.4 (1.4) 

28 38.4 (1.4) 36.1 (1.0) 451.4(26.5) 386.2 (34.0) 74.5(4.2) 64.2 (5.4) 

44 52.4 (0.2) 45.7(0.9) 506.1 (61.3) 403.2 (62.4) 62.2(7.8) 56.4 (8.6) 

58 44.6 (5.5) 42.4 (2.6) 492.2 (124.2) 621.1 (136) 65.6 

(10.6) 

92.1 (12.4) 

73 49.5 (2.1) 656.1 

(24.3) 

85.1(2.2) 
   

93 35.1 (2.6) 322.5(34.2) 60.2 (10) 
   

112 54.2 (1.0) 476.2(28.4) 56.1(4.3) 
   

 

Our study showed that the content of lignin was in a similar range between different leaf species, 

however, during breakdown the changes in the percentage of lignin were noticed (Figure 2). 

Figure 2. Percentage of lignin content in the leaves of M. tinctori and P. pinnata during the 

degradation procedure.  
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Values are represented as mean (n=3) and standard errors of each sampling date. 

Hydrolytic and oxidative enzyme assays revealed that the polysaccharide and lignin degradation 

increased during the breakdown experiment (Table 2). The polysaccharide degrading activities in M. 

tinctoria showed an increasing trend during week 2 (Day 7- Day 17), a sharp peak was noted on Day 44 

and then decreased on day 56 (Figure 3.2a). A similar trend was observed in the activities of P. pinnata 

leaves. The evaluation of phenol-oxidase assay exposed that a common pattern was noticed among 

the two leaf species i.e., an increase after Day 7, a plateau on Day 17, and further extended until the 

end of the experiment (Figure 3.2b). It is evident from hydrolytic enzyme activity that M. tinctoria had 

higher activity when compared to P. pinnata, however, the other activities had many similarities 

between the two species. Biomass-specific enzyme assays showed higher activity in P. pinnata leaves 

than in M. tinctoria (Figure 3.2c). This suggests that the microbial biomass on P. pinnata had better 

decomposing activity than that of M. tinctoria. Moreover, a sharp peak was observed in the enzyme 

activity per unit of microbial carbon at the onset of the experiment that gradually decreased later 

(Figure 4). 

Table 2. Extracellular enzyme activities in P. pinnata and M. tinctoria leaves, and  leaf physical and 

chemical properties during the breakdown experiment. 

 C: N C: P Toughness 

Pongamia (n=12)    

β-glucosidase -0.825** -0.786** -0.821** 

β-xylosidase -0.75** -0.742** -0.810** 

cellobiohydrolase -0.650** -0.756** -0.614** 

phenol oxidase -0.784** -0.736** -0.768** 
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bacterial biomass -0.690** -0.712** -0.784** 

fungal biomass -0.612* -0.625** -0.822** 

Morinda (n=12)    

ß-glucosidase -0.910** -0.748* -0.878** 

ß-xylosidase -0.754* ns -0.836** 

cellobiohydrolase -0.716* ns -0.824** 

phenol oxidase -0.798** -0.677* -0.796* 

bacterial biomass -0.886** -0.693* -0.948** 

fungal biomass ns ns Ns 

Note: Significant correlations are indicated by asterisks [(*) for P<0.05 and (**) for P< 0.005] while the 

not significant are indicated by (ns). 

Figure 3. Graphical representation of enzyme activities during the breakdown of the two leaf species 

(a) β-glucosidase, (b) β-xylosidase, (c) cellobiohydrolase and (d) Phenol oxidase. 

 

 

 

 

a. b. 

c. d. 
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Figure 4. Biomass specific enzyme activities of (a) β-glucosidase, (b) β-xylosidase, (c) 

cellobiohydrolase and (d) Phenol oxidase on the two-leaf species during the experiment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Sporulation rates greatly varied among the two-leaf species as shown in Table 3. It was studied that 

the fungal sporulation rates were higher in organic substrata than those of the inorganic substrata. P. 

pinnata leaves recorded the highest fungal sporulation rates. Finally, we could conclude that a 

prolonged enrichment experiment affected the inorganic substrata sporulation meanwhile addition of 

nutrients could not generate any effect of significance (Table 3). 

Table 3. Analysis of variance considering the effect of different factors on sporulation rates.  

Sources Sporulation rates 

Substrate (S) 
F3.32 = 162.50 

P< 0.001 

Long - term Enrichment (E) 
F1.32 = 8.04 

P< 0.01 

Short-term Nutrient  

Addition (N) 

F1.32 = 0.18 

P=0.626 

S x E 
F3.32 = 7.06 

P< 0.0001 

  

  

 

a. b. 

c. d. 
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S x N 
F3.32 = 1.20 

P=0.302 

E x N 
F1.32 = 0.64 

P=0.410 

S x E x N 
F3.32 = 6.08 

P< 0.005 

 

Berg (1986) proposed that the decomposition of fresh leaves begins with the easily mineralized 

fractions of non-lignified carbohydrates, followed by the mineralization of more refractory fractions of 

lignified carbohydrates in later stages. CBH activity was high for the entire period in the Koraiyaru 

stream after leaf fall peak (October), but P and PO activity increased only after several weeks. This 

finding suggests that OM decomposition began with cellulose degradation and progressed to the 

degradation of lignin-related chemicals. In our earlier study, rDNA methods revealed a higher bacterial 

species richness. The degradation of organic materials followed a distinct temporal pattern, with 

notable changes in enzyme activity and ergosterol levels between substrata. Berg(1986)  proposed 

that the decomposition of fresh leaves begins with the easily mineralized fractions of non-lignified 

carbohydrates, followed by the mineralization of more refractory fractions of lignified carbohydrates 

in later stages. CBH activity was high for the entire period in the Koraiyaru stream after the leaf fall 

peak (October), but P and PO activity increased only after several weeks. 

Physico-chemical factors, such as discharge and dissolved inorganic nitrogen DIN, might, nevertheless, 

influence the enzymatic activity time-pattern. Several studies in forested streams in the autumn or 

early winter suggest that the majority of the nitrate in the catchment of the streams is 

mobilized(Gasith et al.,1997; Bernal et al., 2002) . The weathering of dissolved and particulate organic 

matter deposited on the soil after the dry period (summer) caused N content in stream water to be 

positively connected with lignocellulosic activities (P and PO). As a result, in a system where N may be 

a scarce resource, nitrate availability boosted fungal activity (Romani et al., 2004). The enzymatic 

activity of biofilms varied between species' leaves, which could be due to changes in leaf composition 

(C:N ratio, lignin content, polyphenol content, leaf durability)( Griffin, 1994). Lower enzymatic activity 

for the biofilm on P. pinnata was identified in previous research on leaf decomposition in soil and 

other aquatic habitats, and similar results were observed in P. pinnata species of our study. The high 

C:N ratio recorded in this substratum could be the reason for the material's low mineralization(Bernal 

et al.,2003).  

Baldy et al.,(1995)  supported our current work by demonstrating the role of bacteria in the late 

phases of the leaf breakdown process. Throughout the study period, estimates of ergosterol 
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concentration per stream reach demonstrated a progression of fungal biomass, which dropped only 

after the majority of the material had been treated. In the forested stream of Pachamalai, rDNA 

methods confirmed a higher bacterial species richness( Valarmathy et al.,2017). In terms of selection 

and colonization of streambed substrata during the fall, the fungi may be called facultative 

microorganisms. They take advantage of a new allochthonous CPOM that was introduced to the 

system in the fall. Our work is a clear evidence of the influence of microbiota on the stream in aquatic 

environment.  

Conclusion 

In conclusion, our study have given an insight into the microbiota associated with both the leaf species 

and their role in extracellular enzymatic activity in degrading. Also, out of the two species P. pinnata  

showed significant content of polysaccharides and lignin degradation activity than that of M. tinctoria. 

This plays a significant role in the stream biota and influences the ecosystem. 
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Abstract

Microbial biomass (bacteria, fungi, algae) and the activity of extracellular enzymes used in the decomposition of organic matter
among different benthic substrata over one hydrological year in a Pachamalai stream. Microbial heterotrophic biomass (bacteria
plus fungi) except during short periods of high light availability in the spring and winter. Bacterial and fungal biomass increased
with the decomposition of cellulose and hemicellulose compounds from leaf material. Later, lignin decomposition was stimulated
in fine (sand, gravel) and coarse (rocks, boulders and cobbles) substrata by the accumulation of fine detritus. In the drought
provoked an earlier leaf fall. The resumption of the water flow caused the weathering of riparian soils and subsequently a large
increase in dissolved organic carbon and nitrate, which led to growth of bacteria and fungi.

Keywords: Microbial diversity; microbial population; bacterial community; organic matter.

Introduction

Microbial heterotrophs (bacteria and fungi) can
produce a broad range of substrate – specific enzymes
that enable allochthonous and autochthonous organic
matter (OM) mineralization (Arnosti, 2003). This
substratum is decomposed by physical, chemical, and
biological factors. Lignocelluloses the major
components of biomass are degraded by that enzyme
itself. Natural disturbance, from seasonal changes
rainfall and tree fall, to hurricane damage, cause
population shifts and changes to communities of
bacteria (Lyautey, et al., 2005). To understand the
ecology of these microorganisms, their interactions,
and the functions they perform, it is important to study
them in their natural habitats (Sterflinger, et al., 1998).

Leaf breakdown in streams is caused by the joint
action of physical factors, the activity of
microorganisms, such as aquatic hypomyctes
(Barlocher, 1992).

Microorganisms like bacteria and fungi are among the
few organisms that secrete enzymes that can break
down large molecules, such as cellulose, chitin, and
lignin, into smaller compounds that can be taken up by
the biota (Sinsabaugh, and Linkins. 1990.). The
untapped diversity of microorganisms is a resource for
new genes and organisms of value to biotechnology.
The diversity patterns of microorganisms can be used
for monitoring and predicting environmental change.
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In present study water sediments and leaf litter
samples were collected from streams of Mayiluthu and
Koraiyar streams in Pachamalai hills situated in Trichy
Dt. Tamil Nadu. To study the role of different
microbial groups as decomposers in the littoral area
and their metabolic and structural responses of
sediment in microbial communities to the addition of
different carbon substances have been assessed.

Materials and Methods

Study area

In the study area are Pachamalai hills, located in
Trichy District. Tamilnadu, india. situated 3000 feet
above sea  level lying between 78’ 31; East and 11’28
North and 11’10 South and 78’20 West Latitude. In
the Pachamalai forested streams several streams are
present. In present work all samples were collected in
Koraiyar and Mayiluthu streams.

Sampling

Monthly samples were taken (from March 2015 until
February 2016) at different scales of coarse particulate
organic matter (CPOM), POM transported by the
water, and water nutrient concentration. The visually
estimated the relative cover (%) of coarse substrata
(cobbles, boulders and rocks), fine substrata (gravel
and  sand),  leaves  (distinguishing  the  relative  cover
of Pongamia pinnata, Morinda tinctoria and Acacia
nilotica ), branches and fine detritus.

At the habitat scale, collected distinct benthic substrata
(leaves, sand and tiles)  Analysed them  for microbial
biomass (algae bacteria and fungi) and extracellular
enzyme activity         (β-glucosidase, β- xylosidase,
leucine-aminopeptidase phosphatase,
cellobiohydrolase and phenoloxidase activity).
Benthic substrata were classified as coarse (rocks,
boulders and cobbles), fine (sand) or leaves (the three
dominant species in the reach; Pongamia pinnata,
Morinda tinctoria and Acacia nilotica ).

In this sample the following parameter was
analyzed

I. Physical and chemical parameters

In this water sample dissolved oxygen, PH,
conductivity, were measured temperature , dissolved
organic carbon (DOC), dissolved inorganic carbon
(DIC), dissolved N and P concentration and then total
nitrate and phosphate concentrations were determined
by the standard methods (APHA, 1998).

II. Coarse particulate organic matter (CPOM)

During the period March 2015- February 2016, total
CPOM input in the two streams was analysed by a
monthly collection of leaf and plant materials
accumulated in five traps distributed along the reach
and suspended 1 cm above the water surface. The
traps consisted of a square wooden frame (1X1 m) and
a nylon net the CPOM materials collected were dried
at 80° C for 48h and then weighed.

III. Extra cellular enzymes activity

In the study, several hydrolytic and oxidative
extracellular enzymes activities were analyzed the
samples consisted of 1 leaf disk, 1 piece of branch 1ml
of sand volume, 1 gravel grain and 1 liter placed in
glass vials filled with stream water (5 ml) and kept
cold (4° C) until arrival at the laboratory. A total of six
different hydrolytic enzymes assays were performed
by polysaccride compounds degradation by means of
the ß- glycosidase, ß- Xylosidase, Cellobiohydrolase,
Phosphatase. Peptidase and Phenol oxidase using the
methodology described by (Romani et al., 2001). In
the all three parameters sample was collected by
triplicate and the data was carried out in statistical
analysis.

Results

Environmental variables and stream characteristics

Rainfall is generally highest in spring and autumn,
however total rainfall can vary from year to year.
During the study period temperature varied between
1 6 ºC and 26 ºC. Stream discharge was highest in the
autumn (in October) and dramatically decreased in
early summer (in June) to zero flow in July and
August. The first rainfall in September restored the
stream’s water flow and increased its dissolved
nutrient content (nitrate, phosphate and DOC)
(Figures .1 a,b,c). Stream water was low in P and
high in N most of the year, t he majority of CPOM
input occurred during autumn (especially in October),
but there was a secondary peak in spring (March). In
both cases, the largest input of CPOM came from
Pongamia pinnata (L).  CPOM  standing  stock  and
POM transport  were  particularly  high  in
September,  shortly  after  water  flow  resumed.
However spates in October rapidly washed the
accumulated CPOM downstream (Fig- 1c).
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a)

b)

c)

Figure – 1 Physical and chemical characteristics of the Pachamalai stream water during the   study period.
Values of phosphate (g) and nitrate (mg) (a), dissolved organic carbon (mg) and particulate organic matter
(POM) in transport  (b),  and CPOM input and standing stock (c) are shown.
Low or Zero flow occurred from the end of June to early September- 2015.
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Mean wetted surface area was 71.6± 4.2. Coarse
substrata covered 70% of this area, while 30% was
covered by fine substrata (Figure .2 a, b). Coarse
substrata dominated in the centre of the channel, while
gravel and sand accumulated in pools and in the
depositional zones near the banks.  October rainfall
increased the fine substrata cover to 52% of the total
surface area of the reach. The decrease in water level
from June onwards narrowed the wetted channel and

resulted in the loss of depositional zones and in the
subsequent predominance of coarse substrata (up to
75% of reach surface). Leaf accumulation in the
autumn covered as much as 80% of the total wetted
surface area, while fine detritus were more abundant in
spring and winter (up to 28% of reach area). The
highest accumulation of branches occurred in
autumn.

a)

b)

Figure : 2 Relative coverage (%) at each sampling time of the inorganic (coarse and fine substrata) and organic
( leaves, branches, fine detritic materials) benthic substrata in the studied

Comparison of microbial biomass among substrata

Reach-scale values of bacterial, fungal and algal
biomass in the different benthic substrata varied
seasonally (ANOVA, T effect, P < 0.005; Figure. 3).
Bacterial and fungal biomass peaked in September,
although their temporal variations also depended on
the substratum type. Bacterial standing stock on fine
substrata and tiles was highest during spring, which

coincides with the higher algal biomass episode
(Figures. 3 a&c). Each microbial group showed certain
preferences in substratum colonization (Figure .3). In
general, bacteria mainly accumulated on tiles, except
in September when submerged leaves were preferred,
fungi colonised leaves while algae accumulated on
tiles. Fungi dominated in the biomass of the microbial
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community (up to 9 gC m-2, in autumn), followed by

algae (up to 6.9 gC m-2 in spring) and  bacteria  (up

to  0.21 gC  m-2 , in  autumn; Figure.3).

The microbial autotrophic heterotrophic C ratio shifted
from being highly autotrophic in spring and winter
(ratio of 3 and 2.1, respectively) to highly
heterotrophic in autumn (ratio of 0.1).

a)

3 b)

3 C)

Figure – 3  Biomass of bacteria (a), Fungi (b) and  algae (c) expressed in terms of carbon per unit of reach
surface area on different benthic substrata (leaves, coarse and fine substrata) in the study reach. Total values
of benthic microbial biomass accumulated in the reach (∑ biomass in coarse and fine substrata and leaves)
are also shown.
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Extracellular enzyme activity

Enzyme activity in different substrata demonstrated a
marked seasonally (Figure. 4). The activity of three
enzymes involved in polysaccharide degradation (β-
glucosidase, β-xylosidase and cellobiohydrolase)
peaked in early autumn (September), coinciding with
the rise in benthic heterotrophic biomass (Figures 4 a,
b & c). However, β-glucosidase activity was highest
between June and October, while β-xylosidase activity
peaked between May and November. There was a
sharp increase in cellobiohydrolase activity between
June and September and again in February the
following year. Phosphatase and phenol oxidase
activity steadily increased in spring and peaked in
September (Figures. 4 d & e), activity then decreased
during the autumn and recovered in winter. Trends in
peptidase activity contrasted with that of other
enzymes (Figure.4 f).

The temporal dynamics of each enzyme activity varied
with benthic substratum type, except in the case of the
phenol oxidase activity (P = 0.33). In general,
polysaccharide-degrading enzymes were most active
(β - glucosidase and β -xylosidase) in leaf material,
while phosphatase and peptidase prevailed on tiles.
However, cellobiohydrolase activity did not differ
between substrata. The decomposition of
lignocellulosic compounds was most common on fine
substrata. In general, the capacity of benthic
communities in the decomposition of simple C
molecules (β -glucosidase,  Figure. 4 a) was 100 times
greater than their capacity to decompose
hemicelluloses and celluloses (β -xylosidase and
cellobiohydrolase, Figure .4 b & c). The greatest
capacity   was   that   measured  for organic
phosphorus compounds and peptide decomposition
(Figures.4 d & f).

a)

b)
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c)

d)

e)
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f)

Figure – 4 : Extra celluar enzymes activity [(a) ß- glucosidase, (b)  ß-xylosidase, (c) cellobiohydrolase, (d)
phosphatase, (e) peptidase, and (f) phenol oxidase. Total values of different enzyme activity (∑ - activity in
coarse and fine substrata and leaves) in the reach are also shown.

Discussion
Our observations on enzyme activity and microbial
biomass reveal two distinct periods of high microbial
enzyme activity: the first is in late winter-early spring,
and the second in late summer-autumn. In late winter-
spring, light reaching the stream bed was not restricted
by canopy cover, which caused an increase in water
temperature. For a short period, there was a sharp
increase in autotrophic biomass, particularly on coarse
substrata, resulting in a dense autotrophic population
(high autotrophic: heterotrophic C ratio). The highest
algal peak occurred in periods of relatively low
dissolved inorganic nutrient concentration (June
2015), which is  consistent with theories of light-
dependant algal development in forested streams
(Mallory & Richardson, 2005; Taulbee et al., 2005;
Ylla et al., 2007). During this period, it is likely that
algae outcompeted bacteria for dissolved inorganic
nutrients (Rier & Stevenson, 2002). Peptidase activity
was highest during periods of greatest algal biomass
development in coarse substrata. This relationship may
indicate the use of algal exudates (mainly peptidic
molecules) by bacteria (Romaní et al., 2004), since
bacterial enzyme production (especially peptidases)
can be stimulated by active algal photosynthesis
(Espeland et al., 2001). During this period,
heterotrophic microbial activity may depend largely
on the use of autochthonous sources.

The second episode of high microbial enzyme activity
is based on allochthonous OM sources, especially leaf
litter from the riparian forest. The activity of
polysaccharide-degrading enzymes (involved in the
degradation of cellulose and hemicellulose
compounds) was associated mainly with the CPOM

standing stock in the reach. The magnitude and
duration of high enzyme activity can be explained by
temporal shifts in organic matter supply, as well as by
changes in the storage capacity of sediments
(Wilczeck et al., 2005). Although this heterotrophic
episode is correlated with leaf litter input and
accumulation in the stream, microbial benthic
communities also showed active decomposition
activity during the winter. At this time, the
decomposition of lignocellulose (phenol oxidase
activity) and organic phosphorus compounds
(phosphatase) was greatest in coarse substrata where
fine  detritus  accumulated.

Conclusion

Microbial heterotrophic biomass (bacteria plus fungi)
was generally higher than autotropic biomass (algae),
except during short periods of high light availability in
the spring and winter. During these periods, sources of
organic matter (OM) shifted towards autochthonous
sources derived mainly algae, which was demonstrated
by high algal biomass and peptidase activity in benthic
communities. Heterotopic activity peaked in the
autumn. Bacterial and fungal biomass increased with
the decomposition of cellulose and hemicellulose
compound form the leaf material. Later, lignin
decomposition was stimulated in fine (sand, gravel)
and Coarse (Rocks, boulders and cobbles) substrata by
the accumulation of fine detritus.  The Koraiyaru falls
and Mayiluthu summer drought provoked an earlier
leaf fall. The resumption of the water flow caused the
weathering of riparian soils and subsequently a large
increase in dissolved organic carbon and nitrate, which
led to growth of bacteria and fungi.
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Abstract

Aquatic micro fungi play the fundamental role in organic matter decomposition in all the
forrested ecosystems. These micro-organisms degrade recalcitrant compounds like lignin,
thereby enhancing the utilization of organic material by the microbial community. The main
input of allochthonous organic matter in Pachamalai forested streams occurs during the
autumn. In-stream breakdown processes can be affected by high physical erosion during
floods but changes in stream water chemistry may also affect the decomposition enzymatic
activities of stream microorganisms. Two ligninolytic activities (Phenol oxidase and
Peroxidase) and a cellulolytic activity (cellobiohydrolase) were measured in leaves,
branches, sand and gravel substrata in a reach of a Pachamalai forested stream. Highest
ligninolytic  activities were measured   in   biofilm   developed   on inorganic substrata
(sand   and gravel) were  also  accumulated  the  highest  fungal  biomass.  Similary,
cellulolytic activities were significantly higher in biofilm on organic substrata (leaves and
branches). Physical and chemical factors, such as discharge and stream water nutrient
concentration DIN (Dissolved Inorganic Nitrogen) were affecting the enzymatic activities,
particularly enhancing phenol oxidase. Moreover, the chemical composition of the available
organic matter OM (high cellulose in leaves, high lignin in fine detritic materials) strongly
influenced the decomposition activity in each biofilm. A precise description and
quantification of the benthic substrata was used to obtain enzymatic activity values in terms
of stream reach. These results showed a temporal pattern in the decomposition activities in
the reach, beginning with the decomposition of cellulose (October)followedby lignin
compounds (November and December).

Introduction

Running waters are enormously diverse, they range from
small streams to large rivers and occurs under widely
differing conditions of climate, vegetation, topography
and geology. In forested streams where light is a
limiting factor for primary production, energy sources
are mainly allochthonous (leaf litter), the metabolic

processes being typically heterotrophic ( Minshall et al.,
1983). In Pachamalai forrested streams, the greatest
input of plant material occurs in autumn, thereby
providing the potential for decomposition processes. The
initial breakdown of leaves in the stream is mainly
carried out by aquatic hyphomycetes (Suberkropp &

Keywords

Forrested stream,
Fungi,
Pachamalai,
Pongamia pinnata, and
Morinda tinctoria.
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Klug, 1976; Findlay & Arsuffi, 1989; Gessner &
Chauvet, 1994: Mathuriau & Chauvet, 2002), while the
contribution of bacteria is lower (Hieber & Gessner,
2002). This group of fungi is crucial in decomposition
process as it breaks down lignified carbohydrates, which
constitute a natural protection of polysaccharide
components against enzymatic attack (Griffin, 1994).
After cellulose, lignin is the most abundant form of
aromatic carbon in the world.Lignin degradation does
not provide a primary source of carbon and energy for
fungal growth, but decay processes and utilization of
carbohydrates for fungal growth can occur only with the
coordinate degradation of this carbon (Griffin, 1994).
Studies on the decomposition of organic matter (OM)
have mainly focused on organic substrata (leaves and
wood; e. g. Gessner & Chauvet 1994; Pozo et al., 1998;
Diez et al., 2002).  The accumulation of decomposing
material occurs in streams. Specifically, sand sediments
accumulate large amounts of fine detritic materials in a
forested Pachamalai stream was evaluated, and studied
the way in which their role was shared between the
distinct streambed substrata (leaves, sand, gravel and
branches) where substantial OM decomposition may
occur. Decomposition process may be related to
variations in inorganic nutrient availability. It has been
observed that the addition of nitrogen increases
cellulolytic activity and decreases lignin-degrading
phenol oxidase activity (Carreiro et al., 2000).
Moreover, the chemical nature of streambed substrata,
such as the tannin content or the physical properties of
leaves (high waxy cuticles), has been proposed as a
major determinant of breakdown rate (Barlöcher et al.,
1995). Sinsabaugh et al. (1992) determined that phenol
oxidase activity was substrate-related but not site-
related.

In the present study ligninolytic and cellulolytic enzyme
activities were measured on gravel and sand, on the
leaves of several species (Acacia nilotica , Pongamia
pinnata, and Morinda tinctoria) and on branches, to
determine the most active site of organic matter
decomposition(OM) among the substrata types. The
relationships between enzymatic activities and fungal
biomass (ergosterol content) of biofilms were studied in
each substratum, and also, with the physical-chemical
parameters of stream water to establish which variables
were controlling the decomposition process in the
pachamalai forrested streambed substrata.

Materials and Methods

Study area

In the study area are Pachamalai hills, located in Trichy
District. Tamilnadu, India. situated 3000 feet above sea
level lying between 78’ 31; East and 11’28 North and
11’10 South and 78’20 West Latitude. In the Pachamalai
forrested streams several streams are present. Thestudy
samples were collected in Koraiyar and Mayiluthu
streams.

Sampling

Sampling of leaves, branches, sand and gravel was
performed in the Pachamalai stream reach at fortnight
intervals from October 2014 to January 2015 (for a total
of seven sampling dates). In total, 9 substrata types
(defined as follows) were sampled. Leaves of three
species were collected: Acacia nilotica , Pongamia
pinnata, and Morinda tinctoria , considering separately
the leaves just fallen into the stream (as fresh leaves) and
those being already immersed (as decaying leaves).
Branches, sand and gravel samples were collected as
well.

The stream bed is made up of different substrata of both
inorganic rocks, cobbles, sand and organic leaves, wood.
The organic matter rocks, cobbles and boulders was
collected using ceramic tiles placed in the substrata of
surface area were glued on to stream cobbles and
immersed in the stream for colonization 5-6 weeks
before sampling. The gravel samples were taken directly
from the stream bed and the sand substratum was
sampled with plastic container. The organic matter of
leaves was used to cut leaf discs from the entire leaf and
branches 0.5 to 1.5 cm were cut in pieces of 1.5 cm in
length. In all cases, the surface area of the whole
substratum was considered as potential surface area
colonized by microbes.

At each sampling time, the different substrata were
analyzed for ergosterol concentration and extracellular
enzyme activity Cellobiohydrolase (CBH), Phenol
oxidase (PO) and Peroxidase (P) activity.In the fungal
biomass ergosterol concentration analysis was
investigated in leaves of different species ( Acacia
milotica,  Pongami apinnata, and Morinda tinctoria fine
substrata (sand , gravel) and coarse substrata ( Cobbles,
boulders and rocks). The above sample ergosterol were
isolated and analyzed HPLC by the method of (Gessner
& Schmitt, 1996)



Int. J. Adv. Multidiscip. Res. (2017). 4(6): 105-116

107

In the different substrata extracellular enzymes
activity cellobiohydrolase (CBH), Phenol oxidase
(PO) and Peroxidase (P) activity was analyzed using
the samples consisted of 1 leaf disc, 1 piece of branch,
1ml of sand volume, 1 gravel grain and 1 tile placed in
glass vials filled with stream water (5ml). The
hydrolytic cellobiohydrolase enzymes activity was
investigated by (Romani et al., 2001) and the samples
was measured at 365-455 nm wave length at UV-
Spectrum photometer. The oxidase enzymes phenol
oxidase and peroxidase was investigated by Mason,
1984 and Singabangh & Linkins, 1994) the sample
measured at 460nm for the stream substrata and the
data were performed for both enzymes and taken in to
account for final activity calculations.   Moreover,
temperature, conductivity, pH, dissolved oxygen and
light were measured in the field with portable meters
and water samples for Ammonia, Nitrate, Phosphate
and dissolved organic and inorganic carbon (DOC and
DIC) determination were using the standard protocol
(APHA, 1998).

Statistical analyses

In all the sample parameters the data wascollected by
triplicate. Differences between enzymatic activities
and ergosterol concentration (fungal biomass) of the
distinct streambed substrata and over time were
analysed using a mean and standard deviation (SD).

Results

Water physico-chemistry

The physico-chemical parameters varied considerably
during the study period. There was a progressive
decrease in stream water temperature, which reached
the lowest values in January 2015 (Table -1).
Discharge increased up to 10 times the basal  flow
throughout  the  study  period,  producing  drastic
increases  in  inorganic nutrients (especially nitrate)
and to a lesser extent in DOC. Discharge variations
also caused changes in the proportions of substrata
during autumn (Table -2). The leaf litter material tall
peak  during October and November covered  nearly
50%  of  the  streambed  surface  area and
accumulation  of  fine detritic materials respectively.

Table -1 Physical and chemical characteristics of the Pachamalai forrested stream water during the study period.
Values for water nutrient concentrations are means (n=3) and those for temperature and discharge are individual
values of each of the seven sampling dates. Mean for all period are also shown.

Date
02-10-
2014

16-10-
2014

30-10-
2014

13-11-
2014

27-11-
2014

17-12-
2014

13-01-
2015

Mean

Temp (°C) 12.4 15 13.1 12.0 8.4 8.1 3.8 10.4

Disch (L/s) 6.5 28.4 19.4 18.5 84.6 45.2 26.4 32.7

NO3-N (µg/L) 10.2 510.2 102.2 28.2 72.1 830.1 560.2 399.0

P (µg/L) 2.2 11.1 4.3 3.4 12.2 14.4 3.6 7.3

DOC (mg/L) 2.4 4.5 4.0 3.2 4.2 1.2 3.2 3.2

Table -2 Benthic substrata description of the Pachamalai forested stream reach during autumn-winter 2014/15.
Values are the percent of each substratum occupying the streambed.

Sampling
date

Rock Sand-gravel Branches
Decaying

leaves
Fresh
leaves

Detritic
material

02-10-2014 62.2 34.2 1.12 4.40 28.10 41.52
16-10-2014 62.2 34.2 0.82 2.60 21.12 11.80
30-10-2014 62.2 34.2 0.85 4.24 45.72 11.24
13-11-2014 62.2 34.2 1.54 14.22 42.03 11.10
27-11-2014 64.0 32.0 2.18 18.40 12.14 2.16
17-12-2014 58.0 40.0 1.80 25.72 0.35 5.08
13-01-2015 64.0 34.0 2.06 9.14 Absent 6.50
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Extracellular enzyme activities

There were significant differences in CBH and PO
activities between biofilms developed on different

streambed substrata and throughout the study period
(Figure -1).

Figure – 1 Enzymatic activities (CBH, PO and P)in (A- 1,2,3,) sand and gravel , (B- 1,2,3) fresh leaves, (C-
1,2,3) decaying leaves and branch during 2014-2015 in Pachamalai  forested stream. Values are means and SE
of activity in each substratum (4 replicates ) during the 7 sampling dates. (CBH-PO-P)

1.  A

1

2

3
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P activity showed significant differences among
substrata but not over time . CBH activity was
significantly higher biofilms developed on organic
substrata,  while  PO  and  P  were  significantly
higher  in  those growing on inorganic substrata. The
highest CBH activities were detected in biofilms of
decaying Morinda tinctoria Roxb leaves (Figure-1),
followed by Acacia nilotica Wild, Morinda tinctoria
Roxb and branches. The lowest CBH activity values
were observed in biofilms of fresh leaves, sand and
gravel substrata. Biofilm on sand and gravel showed

the highest PO activity compared with that in organic
substrata communities (Figure -1). Among leaf
species, the highest PO activity was measured in the
biofilm on fresh and decaying leaves of Acacia
nilotica Wild while the lowest was on fresh Morinda
tinctoria Roxbleaves. The highest P activity was
registered in sand and gravel biofilm, Among leaves,
the highest P activity was detected in biofilm on fresh
and decaying Morinda tinctoria Roxb leaves while the
lowest was on fresh Morinda tinctoria, Roxb leaves.

1. B

1

2

3
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1. C

1

2

3

Ergosterol content

A general increase in fungal biomass occurred at the
end of autumn in all the substrata (Figure -2).
Ergosterol content showed differences over time and
among substrata. Fungal biomass was higher on

inorganic substrata, particularly on sand, than on
leaves and branches. Ergosterol on sand was 10-fold
higher that on gravel among leaf species Acacia
nilotica Wild accounted for the highest fungal
biomass.
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Figure – 2 Ergo sterol content on the streambed substrata during autumn-winter 2014/15 in the Pachamalai forrested
streams (a) sand and gravel, (b) Fresh leaves, (c) decaying leaves and branches. Values are mean and SE of ergosterol
in each substratum (3 replicates) during the 7 sampling dates.

A

B

C
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Stream reach capacity on OM decomposition

The stream reach capacity for the different enzyme
activities was calculated after considering the
activities by the corresponding percent of substrata
occupying the streambed. High values of CBH were
characteristic of the whole study period. Both PO and
P increased after several weeks (Figure-3). Biofilm in
sand and gravel were responsible for the high values
of PO and P activities. CBH showed higher values in

biofilms on organic substrata, being initially higher on
fresh leaves and later increasing on decaying leaves.
Maximum fungal biomass was reached in November
and December. Ergosterol was first accumulated on
fresh and decaying leaves (November) but was later
more abundant on sand-gravel (Figure -4).
Lignocellulosic activities were correlated with the
ergosterol content of decaying leaves and branches
(PO activity) and sand-gravel substrata (P activity).

Figure – 3 Enzymatic activity of a-CBH, b-PO and c- P values corrected by real surface area occupied by each
substratum in the Pachamalai forrested stream (2014-15).

A

B
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C
Figure – 4 Ergosterol content corrected by real surface area occupied by each substratum in the Pachamalai forested
streams (2014-15)

Discussion

Organic matter decomposition showed a clear
temporal pattern and remarkable differences in the
enzymatic activities and ergosterol content between
substrata. According to the model of Berg (1986), the
decomposition of fresh leaves begins with the easily
mineralised fractions of non-lignified carbohydrates,
whereas later stages are characterized by
mineralization of more recalcitrant fractions of
lignified carbohydrates. In the Koraiyaru stream, after
leaf fall peak (October), CBH activity was high for the

whole period, while P and PO activities increased only
after several weeks. This observation indicates that
OM decomposition began with cellulose
decomposition followed by degradation of lignin
related compounds. However, physico-chemical
parameters, such as discharge and dissolved inorganic
nitrogen DIN, may also determine the time-pattern of
the enzymatic activity. Several studies in autumn or
early winter in forrested streams (Gasith & Resh,
1999) may mobilise most of the nitrate in the
catchment of the streams (Bernal et al., 2002).
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After  the  dry  period  (summer), caused   the
weathering of dissolved and particulate organic matter
accumulated on soil, and N concentrationin
streamwater was positively correlated with
lignocellulosic activities (P and PO). Therefore, fungal
activities were enhanced by nitrate availability in a
system where N may be a limiting resource (Romaní
et al., 2004). An enhancement of lignocellulosic
activities by the water N content has been observed in
other systems (Alvarez & Guerrero, 2000). However,
Carreiro et al. (2000) described the inhibition of these
activities by high N concentrations.

Differences between biofilms colonising organic or
inorganic substrata were evident in Pachamalai
forrested stream. Lignocellulosic activities were
higher on inorganic substrata biofilm (developed on
sand and gravel) while CBH was higher in biofilm
developed on organic substrata (leaves and branches).
High ligninolytic activities in sand and gravel biofilm
were caused by the large accumulation of fine detritic
material derived from decomposition of coarse
particulate organic matter (CPOM). The largest
accumulation of this material occurred in the slow-
moving habitats, coinciding with stream pools or
littoral zones where sand and gravel were the main
substrata. The fine detritus accumulated in these
substrata might be composed by a higher proportion of
lignin (Yeager & Sinsabaugh, 1998; Sinsabaugh &
Findlay, 1994). The lower CBH activity of biofilm
growing on sand and gravel indicates the low
availability of cellulose compounds in fine detritic
particles. In contrast, high CBH activity in biofilms
developed on organic substrata could reflect the
availability of cellulolytic compounds on leaves and
branches.

The enzymatic activities of biofilms differed on the
leaves of different species, which might be attributable
to differences in leaf composition (C: N ratio, lignin
content, polyphenol content, leaf durability; Griffin,
1994). Similar results observed in Pongamia pinnata
species of our study the lower enzymatic activities for
the biofilm on Pongamia pinnata was already
observed in previous studies developed on leaf
decomposition in soil and in other aquatic habitats.
The high C:N ratio measured in this substratum
(Bernal et al., 2003; Ostrofsky, 1997) may be pointed
out as the cause of low mineralization observed for
this material. Similarly slower breakdown of Platanus
leaves than other indigenous Mediterranean leaf
species (e. g. Populus nigra; Casas & Gesner, 1999) is
probably caused by the higher lignin and other

recalcitrant compounds content in the former or
observed (Ostrofsky, 1997). In contrast, high CBH and
P activities were recorded in biofilms on Acacia
nilotica leaves,  highest PO was measured differences
in PO activities between biofilms of leaf material of
plant species are probably related to the inhibition
effect of phenolic compounds (Pind et al., 1994).
Likewise the lower polyphenol content of Alnus
glutinosathanPopulusnigraleaves(Pereiraetal.,1998)m
ayimplyahigherPO activity. This distinct enzymatic
behaviour determines a faster decomposition of
Acacia nilotica leaves in the stream reach, followed by
those of Morinda tinctoria and finally by Pongamia
pinnata.

Similarly fungal biomass was generally related with
the enzymatic activities measured in the different
substrata, indicating that fungi were responsible for
most of decomposition processes that occurred in the
stream in autumn (Griffin, 1994). The similar PO
activity values measured in biofilm in sand and gravel
substrata, but the lower fungal biomass in gravel, may
be related to a higher proportion of fungi with PO
ability (white rot fungi, Dix & Webster, 1995) on
gravel than on sand. However, this activity in gravel
could also be produced by some microorganisms (e. g.
bacteria) using at least part of the degradation
intermediates of lignin generated by fungi (Rüttimann
et al., 1991). The present study was supported by
Baldy et al. (1995) where demonstrated the
importance of bacteria in the late stages of the
breakdown process of leaves.

The estimates of ergosterol concentration per stream
reach showed a progression of fungal biomass
throughout the study period, which decreased only
after most of the material had been processed. The
fungi could be considered as facultative
microorganisms in the sense of selection and
colonization of streambed substrata during the fall.
They use the new allochthonous CPOM that entered
the system during autumn. When leaf material was
carried downstream, the fungi remained active on the
fine detritic materials derived from the breakdown of
leaves and branch materials, therefore achieving a
complete decomposition of all the material that
entered the reach during this season.
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Abstract

Molecular tools to monitor bacterial diversity in complex microbial assemblages have developed during the last
decade using 16S ribosomal DNA based polymerase chain reaction (PCR). The organic matter samples from Koraiyar
and Mayiluthu forested streams of Pachamalai hills were subjected to DNA extraction and the resultant amplicons of
the genomic DNA were amplified by PCR using universal primers. The resultant amplicons of PCR assays were
subjected to electrophoresis and PCR fitness was identified. The molecular detection of 16S rDNA sequence of
samples from both stream was done. This showed the availability of a simple method to confirm the bacterial
colonization on a broad range of species and this would be useful in the evaluation of organic matter degradation in
streams.

Keywords: PCR, 16S rDNA, primers, Koraiyar, Mayiluthu.

Introduction

Identification of bacteria is traditionally
performed by isolation of the organisms and the
study of their phenotypic characteristics,
including Gram staining, morphology, culture
requirements and biochemical reactions.
However, these methods of bacterial
identification have major drawback. Firstly, they
cannot be used for nocultivable organisms.
Second, we are occasionally faced with organisms
exhibiting biochemical characteristics that do not
fit into patterns of any known genus and species.
Third, identification of slow growing organisms

would be extremely slow and difficult (Woo et
al., 2003). Since the discovery of PCR and DNA
sequencing, comparison of the gene sequences of
bacterial species showed that the 16S rDNA gene
is highly conserved within a species and among
species of the same genus, and hence, can be used
as the new technique for identification of bacteria
to the species level (Oleson and Woese, 1993).

Aquatic microbial diversity is well understood to
be a key component of aquatic ecosystem
functioning (Conter and Biddanda, 2002;Gessner
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et al., 2010), and major advances toward linking
microbial diversity with ecosystem function have
been made in aquatic system (Horner- Devine et
al., 2013). A recent survey of microbial diversity
studies in aquatic habitats showed that microbial
diversity in lotic environments is less commonly
studied than in marine and lake ecosystems
(Zinger et al., 2012). Stream and rivers are
hotspots of microbially mediated carbon (C) and
nutrient processing with landscapes (Hynes, 1975;
Fisher et al., 1998; McClain et al., 2003).
Bacterial diversity was particularly difficult to
define, beyond differentiating gram-negative from
gram-positive cells (Geesey et al., 1977) or
conducting plate counts on selective media
(Millner and Goulder, 1984), before the
availability of molecular tools. The application of
molecular techniques to measure stream microbial
diversity produced new insights.  Following the
establishments of the ribosomal rRNA gene as a
conserved marker of taxonomic lineage (Pace,
1997), studies on water column biota began to
resolve longitudinal patterns in microbial
diversity (Crump et al., 1999; Crump and Baross,
2000), and efforts to integrate molecular and
traditional tools in studies of fungal diversity were
mounted (Nikoicheva et al., 2003; Nikolcheva
and Barlocher, 2005).

Materials and Methods

Sampling procedure

Sampling of epilithic biofilms was performed
using sand blasted glass tiles of 9.6 cm2 of surface
area. Two tiles were scraped per replicate using a
sterile cell scraper and suspended in 1 ml sterile
stream water.

Isolation of Bacteria

The samples were collected in a sterile plastic
container and transported to laboratory for
bacteriological analysis. Bacterial isolates were
screened on Nutrient Agar (NA) plates by the
standard pour plate method. Plates were incubated
at 37°C for 24h. A total of one hundred and forty-
four isolates were obtained, after incubation.

Two isolate was selected from the group of
isolates and used for further studies. The isolated
bacteria were identified based on colony
characteristics, gram staining methods and by
various biochemical tests as given by Bergey’s
(1984) Manual of Determinative bacteriology.

Biochemical Characterization of the bacteria

The selected bacterial strain was grown in nutrient
broth culture medium containing 2.5% peptone,
1.0% yeast extract, and 0.5% beef extract.
Cultures (50 ml in 250-ml conical flasks) were
inoculated with 5% (v/v) inoculums and
incubated at 37 °C with vigorous orbital shaking
at 120-150 rpm. To make a solid medium, 1.5%
agar was added to the broth (Himedia, India). The
shape and color of the colonies were examined
under the microscope after Gram staining. Isolates
were biochemically analyzed for the activities of
Oxidase, Catalase and MR-VP test, Urease test,
Motility, Indole production (Table- 1) and Citrate
utilization (Table- 2) tests were also conducted.
These tests were used to identify the isolates
according to Bergey's Manual of Determinative
bacteriology.

Bacterial DNA isolation

Bacterial genomic DNA was isolated as per the
standard protocol (Hoffman and Winston, 1987).
Nutrient broth was inoculated with single colony
and cultured for overnight at 37ºC. Cells were
harvested from 5 mL of the culture and to this
100μL of lysozyme was added and incubated at
Room temperature for 30 min, followed by the
addition of 700μL of cell lysis buffer
(Guanidiumisothiocyanate, SDS, Tris- EDTA).
The contents were mixed by inverting the vial for
5 min with gentle mixing till the suspension
looked transparent. 700μL of isopropanol was
added on to the top of the solution and were
mixed gently till white strands of DNA were seen.
The DNA was extracted from the aqueous layer
was precipitated with ethanol. The DNA pellet
was dried and dissolved in 50μL of 1X TE buffer.
The purity of the DNA was analyzed by running
on 0.8% agarose gel stained with ethidium
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bromide (0.5 μg/μL). A single intense band with
slight smearing was noted.

The extracted genomic DNA was used as
template DNA for the universal bacterial primers
(Forward primer 5'-
AGAGTTTGATCCTGGCTCAG-3' and reverse
primer (5’ GGTTACCTTGTTACGACTT 3’)
were used for the amplification of the 16S rRNA
gene fragment. The reaction mixture of 50μl
consisted of 10 ng of genomic DNA, 2.5 Units of
Taq DNA polymerase, 5μl of 10X PCR
amplification buffer (100 mMTris- HCl, 500
mMKCl pH-8.3), 200μM dNTP, 10 p moles each
of the two universal primers and 1.5mM MgCl2.
Amplification was done by initial denaturation at
94°C for 3min, followed by 40 cycles of
denaturation at 94oC for 30 seconds, annealing
temperature of primers was 55°C for 30 second
and extension at 72°C for 1 minute. The final
extension was conducted at 72°C for 10 minutes.

Agarose Gel Electrophoresis

10 μL of the reaction mixture was then analyzed
by submarine gel electrophoresis using 1.0 %
agarose with ethidium bromide (0.5 μg/μL) as per
the standard protocols (Sambrooket al., 2001) at
80V/cm and the reaction product was visualized
under Gel Documentation System (Alpha
Innotech).

Purification of PCR Product by Exosap-IT

The PCR product was subjected to purification by
using Exosap-IT. It is a mixture of Exonuclease I
and Shrimp Alkaline Phosphatase that removes
left over primers and free nucleotides from the
PCR reaction. To 5 μL of PCR product add 2 μL
of Exosap. Further the samples were incubated at
37ºC for 15 minutes for the degradation of
primers and free nucleotides. Then the Tube was
transferred to water bath at 80ºC and incubated
for 15 minutes to inactivate the Exosap-IT
enzyme. The sample was then ready for
sequencing reaction.

DNA sequencing of 16S rRNA gene fragment

The 16S rRNA purified PCR product (100ng
concentration) was subjected for the amplification
of the 16S rRNA gene.

PCR amplification of 16S rRNA gene:

PCR reaction was performed in a gradient thermal
cycler (Eppendorf, Germany). The sequencing
using ABI DNA 3730 XL sequencer (Applied
BiosystemInc). Sequencing of the 16S rRNA gene
of the bacterial isolate was done from both the
directions, the sequence obtained was subjected to
BLAST search and the bacterial species were
determined. The percentages of sequence
matching were also analyzed.

Computational analysis (BLAST) and
Identification of Bacterial species

BLAST (Basic Local Alignment Search Tool) is a
web-based program that is able to align the search
sequence to thousands of different sequences in a
database and show the list of top matches. This
program can search through a database of
thousands of entries in a minute. BLAST
(Altschulet.al.,1990) performs its alignment by
matching up each position of search sequence to
each position of the sequences in the database.
For each position BLAST gives a positive score if
the nucleotides match, it can also insert gaps
when performing the alignment. Each gap
inserted has a negative effect on the alignment
score, but if enough nucleotides align as a result
of the gap, this negative effect is overcome and
the gap is accepted in the alignment. These scores
are then used to calculate the alignment score, in
“bits” which is converted to the statistical E-
value. The lower the E-value, the more similar the
sequence found in the database is to query
sequence. The most similar sequence is the first
result listed.
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Results and Discussion

Bacterial population analysis in biofilms

PCR amplification of DNA extracted from
epilithic biofilm was performed on samples of
Pachamalai forested stream. The traditional
identification of bacteria on the basis of
phenotypic characteristics is generally not as
accurate as identification based on genotypic
methods. Comparison of the bacterial 16S rRNA
gene sequence has emerged as a preferred genetic
technique. The sequence of the 16S rRNA gene
has been widely used as a molecular clock to
estimate relationships among bacteria
(phylogeny), but more recently it has also become
important as a means to identify an unknown
bacterium to the genus or species level. The use
of 16S rRNA gene sequences to study bacterial
phylogeny and taxonomy has been by far the most
common housekeeping genetic marker used for a
number of reasons. These reasons include (i) its
presence in almost all bacteria, often existing as a
multigene family, or operons (ii) the function of
the 16S rRNA gene over time has not changed,
suggesting that random sequence changes are a
more accurate measure of time (evolution); and
(iii) the 16S rRNA gene (1,500 bp) is large
enough for informatics purposes (Patel, J. B.
2001).The rRNA based analysis is a central
method in microbiology used not only to explore
microbial diversity but also to identify new
strains.

Total of one hundred and forty-four isolates
obtained, from the Pachamalai forested stream
two isolate were used for further analysis. Isolated
colony from mixed populations, on nutrient agar
plates were characterized and sub cultured to
obtain pure cultures, and the isolated bacteria
were identified based on colony characteristics,
and were biochemically analyzed for the activities
of Oxidase, Catalase, MR-VP test, Urease test,
Motility, Indole production (Table- 1), Sugar
utilization test (Table -2) and Gram staining
(Figure: 1) tests. From the tests the isolate was
found to be Bacillus spp.., further confirmation
was done using molecular approach. Bacterial

genomic DNA was isolated as per the standard
protocol (Hoffman and Winston, 1987). The
presence of bacterial genomic DNA isolated was
confirmed on 0.8% agarose gel stained with
ethidium bromide. An intense single band was
seen along with the DNA marker. (Fig-2) The
extracted DNA was used as template for
amplification of 16S rRNA gene. The universal
primers 27F and 1429R were used for the
amplification and sequencing of the 16S rRNA
gene fragment. The optimum annealing
temperature was found to be 55ºC. An intense
single band was visible on 1% agarose gel stained
with ethidium bromide (Figure: 2). The PCR
product was subjected to sequencing using BDT
V3.1 cycle sequencing kit on ABI 3730 XL
genetic analyzer from both forward and reverse
directions. The two sequences (Figure: 3)
obtained were compared with the NCBI gene
bank database using BLAST search program
(http;//www.ncbi.nlm.nih.gov) (Marchler– Bauer
et al., 2000; Pruitt et al., 2005). The percentages
of sequence matching were also analyzed. The
homology search made using BLAST sequence
1 showed 99 – 100% maximum identity with that
of Bacillus subtilis strain B5501A,NCBI Gene
Bank Accession No: FJ 55787.1 and E-value
equal to 0 for all closely related taxa. Other close
homologs of the isolate showing 99% similarity
with, Bacillus tequilensisBK206 99%, 99%
similarity with Bacillus vallismortis, and 95%
Paeni Bacillus polymaxa,Bacillus velezenesis
P42, Bacillus amyloguefaciens - L51, Bacillus
sigmensis IHBB16121, Bacillus licheniform, and
the sequence 2 showed maximum identity with
that of Leptotrichia species EB007,Leptolyngbya
Species –L21- BG2 and with Cyanobacterium
phormidium. Sequences of the bacterial isolates
were used for the construction of the phylogenetic
dendrogram to know the genetic relatedness
between the bacterial isolates. All the closely
related homologs of identified bacteria were used
for the construction of the phylogenetic
dendrogram to know their evolutionary origin.
The dendrogram showing the relation between
Bacillus subtilis strain B5501A and Leptolyngbya
12077 and their close homologs is shown in
(Figure:4a, b).
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Table -1: Physio–biochemical characteristics of the isolate Bacillus subtilis B5501A

Test Observation
Gram’s stain Gram Positive
Spore staining Central, oval, bulging
Cell shape Rods
Cell size >3μm
Colony character White, raised irregular
Motility +
Catalase +
Oxidase -
Indole -
Methyl red -
Voges-Proskauer -
Citrate utilization +
Casein utilization +
Starch hydrolysis +
Urea hydrolysis -
Growth at 50ºC +
Growth in 10% NaCl -
Anaerobic growth +
TSI (Triple Sugar Iron) Acid slant/ alkaline butt, gas, no H2S

produced
+,Positive , -Negative

Table-2: Sugar utilization test

Sugar utilization Result (acid/ gas)
Glucose +/-
Galactose +/-
Arabinose +/-
Mannitol -/-
Maltose +/-
Mannose +/-
Raffinose -/-
Rhamnose -/-
Sucrose +/-
Lactose +/-
Fructose +/-
Xylose +/-
+/Positive -/ Negative
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Figure –1 – Bacillus strain (Gram Staining)

Figure- 2- Gel image of 16S rRNA amplicon

Lane – M - DNA marker,
Lane- 1 -Negative control
Lane – 2 -Positive control ( genomic DNA )
Lane-3 to 10 -16S rRNA amplicon band
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Figure- 3 - Partial sequence of PCR product of 16S rRNA gene

a. sequence-1 b. sequence-2

(a)
ACGCGATAAGTATCCCGCCTGGGGAGTACGCACGCAAGTGTGAAACTCAAAGGAATTGACGGGGGCCCGACA
AGCGGTGGAGTATGTGGTTTAATTCGATGCAACGCGAAGAACCTTACCAGGGCTTGACATCCCTCGAATCCT
CTTGAAAGAGAGGAGTGCCTTCGGGAGCGAGGAGACAGGTGGTGCATGGCTGTCGTCAGCTCGTGTCGTGAG
ATGTTGGGTTAAGTCCCGCAACGAGCGCAACCCACGTCCTTAGTTGCCAGCATTGAGTTGGGCACTCTGGGG
AGACTGCCGGGGACAACTCGGAGGAAGGTGTGGATGACGTCAAGTCATCATGCCCCTTACGTTCTGGGCTAC
ACACGTACTACAATGCTTCGGACAAAGGGCAGCCAACTAGCGATAGTGAGCTAATCCCATAAACCGAGGCAC
AGTTCAGATTGCAGGCTGCAACTCGCCTGCATGAAGGAGGAATCGCTAGTAATCGCCGGTCAGCATACGGCG
GTGAATACGTTCCCGGGCCTTGTACACACCGCCCGTCACACCATGGGAGCATACGTCCTACGGGAGAAAGCA
GGGGACCTTCGGGCCTTGCGCTATCAGATGAGCCTAGGTCGGATTAGCTAGTTGGTGAGGTAATGGCTCACC
AAGGCGACGATCCGTAACTGGTCTGAGAGGATGATCAGTCACACTGGAACTGAGACACGGTCCAGACTCCTA
CGGGAGGCAGCAGTGGGGAATATTGGACAATGGGCGAAAGCCTGATCCA
GCCATGCCGCGTGTGTGAAGAAGGTCTTCGGATTGTAAAGCACTTTAAGTTGGGAGGAAGGGCAGTTGCCTA
ATACGTAACTGTTTTGACGTTACCGACAGAATAAGCACCGGCTAACTCTAACGCTGGCGGCAGGCCTACGGA
CGGGTGAGTAATGCCTAGGAATCTGCCTGGTAGTGGGGGATAACGCTCGGAAACGGACGCTAATACCGCATA
CGTCCTACGGGAGAAAGCAGGGGACCTTCGGGCCTTGCGCTATCAGATGAGCCTAGGTCGGATTAGCTAGTT
GGTGAGGTAATGGCTCACCAAGGCGACGATCCGTAACTGGTCTGAGAGGGATGATCAGTCACACTGGAACTG
AGACACGGTCCAGACTCCTACGGGAGGCAGCAGTGGGGAATATTGGACAATGGGCGAAAGCCTGATCCAGCC
ATGCCGCGTGTGTGAAGAAGGTCTTCGGATTGTAAAGCACTTTAAGTTGGGAGGAAGGTTAAGCACTCCGCC
TGGGGAGTACGGCCGCAAGGCTGAAACTCAAAGGAATTGACGGGGGCCCGCACAAGCGGTGGAGCATGTGGT
TTAATTCGAAGCAACGCGAAGAACCTTACCAGGTCTTGACATCCTCTGACAACCCTAGAGATAGGGCTTTCC
CCTTTCGGGGGACAGAGTGACAGGTGGTGCATGGTTGTCGTCAGCTCGTGTCGTGAGATGTTGGGTTAAGTC
CCGCACGAGCGCAACCCTTTGATCTTAGTGCAGCATCAGTGGCACCTCTA
AGGTGACTGCGTGACAACGAGAGGTGGGGATGACGTCAATCATCATGCCCCTTATGACCTGGGCTACAAGAG
AGTTGATCCTGGCTCAGGACGAACGCTGGCGGCGTGCCTAATACATGCAAGTCGAGCGGACAGATGGGAGCT
TGCTCCCTGATGTTAGCGGCGGACGGGTGAGTAACACGTGGGTAACCTGCCTGTAAGACTGGGATAACTCCG
GGAAACCGGGGCTAATACCGGATGGTTGTTTGAACCGCATGGTTCAAACATAAAAGGTGGCTTCAGCAGTAG
GGAATCTTCCGCAATGGACGAAAGTCTGACGGAGCAACGCCGCGTGAGTGATGAAGGTTTTCGGATCGTAAA
GCTCTGTTGTTAGGGAAGAACAAGTACCGTTCGAATAGGGCGGTACCTTGACGGTACCTAACACATGCAAGT
CGAGCGGCAGCACGGGTACTTGTACCTGGTGGCGAGCGG

(B)
AACGCTGGCGGCAGGCCTAACACATGCAAGTCGAGCGGCAGCACGGGTACTTGTACCTGGTGGCGAGCGGCG
GACGGGTGAGTAATGCCTAGGAATCTGCCTGGTAGTGGGGGATAACGCTCGGAAACGGACGCTAATACCGCA
TACGTCCTACGGGAGAAAGCAGGGGACCTTCGGGCCTTGCGCTATCAGATGAGCCTAGGTCGGATTAGCTAG
TTGGTGAGGTAATGGCTCACCAAGGCGACGATCCGTAACTGGTCTGAGAGGGATGATCAGTCACACTGGAAC
TGAGACACGGTCCAGACTCCTACGGGAGGCAGCAGTGGGGAATATTGGACAATGGGCGAAAGGGCGGTGGCG
GGTGCTATAATGCAGTCGAGCGAATCGATGGGAGCTTGCTCCCTGAGATTAGCGGCGGACGGGTGAGTAACA
CGTGGGCAACCTGCCTATAAGACTGGGATAACTTCGGGAAACCGGAGCTAATACCGGATACGTTCTTTTCTC
GCATGAGAGAAGATGGAAAGACGGTTTACGCTGTCACTTATAGATGGGCCCGCGGCGCATTAGCTAGTTGGT
GAGGTAATGGCTCACCAAGGCGACGATGCGTAGCCGACCTGAGAGGGTGATCGGCCACACTGGGACTGAGAC
ACGGCCCAGACTCCTACGGGAGGCAGCAGTAGGGAATCTTCCGCAATGGACGAAAGTCTGACGGAGCAACGC
CGCGTGAACGAAGAAGGCCTTCGGGTCGTAAAGTTCTGTTGTTAGGGAAGTTACCAGGTCTTGACATCCTCT
GACAATCCTAGAGATAGGACGTCCCCTTCGGGGGCAGAGTGACAGGTGGTGCATGGTTGTCGTCAGCTCGTG
TCGTGAGATGTTGGGTTAAGTCCCGCAACGAGCGCAACCCTTGATCTTAGTTGCCAGCATTCAGTTGGGCAC
TCTAAGGTGACTGCCGGTGACAAACCGGAGGAAGGTGGGGATGACGTCAAATCATCATGCCCCTTATGACCT
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GGGCTACACACGTGCTACAATGGACAGAACAAAGGCAGCGAAACCGCGAGGTTAAGCCAATCCCACAAATCT
GTTCTCAGTTCGGATCGCAGTCTGCAACTCGACTGCGTGAAGCTGGAATCGCTAGTAATCGCGGATCAGCAT
GCCGCGGTGAATACGTTCCCGGGCCTTGTACACACCGCCCGTCACACCACGAGAGTTCGTAACACCCGAAGC
CGGTGAGGTAACCTTTTAGGAGCCAGCCGCCGAAGG
TGGGACAGATGATTGGGGTGAAGTCGTAACAAGGTAACC

Figure- 4- Phylogenetic tree representing close homologs of
a. uncultured bacterial clone. b. Bacillus subtilis

(a)

(b)

Nikolcheva, L. G and F. Barlocher, 2004. Using
taxon-specific primers study on demonstrated the
presence of these major fungal taxa and found
ascomycetes to be the main group of fungi
colonizing decaying leaves in streams. In contrast
rDNA approaches confirmed higher bacterial
species richness in the Pachamalai forested
stream.

Conclusion

Patterns of biofilm formation were investigated in
Mayiluthu and Koraiyar streams of Pachamalai
forest. From the results it was understood that a
higher amount of particulate organic matter
standing stock was found in the Mayiluthu stream
channelFrom the tests conducted the isolate was
found to be Bacillus species and the obtained
dendrogram showed that there is a relation
between Bacillus subtilisstrain B5501A.



Int. J. Compr. Res. Biol. Sci.(2017).4(12):1-10

9

Acknowledgments

The authors would like to thank the Department
of Botany, Government Arts College, Ariyalur,
Tamil Nadu, India for provided the required
facility for this study.

References

1. Altschul, S. F., Gish, W., Miller, W., Myers,
E. W., and Lipman, D. J. (1990). Information
about the BLAST. Journal of Molecular
Biology, 401-403.

2. Araya, M., Peña C., Pizarro, F., and Olivares,
M. (2003). Gastric response to acute copper
exposure. Science of the Total environment,
303(3), 253-7.

3. Battin, T. J., Kaplan, L. A., New bold, J, D.,
Cheng, X.H., and Hansen, C. (2003). Effects
of current velocity on the nascent architecture
of stream microbial biofilms. Applied and
Environmental Microbiology, 69, 5443-5452.

4. Cotner, J. B., and Biddanda, B. A. (2002).
Small players, large role: microbial influence
on biogeochemical processes in pelagic
aquatic ecosystems. Ecosystems 5, 105–121.
doi: 10.1007/s10021-001-0059-3.

5. Crump, B. C., and Baross, J. A. (2000).
Archaea plankton in the Columbia river, its
estuary and the adjacent coastal ocean,
USA. FEMS Microbiol. Ecol. 31, 231–239.
doi: 10.1111/j.1574-6941. 2000.tb00688.x

6. Crump, B. C., Armbrust, E. V., and Baross, J.
A. (1999). Phylogenetic analysis of particle-
attached and free-living bacterial communities
in the Columbia river, its estuary, and the
adjacent coastal ocean. Applied and
Environmental Microbiology. 65, 3192–3204.

7. Emtiazi, F., Schwartz, T., Marten, S.M.,
Krolla- Sidenstein, P., and Ost, U. (2004).
Investigation of natural biofilms formed
during the production of drinking water from
surface water embankment filtration. Water
Research, 38, 1197-1206.

8. Fisher, S. G., Grimm, N. B., Martí, E.,
Holmes, R. M., and Jones, J. B. (1998).
Material spiraling in stream corridors: a

telescoping ecosystem model. Ecosystems 1,
19–34. doi: 10.1007/s100219900003

9. Gasith, A., and Resh, V.H. (1999). Stream in
Mediterranean climate regions: abiotic
influence and biotic responses to predictable
seasonal events. Annual Review of ecology
and Systematics, 30, 51-81.

10. Geesey, G. G., Richardson, W. T., Yeomans,
H. G., Irvin, R. T., and Costerton, J. W.
(1977). Microscopic examination of natural
sessile bacterial populations from an alpine
stream. Canadian Journal of
Microbiology, 23, 1733–1736. doi:
10.1139/m77-249.

11. Gessner, M. O., Swan, C. M., Dang, C. K.,
Mckie, B. G., Bardgett, R. D., and Wall, D. H.
(2010). Diversity meets
decomposition. Trends in Ecology and
evolution, 25, 372–380. doi:
10.1016/j.tree.2010.01.010.

12. Horner-Devine, M. C., Leibold, M. A., Smith,
V. H., and Bohannan, B. J. M. (2003).
Bacterial diversity patterns along a gradient of
primary productivity. Ecology Letters. 6, 613–
622. doi: 10.1046/j.1461-0248.2003.00472. x.

13. Hynes, H. B. N. (1975). The stream and its
valley. Verh. Int. Ver. Theor. Angew.
Limnol. 19, 1–15.

14. Jackson, C. R., Churchill, P. F., and Roden,
E.E. (2001). Successional changes in bacterial
assemblage structure during epilithic biofilm
development. Ecology, 82, 555-566.

15. Lyautey, E., Jackson, C.R., Cayrou, J., Rols,
J.L., and Garaetian, F. (2005). Bacterial
community succession in natural river biofilm
assemblages, Microbial Ecology, 50, 589-601.

16. Lyautey, E., Teissier, S., Charcosset, J. Y.,
Rols, J.L., and Garaetian, F. (2003). Bacterial
diversity of epilithic biofilm assemblages of
an anthropized river section, assessed by
DGGE analysis of a 16S r DNA fragment.
Aquatic Microbial Ecology,33, 217-224.

17. Marchler-Bauer, A., Panchenko, A. R.,
Shoemaker, B. A., Thiessen, P. A., Geer, L.
Y., and Bryant, S. H. (2000). CDD: a database
of conserved domain alignments with links to
domain three - dimensional structure. Journal
of Nucleic acid research, 30, 281-283.



Int. J. Compr. Res. Biol. Sci.(2017).4(12):1-10

10

18. McClain, M. E., Boyer, E. W., Dent, C. L.,
Gergel, S. E., Grimm, N. B., Groffman, P. M.,
et al. (2003). Biogeochemical hot spots and
hot moments at the interface of terrestrial and
aquatic ecosystems. Ecosystems 6, 301–312.
doi: 10.1007/s10021-003-0161-9.

19. Milner, C. R., and Goulder, R. (1984).
Bacterioplankton in an urban river - the
effects of a metal-bearing tributary. Water
Research, 18, 1395–1399. doi: 10.1016/0043-
1354(84)90009-5.

20. Nagpal, M. I., Fox, K.F., and Fox, A. (1998).
Utility of 16S-23S rRNA spacer region
methodology: how similar are interspace
regions within genome and between strains
for closely related organisms? Journal of
Microbiological methods, 33, 211-219.

21. Nikolcheva, L. G., and Barlocher, F. (2005).
Seasonal and substrate preferences of fungi
colonizing leaves in streams: traditional
versus molecular evidence. Environmental
Microbiology, 7, 270–280. doi:
10.1111/j.1462-2920.2004.00709. x.

22. Nikolcheva, L. G., Cockshutt, A. M., and
Barlocher, F. (2003). Determining diversity of
freshwater fungi on decaying leaves:
comparison of traditional and molecular
approaches. Applied and Environmental
Microbiology, 69, 2548–2554. doi:
10.1128/AEM.69.5.2548-2554.2003.

23. Olsen, G. J. and Woese, C. R. (1993).
Ribosomal RNA: a key to phylogeny. FASEB,
J;7:113-123.

24. Pace, N. R. (1997). A molecular view of
microbial diversity and the

biosphere. Science 276, 734–740. doi:
10.1126/science.276.5313.734.

25. Patel, J. B. 2001, 16S rRNA gene sequencing
for bacterial pathogen identification in the
clinical laboratory. Mol. Diagn. 6,313-321.

26. Pruitt, K. D., Tatusova, T., and Maglott, D. R.
(2005). NCBI reference sequence: a cultured
non–redundant sequence database of
genomes, transcripts, and proteins. Journal of
Nucleic Acids Research, 33, D501–D504.

27. Sambrook, J; Fritsch, E. F. and Maniatis,
T.(1989), Molecular Cloning, Alaboratory
manual, 2rd Edn (ColdSpring Harbor
Laboratory, ColdSpring Harbor, NY).

28. Woo, P. C. Y., Ng, K. H. L., Lau, S. K. P.,
Yip, K., Fung, A. M. Y., Leung, K., Tam, D.
M. W., Que, T. and Yuen, K.  (2003).
Usefulness of the MicroSeq 500 16S
Ribosomal DNA-Based Bacterial
Identification System for Identification of
Clinically Signification Bacterial Isolates with
Ambiguous Biochemical Profiles. Journal of
Clinical Microbiology, 1996-2001.

29. Zinger, L., Gobet, A., and Pommier, T.
(2012). Two decades of describing the unseen
majority of aquatic microbial diversity. Mol.
Ecol. 21, 1878–1896. doi: 10.1111/j.1365-
294X.2011.05362. x.

Access this Article in Online
Website:
www.darshanpublishers.com

Subject:
Biodiversity

Quick Response
Code

DOI:10.22192/ijcrbs.2017.04.12.001

How to cite this article:
K. Valarmathy and R. Stephan. (2017). 16s rDNA Based identification of bacteria in the organic
matter of Pachamalai forested streams. Int. J. Compr. Res. Biol. Sci. 4(12): 1-10.
DOI: http://dx.doi.org/10.22192/ijcrbs.2017.04.12.001



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April 2018 | ISSN: 2320- 2882 
 

IJCRTOXFO015 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  393 
 

Screening Of Antibacterial And Antioxidant 
Activities Of Streptomyces Species Isolated From 

Western Ghats Region Of Karnataka 
Almas Fathima, Daaniyah Belgami, S S Naziya Saba, Smriti Aurora, B K Manjunatha and Divakara R 
Department of Biotechnology, The Oxford College of Engineering, Bommanahalli, Bengaluru-560068 

 
ABSTRACT 
Soil Actinomycetes’ secondary metabolites possess wide range of biologically active compounds and are the potential source of 
novel bioactive metabolites. Currently Actinomycetes emerged as an important source for bioactive natural products with 
chemical diversity. In this study, Actinomycetes strain was isolated from the Western Ghats region of Karnataka and characterized 
by the 16S rRNA gene sequence. The strain was identified as Streptomyces species. The strain was characterized for antioxidant 
and antibacterial activity. The isolated strain exhibited broad spectrum of antibacterial activity against Gram positive bacteria (S. 
aureus and B. subtilis) and Gram negative bacteria (P. aeruginosa and E. coli). The ethyl acetate extract showed 86.6 % and   98 
% of 2, 2-diphenyl-1-picrylhydrazyl (DPPH) and 2, 2΄-azinobis-(3-ethylbenzothizoline-6-sulfonic acid) radical scavenging assay 
at 11 mg/ml and 8.25 mg/ml respectively. However, purification and further characterization of bioactive metabolites from 
Streptomyces species is required for their optimum utilization towards antibacterial and antioxidant purposes. 
___________________________________________________________________________________________________ 
 
INTRODUCTION 
Actinomycetes are a group of prokaryotic organisms belonging to subdivision of the Gram-positive bacteria phylum. Most of 
them are grouped under subclass Actinobcteridae, order Actinomycetales. The members of this order are characterized by the 
high G+C content which accounts about >55 mol% in their DNA (Stackebrandt et al, 1997). These are one of the riches source of 
important natural products especially antibiotics. So far, approximately 10,000 antibiotics were reported, and almost half of them 
are produced by soil actinomycetes Streptomyces (Lazzarini et al, 2000). Bioactive metabolites produced from Streptomyces have 
high commercial value and important applications in human as well as livestock medicine and in agriculture (Watve et al, 2001). 
The biological active compounds produced by actinomycetes are being used as antibiotics, immunosuppressant, extracellular 
hydrolytic enzymes, plant growth promoters, lytic enzymes, herbicides, insecticides, antitumor agents and siderophores. 
Approximately World’s 80% antibiotics are obtained by actinomycetes, majorly from genus Streptomyces and Micromonospora 
(Pandey et al, 2004). 
Chemotherapy using antimicrobial agents has been a leading cause for the rise of average life expectancy in the past Century. 
However, infectious agents that have become resistant to antibiotic drug therapy are an increasing public health problem. 
Currently, about 70% of the bacteria which cause infections to humans in hospitals are resistant to at least one of the drugs most 
commonly used for treatment of infection caused by them. Certain organisms are resistant to all approved antibiotics and 
infections caused by these organisms can only be treated with experimental and potentially toxic drugs. The increase in antibiotic 
resistance of bacterial will cause community acquired infections and also causes morbidity (Bisht et al, 2009). Development of 
antibiotic resistance in bacteria, as well as economic incentives has resulted in identification new antibiotic strains of 
actinomycetes in order to maintain a pool of effective drugs at all times (Stephen & Kennedy, 2011). 
Free radicals and oxidants play a dual role as both toxic and beneficial compounds, since they can be either harmful or helpful to 
the body. It has been implicated in the development of many human diseases. A few of them include arthritis, inflammatory 
diseases, kidney diseases, cataracts, inflammatory bowel disease, colitis, lung dysfunction, pancreatitis, drug reactions, skin 
lesions and aging (Lakhtakia et al, 2011). They are produced either from normal cell metabolism in situ or from external sources 
(like pollution, cigarette smoke, radiation and medication). When an overload of free radicals cannot gradually be destroyed, their 
accumulation in the body generates a phenomenon called oxidative stress. This process plays a major part in the development of 
several chronic and degenerative illnesses (Pham-Huy et al., 2008). 
Moreover, it has been shown that antioxidants and free radical scavengers are crucial in the prevention of pathologies, in which 
reactive oxygen species (ROS) or free radicals are implicated (Rathna Kala and Chandrika, 1993). Synthetic antioxidants have 
been used in stabilization of foods (Hajji et al, 2010). But their use is being restricted nowadays because of their toxic and 
carcinogenic effects (Kekuda et al, 2010). Thus, interest in finding natural antioxidants, without any undesirable effects has 
increased greatly (Rechner et al, 2002).Oxidative stress is ultimately involved in endothelial dysfunction, a condition which is 
evident in adults suffering from various cardiovascular diseases including thalassemia (Shinar and Rachmilewitz, 1990; Hebbel, 
1990; Grinberg et al, 1995). Antioxidant and other supportive therapies protect red blood cells against oxidant damage (Filburn, 
2007; Kukongviriyapan et al, 2008). It is well known that the generation of free radicals happens because of microbial infection 
which leads to DNA damage (Maeda and Akaike, 1998). In the present study, we point out biological activities of secondary 
metabolites produced by actinomycetes in effort to combat infectious diseases. 
 
MATERIALS AND METHODS 
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Soil sampling and pretreatment: Soil samples were collected from forest areas of Western Ghat region of Karnataka and 
Kerala. Each collection will be made from 10-15 cm depth of the soil. These were air-dried for 1 week, crushed and sieved. The 
sieved soils were then used for actinomycetes isolation.  
Isolation of Actinomycetes: Each sample were air-dried at room temperature (about 25 ± 2 °C) for 5 to 7 days and then ground 
in a mortar and used for further study. Dilution technique was used to isolate actinomycetes from the soil samples. Soil samples 
were serially diluted with sterile 0.9% (w/v) saline solution to give final concentrations of 10-2 and 10-3. Using a sterile glass rod, 
the soil suspensions were spread onto sterile Glycerol Asparagine Agar (GAA). All plates were incubated at 28 °C for 7days. 
Characterization of actinomycetes: The isolated actinomycetes were characterized by morphological and biochemical methods. 
Morphological characterization was done by macroscopic and microscopic methods. Microscopic characterization was carried out 
by cover slip culture method (Kawato and Sinobu, 1979) by observing mycelium structure, color and arrangement of conidiospore 
and arthospore on the mycelium through the oil immersion (100X). The observed morphological characters were compared with 
Bergey’s manual of determinative bacteriology and the isolate was characterized.  
Screening for antimicrobial activity: Antimicrobial activities of isolates were tested preliminarily by cross streak method on 
Nutrient Agar plates (Egorov, 1985). Actinomycetes isolates were streaked across diameter on nutrient agar plates. After 
incubation at 28 °C for 6 days, 24 hrs cultures of test organisms were streaked perpendicular to the central strip of actinomycetes 
culture. All plates were again incubated at 37 °C for 24 hrs and zone of inhibition was measured. 
Extraction of antimicrobial compounds: The antibacterial compounds were isolated from the actinomycetes isolates by 
following Westley et al, 1979 and Liu et al, 1986 method with slight modifications. The selected antagonistic actinomycete 
isolates were inoculated into Yeast Extract Malt Extract (YEME) broth, and incubated at 28 °C in a shaker (200-250 rpm) for 
seven days. After incubation the broths were filtered through Whatman No.1 filter paper. To the culture filtrate, equal volume 
ethyl acetate was added and shaken vigorously for 1 hr for the extraction of antimicrobial compound. The ethyl acetate extract 
was evaporated to dryness in rotary flash evaporator. The extracts were tested for their antimicrobial activity by well diffusion 
method (Sen et al, 1995) against the test pathogens. The antimicrobial efficacy was assessed by measuring the zone of inhibition 
after 24 hrs of incubation. 
 
DETERMINATION OF ANTIOXIDANT ACTIVITY:  
DPPH scavenging activity: DPPH scavenging activity of the EA extract was determined by the method of Manjunatha et al, 
2013 with slight modifications. 100 µM methanol DPPH solutions were mixed with different concentrations of EA extract. 
Ascorbic acid (standard) was used as positive control. The tubes were incubated at room temperature in dark for 30 min and the 
optical density was measured at 517 nm. The absorbance of the control, DPPH• alone (containing no sample), was also noted 
(Khalaf NA, 2008). The percentage of radical scavenging activity of the extract against the stable DPPH• was calculated using 
following equation:  
% DPPH• Scavenging activity = [Acontrol - Asample]/ Acontrol X 100 
ABTS scavenging activity: To generate ABTS radical cation, 50ml of 2mM ABTS and 0.3mL of 17mM Potassium persulfate 
were mixed together and incubated in the dark for 12-16 h to develop Prussian blue colored ABTS·+ solution which has an 
absorption maxima at 734nm [Re et al., 1999]. To determine scavenging activity of extracts of different concentrations was added 
to 1.6ml of ABTS·+ solution. The absorbance was measured at 734nm after 20 minutes at room temperature. All readings were 
performed in triplicates and the free radical scavenging activity was calculated from equation: 
% ABTS Scavenging activity = [Acontrol - Asample]/ Acontrol X 100 
 
Molecular characterization of actinomycetes strain by 16S rDNA sequence: The actinomycetes strain was grown at 30 ˚C for 
5 days in shake flasks, containing 100 ml of ISP 2 medium (4 g/l yeast extract, 10 g/l malt extract and 4 g/l glucose). Mycelium 
was obtained by centrifugation and washed twice with bi-distilled water. Approximately, 200 mg of mycelium were used for 
genomic DNA extraction as follows: the sample was dispersed in 800 ml of the lysis solution (100mM Tris-HCl, pH 7.4, 20mM 
EDTA; 250mM NaCl; 2% SDS; 1 mg/ml; lysozyme; 100 ml H20), added with5 ml of RNase (50 mg/ml) and incubated at 37 ˚C 
for 60 min. Then 10 ml of proteinase K solution (20 mg/ml) were added, and the lysis solution was reincubated at 65 ˚C for 30 
min. The lysate was extracted two times with an equal volume of phenol, centrifuged and then re-extracted with chloroform (v/v) 
to remove residual phenol. DNA was precipitated by adding NaCl (at a final concentration of 150 mM) and 2 volumes of 
95%cool ethanol. After centrifugation, the DNA was cleaned with 50 ml of ethanol 70%, centrifuged, and then re-suspended in 50 
ml of TE buffer (10mM Tris-HCl, pH 7.4; 1mM EDTA, pH 8.0). The DNA purity and quantity were checked by 
spectrophotometer at 260 and 280 nm. 
PCR amplification of the 16S rDNA of actinomycetes strain was performed using two primers: 27f (50-
AGAGTTTGATCCTGGCTCAG-30) and 1492r (50-GGTTACCTTGTTACGACTT-30). The 16S rDNA was amplified by PCR 
using Promega kit. The final volume of reaction mixture of 50 ml contained 1X PCR buffer (10mM Tris-HCl, 50mM KCl, pH 9.0 
at 25 ˚C), 1.5mM MgCl2, 200 mM of each dNTP, 1mM of each primer, 1.25 U of Taq DNA polymerase and 500ng of template 
DNA. The amplification was performed according to the following profile: an initial denaturation step at 98 ˚C for 3 min, after 
which Taq DNA polymerase was added, followed by 30 amplification cycles of 94 ˚C for 1 min, 52 ˚C for 1 min and 72 ˚C for 2 
min, and a final extension step of 72 ˚C for 10 min. The PCR product was detected by agarose gel electrophoresis and was 
visualized by UV fluorescence after ethidium bromide staining. 
The PCR products obtained were submitted to Genome Express for sequence determination. The same primers as above and an 
automated sequencer were used for this purpose. The sequence determined was compared for similarity level with the reference 
species of bacteria contained in genomic database banks, using the NCBI Blast available at the ncbi-nlm-nih.gov Web site. 
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RESULTS  
Cultural characteristics and Microscopic study: 
The actinomycetes isolate was named as SBR1 (1). The colony characteristics of the isolate were studied on the GAA, Inorganic 
salt-starch agar (ISSA) and Oat Meal Agar (OMA) media. The growth was good on GAA and ISSA whereas moderate growth 
was observed on OMA. The color of substrate and aerial mycelium varied in different media. The organism produced colonies of 
3 mm diameter, white colony with secondary black metabolites, blue pigmentation, greys at centre and hard on GAA with 
inhibition of neighboured colony, on oat meal agar it produced colony with poor growth, 3 mm diameter, cream colored spores 
with entire and umbonate margin, on ISSA colonies were light cream colored entire, elevated margin, good growth, outer 
periphery shows ring of spores. The organism was gram positive and positive for starch hydrolysis, casein hydrolysis and 
lecithinase and lipase production, negative for gelatine hydrolysis, citrate utilization. Based on morphological biochemical and on 
characterization of the organism it was shown to be Streptomyces sp. 

Table 1: Cultural characteristics of SBR 1(1) 
Media Growth Substrate mycelium Aerial mycelium Diffusible pigment 
GAA Good Grey White Blue 
OMA Moderate Grey Cream --- 
ISSA Good Grey White --- 

 
Preliminary antibacterial activity and MIC: A total of 7 isolates were recovered from the soil samples. All the isolates were 
subjected for cross streak method in order to assess antagonistic property against gram negative and gram positive bacteria. 
Presence of clear zone or reduced growth of test bacteria near the growth of actinomycetes was considered as positive for 
antagonistic activity. All the isolates were potent enough to inhibit at least one of the test bacteria. SBR 1(1) showed prominent 
inhibition of test bacteria in cross streak technique, so it was selected for further study.  
The antibacterial efficacy of the ethyl acetate extract of SBR 1(1) is studied using 3 Gram positive and 2 Gram negative bacteria. 
It was observed that extract was having broad spectrum antibacterial activity inhibiting both Gram positive and Gram negative 
bacteria. The study of MIC has shown that MIC of ethyl acetate extract was <25 µg for Gram positive bacteria (B. subtilis and S. 
aureus) and 75 µg for Gram negative bacteria (E. coli) (Table 2 & 3; Figure 1). 

Table 2: Antibacterial activity of ethyl acetate extract of isolate SBR 1(1) 

Test Bacteria 

Zone of inhibition in cm 

SBR 1(1) 
Standard 

(Streptomycin 10 µg)) 
 

DMSO 

B. cereus 2.6 2.0 0.0 
E. coli 2.0 1.1 0.0 
B. subtilis 2.7 1.9 0.0 
S. aureus 2.5 2.4 0.0 
P. putida 1.0 1.3 0.0 

 
Table 3: Minimum Inhibitory Concentration (MIC) of ethyl acetate extract of isolate RHC-1 

Test bacteria MIC for ethyl acetate extract of isolate SBR 1(1) Zone of Inhibition in cm 
Concentration Standard 10 µg 25 µg 50 µg 75 µg 100 µg 

E. coli 2.5 - - 1.1 1.3 
B. subtilis 1.2 1.5 1.7 1.8 1.9 
S. aureus 1.8 1.2 1.4 1.5 1.7 

 

Figure 1: MIC for ethyl acetate extract of RHC-1 
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Screening of antioxidant activity:  
DPPH Radical Scavenging Assay: Study of DPPH scavenging ability of the extract showed that ethyl acetate extract has free 
radical scavenging ability but the activity of extract is less when compared with the ascorbic acid standard. DPPH scavenging 
studies have revealed that the extract possesses 86.6% scavenging ability at a concentration of 11 mg/ml and the DPPH free 
radical scavenging ability of the extract was dose dependent (Figure. 2). 
 
 

 
Figure 2: Antioxidant activity of ethyl acetate extract of SBR 1(1) 

 
Assay of ABTS scavenging activity: ABTS scavenging studies have revealed that the ethyl acetate extract of SBR 1(1) is 
capable of scavenging the ABTS radical efficiently. But ability of the extract is less when compared with ascorbic acid standard. 
The ethyl acetate extract had 98% scavenging activity at a concentration of 8.25 mg/ml. Even ABTS free radical scavenging 
ability of the extract is also dose dependent (Figure 2). 
 
Molecular characterization by 16S rDNA sequencing: Through 16S rDNA sequence analysis, an amplified fragment of 747 bp 
was obtained and compared with sequences of the reference species of bacteria contained in genomic database banks. The 
similarity level ranged from 96.3% to 97.8% with Streptomyces species 13636G having the closest match. The phylogenetic tree 
obtained by applying the neighbor joining method is illustrated in Fig. 8. The sequence results for SBR 1(1) as follows: 
GGCGTTTTTTCGCTCTCAGCGTCAGTAATGGCCCAGAGATCCGCCTTCGC 
CACCGGTGTTCCTCCTGATATCTGCGCATTTCACCGCTACACCAGGAATT 
CCGATCTCCCCTACCACACTCTAGCTAGCCCGTATCGAATGCAGACCCGG 
GGTTAAGCCCCGGGCTTTCACATCCGACGTGACAAGCCGCCTACGAGCTC 
TTTACGCCCAATAATTCCGGACAACGCTTGCGCCCTACGTATTACCGCGG 
CTGCTGGCACGTAGTTAGCCGGCGCTTCTTCTGCAGGTACCGTCACTTGC 
GCTTCTTCCCTGCTGAAAGAGGTTTACAACCCGAAGGCCGTCATCCCTCA 
CGCGGCGTCGCTGCATCAGGCTTTCGCCCATTGTGCAATATTCCCCACTG 
CTGCCTCCCGTAGGAGTCTGGGCCGTGTCTCAGTCCCAGTGTGGCCGGTC 
GCCCTCTCAGGCCGGCTACCCGTCGTCGCCTTGGTAGGCCATTACCCCAC 
CAACAAGCTGATAGGCCGCGGGCTCATCCTTCACCGCCGGAGCTTTCAAC 
CCCGTCCCATGCGGAACAGAGTATTATCCGGTATTAGACCCCGTTTCCAG 
GGCTTGTCCCAGAGTGAAGGGCAGATTGCCCACGTGTTACTCACCCGTTC 
GCCACTAATCCACCACCGAAGCGGCTTCATCGTTCGACTTGCATGTGTTA 
AGCACGCCGCCAGCGTTCGTCCTGAGCTGTTTTAAAAACTTAAAAAC.FASTA 
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Figure 3: 

Phylogram based on 16S rDNA sequences showing the relations between strain SBR 1(1) and type species of the genus 
Streptomyces 

 
DISCUSSION  

Western Ghats of India are the less explored regions for actinomycetes diversity and this study has shown that Western Ghats 
contain diverse species producing the antibiotic. The plant root primarily determines the nature and abundance of the rhizosphere 
soil microflora, when conditions affect root growth or metabolism, it will be reflected in quantitative and qualitative changes in 
microbial populations of rhizosphere. Conversely, microbial communities can affect rooting patterns, stimulate and promote plant 
root growth (e.g., release of hormones, neutralizing toxic substances, etc.), and influence the supply of available nutrients for 
plant uptake. Microbial turnover of rhizo-deposits plays an important role in carbon flow through soils [Rathna Kala and 
Chandrika, 1993; Rechner et al, 2002; Behal, 2003; Kekuda et al., 2010]. Actinomycetes are an important class of bacteria and 
constitute one of the important groups of the rhizosphere microflora. Members of Streptomyces are most abundant in soil and 
accounts for about 90% of actinomycetes isolated from soil [Shinar and Rachmilewitz, 1990; Rathna Kala and Chandrika, 1993; 
Khamna et al., 2009;]. In the present study, we have recovered 07 actinomycetes isolates from a rhizosphere soil collected at 
Western Ghats of Karnataka. All the isolates were subjected to primary screening for antibacterial activity by cross streak method. 
This dual culture method is widely used to screen the ability of actinomycetes strains to produce antimicrobial metabolites [Shinar 
and Rachmilewitz, 1990, Hebbel et al., 1990; Kekuda et al., 2012]. Out of 07 isolates, all the 7 isolates have shown inhibition of 
all test bacteria. We have selected a potent isolate SBR 1(1) which inhibited both gram positive and Gram negative bacteria. The 
characterization of SBR 1(1) revealed that the isolate is a Streptomyces species. The life cycle of Streptomycetes provides 3 
distinct features for microscopic characterization namely vegetative mycelium, aerial mycelium baring chains of spores and the 
characteristic arrangement of spores and the spore ornamentation. The latter two features produce most diagnostic information 
[Kukongviriyapan et al., 2008, Filburn et al., 2007]. Details on cultural and microscopic characteristics together with biochemical 
properties assisted the researchers to classify actinomycetes as members of the genus Streptomyces. Many studies have been 
carried out where the actinomycetes isolates were identified as species of Streptomyces based these properties or characteristics 
(Ceylan et al, 2008; Pham-Huy et al, 2008;  Grinberg, 1995; Maeda and Akaike, 1998; Jeffrey et al, 2007;  Sahin and Ugur, 
2003). In the present study, the cultural and microscopic characteristics of the isolate SBR1(1) were consistent with its 
classification as a member of the genus Streptomyces.  
The members of Streptomyces can be distinguished from other sporing actinomycetes based on morphology and hence 
morphology plays an important role in the Antimicrobial agents play an indispensable role in decreasing morbidity and mortality 
associated with infectious diseases caused by bacteria, fungi, viruses and parasites. However, selective pressure exerted by the use 
of antimicrobial drug became the major driving force behind the emergence and spread of drug-resistance pathogens. In addition, 
resistance has been developed in pathogens after discovery of major class of antimicrobial drugs, varying in time from as short as 
1 year in case of penicillin to >10 years in case of Vancomycin (Jeffrey et al, 2007). This alarming situation necessitated search of 
new bioactive compounds capable of acting against pathogens in particular drug resistant pathogens. It is well known that 
microorganisms, in particular bacteria and fungi are an unexhaustible source of natural compounds having several therapeutic 
applications. In the present study, it was found that both Gram positive bacteria and Gram negative bacteria were susceptible to 
high extent (Singh et al, 2006; Pandey et al, 2004). 
Free radicals are chemical species containing one or more unpaired electrons that make them highly unstable and cause damage to 
other molecules by extracting electrons from them in order to attain stability. In recent years much attention has been devoted to 
natural antioxidant and their association with health benefits (Ali et al, 2008). 
DPPH is a stable, organic and nitrogen centered free radical, it has absorption maximum band around 515-528 nm (517 nm) in 
alcoholic solution. It accepts an electron or hydrogen atom and becomes a stable diamagnetic molecule. Though a number of in 
vitro assays have been developed to evaluate radical scavenging activity of compounds, the model of scavenging of the stable 
DPPH radical is one of the widely used protocols. The effect of antioxidants on scavenging DPPH radical is due to their hydrogen 
donating ability. In this assay, the antioxidants reduce the purple colored DPPH radical to a yellow colored compound 
diphenylpicrylhydrazine, and the extent of reaction will depend on the hydrogen donating ability of the antioxidants. In the 
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present study, a decrease in the absorption of DPPH solution in the presence of various concentrations of ethyl acetate extract was 
measured at 517 nm. It was observed that the radical scavenging activities of extract and ascorbic acid increased on increasing 
concentration. The scavenging effect of ethyl acetate extract was much lesser when compared with ascorbic acid. Although the 
scavenging abilities of extract was lesser, it was evident that the extracts showed hydrogen donating ability and therefore the 
extract could serve as free radical scavengers, acting possibly as primary antioxidants (Ali et al, 2008).  
The ABTS radical cation decolorization assay is one of the methods for the screening of the antioxidant activity (Re et al, 1999). 
Therefore, the ABTS radical scavenging activity of the ethyl acetate extract was determined. The results indicated that the ethyl 
acetate extract showed a lesser tendency to decay ABTS radicals at low concentrations of reaction than at high concentrations 
(Fig. 6). The extract scavenged ABTS radicals in a concentration-dependent manner. The ABTS antioxidant assay, also known as 
the Trolox equivalent anti-oxidant capacity (TEAC) assay, assesses the total radical scavenging capacity of the plant extracts. 
This is determined through the ability of these extracts to scavenge the long-lived specific ABTS radical cation chromophore in 
relation to that of Trolox, the water-soluble analogue of vitamin E [Zhong et al., 2011]. 
The antioxidant activities of recognized antioxidants have been attributed to various mechanisms, including the prevention of 
chain initiation, binding of transition metal ion catalysts, decomposition of peroxides, prevention of hydrogen abstraction, and 
radical scavenging [Diplock, 1997].  
According to the results of the DPPH radical-scavenging assay and ABTS radical-scavenging assay, it was found that the isolate 
SBR 1(1) had antioxidant abilities.  
CONCLUSION: 
In this study, the results have suggested that actinomycetes isolate RHC-1  has closely related with Streptomyces spp. 13636G, 
having the capability to show antimicrobial and antioxidant activity and the present study highlights the necessity of further 
researches towards the goal of searching for novel bioactive compounds from less explored regions like Western Ghats. 
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Abstract: Environment pollution by toxic heavy metals (HM) presents a real life threat for human health. 
Accumulation of   heavy metals like Cadmium, Mercury, Cobalt and Copper in water causes toxic actions 
if the tolerance level is exceeded. Alkaline Phosphatase (ALP) activity was used for estimation of heavy 
metal ions in drinking water. It was based on inhibition of Alkaline Phosphatase enzyme activity exerted by 
metal ions. Kinetics of ALP was performed and maximum activity was found to be at using 2U/ml 
concentration of enzyme and hence was chosen for further studies. ALP immobilization was carried out by 
sol-gel method and sodium alginate method on two different surfaces: glass and stainless steel. Inhibition 
characteristics of ALP were tested using different concentrations of individual heavy metals ranging from 
10mM to 10-5mM and also using combination of heavy metals of concentration 10-4mM.The reaction 
showed uncompetitive inhibition. Amongst the four heavy metals used, the amount of inhibition was found 
to be more in mercury compared to other metals.  
 
Index Terms— Alkaline Phosphatase, Sol-Gel, Inhibition, meal ions 
 

1. INTRODUCTION 
The accumulation of toxic substances in the environment continuously increases due to diverse pollutants 
from the industries. Heavy metals in drinking water pose a serious threat to human health if the respective 
tolerance level is exceeded. Populations are exposed to heavy metals primarily through water consumption, 
but few heavy metals can accumulate in the human body (e.g., in lipids and gastrointestinal system) and 
may induce cancer and other risks. Hence, fast and accurate detection of metal ions has become a critical 
issue. Due to the high toxicity caused by the heavy metal ions there is an obvious need to determine them 
rapidly at trace levels. The present investigation aims determining heavy metal ions based n the inhibition 
studies of ALP on different metals. 
 
2. MATERIALS AND METHODS  
 
2.1 ENZYME KINETIC STUDIES  
2.1.1 PNP STANDARD CURVE:  
Enzyme kinetics was studied by plotting the pNP Standard Curve and carrying out the Enzyme Activity Assay 
by using 0.05M p-nitro phenyl phosphate (pNPP) as the substrate. The release of p-nitrophenol (pNP) in the 
reaction mixture (2.5ml) was continuously measured at 405nm spectrophotometrically (Thermo-Fischer), over 
the linear period. Different concentrations of standard pNP ranging from 0µg to 50µg were taken in a series 
volume of different test tubes. 1ml of distilled water is added to the test tubes. 2ml of 0.1M Sodium Hydroxide 
was added to make up the final reaction mixture to 4ml. Absorbance readings were taken at 405nm.  
 
2.1.2  INHIBITION STUDIES OF FREE ALP WITH DIFFERENT HEAVY METAL IONS:  
The effect of Hg2+, Cu2+, Co2+ and Mn2+ on ALP activity was studied. Various concentrations of the chosen 
heavy metals were added to the 0.1M Sodium Carbonate-Bicarbonate buffer followed by the addition of 0.1ml 
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enzyme. 1ml of 0.05M p-NPP substrate was then added to study the inhibition of the enzyme activity. 1ml of 
0.2M NaOH was added to the final reaction mixture and the absorbance was measured at 405 nm 
spectrophotometrically.  
 
2.2 IMMOBILIZATION OF ENZYME  
2.2.1   SOL GEL METHOD  
The stock gel solution for immobilization was prepared by adding 570µl of methanol 50µl of TEOS and 10ul of 
3.8% CTAB (Cetyl Tri methyl Ammonium Bromide) solution in a small test tube at room temperature The 
solution was vigorously mixed. It was then cooled to 4oC immediately after mixing. The enzyme stock solution 
was prepared by dissolving a known quantity of ALP in 50ml 0.02Mm phosphate buffer (pH- 7.0).The enzyme 
solution was cooled at 4oC.  
 
2.2.2 SODIUM ALGINATE METHOD (SA):  
The sodium alginate method was performed by adding 0.6gms of Sodium alginate to 20ml of distilled 
water(solution 1) and 50µl of ALP (2U/ml) (solution 2). The Solution 1 and 2 were mixed and stirred for 30 
minutes covering the electrode.  
 
2.3 ACTIVITY OF IMMOBILIZED ENZYME ON DIFFERENT SURFACES  
Immobilization was performed on two different types of surfaces (Glass and Stainless Steel) and by two 
different methods (Sol Gel and Sodium Alginate).  1ml of pNPP substrate was added to 0.4ml sodium 
carbonate-bicarbonate buffer .The enzyme immobilized glass beads, stainless steel fork prangs and stainless 
steel plates were added and incubated at 37oC for 15minutes. glass beads, stainless steel fork prangs and 
stainless steel plates were removed. 1ml NaOH was then added and absorbance was measured at 405nm. 
Enzyme was not immobilized on the glass surface using the Sol Gel method as it specifically requires a 
conducting medium 
.  
2.4  pNPP SUBSTRATE KINETICS  
The primary function of the inhibitor is to reduce the rate of reaction. Hence the need to study the rate of the 
reaction is highly necessary to study the properties of inhibition.  
 
2.4.1 pNP ASSAY  
Various volumes of standard pNP (0, 0.2, 0.4, 0.6, 0.8, 1.0 ml) were taken in a series of test tubes. The Volume 
was made upto 1ml using distilled water. 2ml of 0.1M NaOH was then added to all the test tubes and 
absorbance was measured at 405nm  
 
2.4.2 pNPP ASSAY  
1ml of different concentrations of pNPP was added to 0.4ml buffer followed by the addition of 0.1ml enzyme. It 
was then incubated at 37oC for 5minutes. 1ml of 0.2M NaOH was then added to the test tubes and the 
absorbance was measured at 405nm.  
 
2.4.3 MM PLOT FOR pNPP SUBSTRATE  
The Michaelis-Menton plot was plotted for the substrate to find the rate of the reaction. It is a plot with 
concentration on x-axis and activity on y-axis. The formula used to calculate the activity is:-  
Activity = (concentration of pNP x dilution factor) in µmol/min  
(mol. wt of pNP x Vol. of enzyme x Incubation time)  
 
2.4.3 LB PLOT OF pNPP  
The Lineweaver-Burk plot is widely used to determine important terms in enzyme kinetics, such as Km and 
Vmax. The y-intercept of such a graph is equivalent to the inverse of Vmax. The x-intercept of the graph 
represents -1/Km. It also gives a quick, visual impression of the different forms of enzyme inhibition. The LB 
plot was plotted for the substrate to use as a reference to fine the type of inhibition exhibited by the heavy 
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metals. 
 
3. RESULTS AND DISCUSSION 
 
3.1 STANDARDIZATION OF pNP 
A graph was plotted with concentration of pNP taken on the x-axis and absorbance on y-axis. From the 
results it was observed that there was a linear increase in the absorbance level against increasing 
concentrations of pNP 
 
 
 
 
 
 
 
 
 
 
 
 
            
                                                                     Graph 1: Standard Curve for pNP 
  
3.2 INHIBITION STUDIES OF THE FREE ENZYME ALP 
The compounds HgCl2, MnSO4, CoSO4 and CuSO4 were used as inhibitors and the percentage inhibition 
exerted by the respective individual heavy metals i.e. Hg2+, Mn2+, Co2+ and Cu2+ is given below. The 
percentage inhibition was calculated for different concentrations of Mercury, Manganese, cobalt and 
copper.. It was found that maximum inhibition was exhibited by 40µg of Mercury whereas minimum 
inhibition was shown by 0.4µg of Mercury and maximum inhibition was exhibited by 10.9µg of 
Manganese whereas no inhibition was seen after concentrations of 0.10µg. It was found that maximum 
inhibition was exhibited by 0.005µg of Cobalt whereas no inhibition was seen in 58.93µg of Cobalt and it 
was found that high inhibitions were seen in 6.35µg and 0.06µg concentrations of Copper, lesser inhibition 
at 63.5µg whereas no inhibition were seen in the by 0.4µg of Copper 

                                 
Graph 2: Concentration of Mercury vs. Percentage Inhibition        Graph 3: Concentration of Manganese vs. Percentage   
                                                                                                                                                         Inhibition 
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Graph 4: Concentration of Cobalt vs. Percentage Inhibition          Graph 5: Concentration of Copper vs. Percentage                    
                                                                                                                                                        Inhibition 

  
 
 
 
 
 
 
 
 
 

3.3 RESULTS OF ACTIVITY OF IMMOBILIZED ENZYME ON DIFFERENT SURFACES 
 

Immobilization was performed on two different types of surfaces (Glass and Stainless Steel) and by 
two different methods (Sol Gel and Sodium Alginate).The test was performed to find the activity of 
the immobilized enzyme on the glass beads. The sample (S) which had the enzyme immobilized glass 
beads showed negligible activity while the left over Sodium Alginate Extract (E) of the glass beads 
comparatively showed some activity. This showed that the enzyme had not been immobilized on to the 
glass surface using this method. The ALP immobilized prongs were tested for enzyme activity for a 
period of one week. The Immobilized enzyme showed high activity on the 1st day, which steadily 
decreased on the 2nd day and was almost negligible on the 7th day. This concluded that the enzyme 
showed stability for 1 week when it was immobilized with Sodium Alginate. For the Sol Gel 
Immobilized Surface, activity was found to be maximum on the 1st day which decreased over the 2nd 
and the 7th day. Moreover the activity for Stainless Steel Fork Prongs using Sodium Alginate Method 
had considerable good activity on day 2 whereas for the Sol Gel Immobilized prongs lost a greater 
amount of activity on the day 2 itself. Here the Sodium Alginate Immobilized Surface was tested for 
enzyme activity. This experiment showed considerably good activity on the 1st day which was rapidly 
lost on the 2nd. The results did not require us to proceed with testing the activity further ahead. The sol 
gel immobilized enzyme surface was then tested for enzyme activity. For this type of immobilization, 
the activity had reduced drastically from the 1st day to the 2nd. Moreover the activity for Stainless Steel 
Plates using Sol Gel method seemed to exhibit higher activity than that of the Sodium Alginate 
Method. The inhibition characteristics for four different metals i.e. Mercury, manganese, cobalt, 
copper were tested. All the metals were found to produce 100% inhibition. 

 3.4 MM PLOT FOR pNPP SUBSTRATE 
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In the Michaelis-Menton curve obtained, it was seen that the rate of the reaction was found to increase 
with increasing concentrations of the substrate. This would tell us about the amount of the product pNP 
formed from the substrate pNPP. From the graph theVmax was found to be 7.9 and the Km value was 
found to be 0.06 

 
Graph 7: MM plot for substrate 

 
 
 

3.5   LB PLOT OF PNPP 
 
From the resulting LB plot, the substrate was used as a reference to find the type of inhibition exhibited by 
the heavy metals. From this, the Km was found to be 0.028 and Vmax was found to be 0.0302. 

 
Graph 8: LB plot of pNPP 

 
3.6 TYPE OF INHIBITION 
The Lineweaver-burk plot was plotted for the substrate with and without the inhibitor and the inhibition 
was found to be of uncompetitive type. Uncompetitive inhibition implies that the inhibitor can bind 
only to the substrate-enzyme complex. This was concluded due to the parallel slopes obtained for the 
respective curves. 
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Graph 9: LB plot with inhibitor 
 
 
3.7 COMPARISON OF INHIBITION BY DIFFERENT METALS AT 0.1 M 

CONCENTRATIONS 
        The results obtained were plotted on a graph. It was found that Mercury exhibited maximum 

inhibition of 76.9% while Manganese seemed to show the least inhibition of 22.9%. 
 

 
Graph 10: Comparison of Inhibition by Different Metals 

 
 

4. CONCLUSION  

The present study concluded that maximum activity for Alkaline Phosphatase enzyme was exhibited at 

2U/ml concentration .Hence, this concentration was chosen for further work .On comparing the 

immobilization by the two techniques used, we observed that Sodium Alginate immobilized surface 

retained higher activity compared to Sol gel immobilized surface. By studying the effect of various 
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heavy metals on the free and immobilized enzyme, it was found that Mercury exhibited maximum 

inhibition on the activity of the enzyme Alkaline Phosphatase and Manganese was found to have the 

least inhibition. The heavy metals Copper and Cobalt showed unstable inhibition readings due to the 

inherent color exhibited by them which caused hindrance in Absorbance readings. The concentration 

range of heavy metals that can be detected by using this sensor is 10-4mM to 10mM .A Line weaver – 

Burk plot was plotted for the pNPP substrate with and without the inhibitor. The graph obtained showed 

that the inhibition was of uncompetitive type. This implies that the enzyme inhibitor can bind only to 

the complex formed between the enzyme and the substrate. This could imply that the binding site for 

the inhibitor is accessible only after the enzyme has bound to its substrate.  
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Abstract: Lectins are a class of non-covalent carbohydrate
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 
demonstrated to possess antifungal and antiproliferative potency on tumor cells. Seed lectin from 
extracted and partially purified by acetone precipitation followed by DEAE
Sephadex G-100 gel filtration chromatography. Carboh
hemagglutination method and found to be specifically binding to N
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I.  INTRODUCTION  

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity hav
been isolated from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 
specificity to distinct carbohydrates, such as mannose, sialic acid, fucose, N
acetylgalactosamine, complex glycans, and glycoproteins [
Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal 
antiparasitic agents [Hamed et al 2017]. Plant lectins investigated for anti
species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 
germination. 
Lectins from several origins exert cytotoxic effects such as inhibition of 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cell
This fact is probably associated with the distinct expression of glycans
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 
carbohydrates their ability to antagonize, 
(Alencar NM et al 2004). There is also data to suggest that some lectins down
angiogenesis (Sharon and Lis, 2004). A natural outcome of these studies has been
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities
current project was formulated to identify potential novel sources of lectins with useful properties. Flax se
Linumusitassimum is important in the 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 
coronary heart disease and stroke. There is also ev
Information on lectins isolated from flax seeds and their properties is very little.
purify and characterize lectin from the seeds
antiproliferative activities. 
 

II.  MATERIALS AND METHODS
a) Materials 

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
veterinary hospitals. Flax (Linumusitassimum

b) Extraction of lectin 
Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
buffer, 1X PBS overnight at 4ºC. The e
supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
1976). 
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covalent carbohydrate-binding proteins of non-immune origins; possessing at least one non
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 

antiproliferative potency on tumor cells. Seed lectin from 
extracted and partially purified by acetone precipitation followed by DEAE-cellulose ion exchange chromatography and 

100 gel filtration chromatography. Carbohydrate binding specificity of lectin was determined by the 
hemagglutination method and found to be specifically binding to N-acetyl galactosamine. Purified lectin was characterized for 
their biological activity like antiproliferative, antioxidant, anti-inflammatory and antimicrobial activity using 
found to possess significant biological activities. 

hemagglutination, carbohydrate binding, anti-oxidant) 
________________________________________________________________________________________________________

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity hav
ed from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 

specificity to distinct carbohydrates, such as mannose, sialic acid, fucose, N-acetylglucosamine, galactose/N
nd glycoproteins [Wu A. M et al 2009].  

Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal 
. Plant lectins investigated for antifungal potential, mainly against phytopathogenic 

species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 

Lectins from several origins exert cytotoxic effects such as inhibition of proliferation and activation of cell death pathways, on 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cell
This fact is probably associated with the distinct expression of glycans on surface of cancer and normal cells, allowing lectins 
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 
carbohydrates their ability to antagonize, in vivo, neutrophil migration induced by inflammatory stimuli is well established 
(Alencar NM et al 2004). There is also data to suggest that some lectins down-regulate telomerase activity and hence inhibit 
angiogenesis (Sharon and Lis, 2004). A natural outcome of these studies has been the application of several lectins as 
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities
current project was formulated to identify potential novel sources of lectins with useful properties. Flax se

is important in the nutraceutical market, as an alternate source of fish oil being naturally high in 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 
coronary heart disease and stroke. There is also evidence that flax has anticancer effects in breast, prostate and colon cancers. 
Information on lectins isolated from flax seeds and their properties is very little. The focus of the present study was to isolate, 
purify and characterize lectin from the seeds of Linumusitassimum(flax) and analyzein vitro antioxidant, anti

MATERIALS AND METHODS  

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
Linumusitassimum) seeds were obtained from local markets.

Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
buffer, 1X PBS overnight at 4ºC. The extract was then centrifuged for 15 minutes at 10,000 rpm at 4ºC and clear 
supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
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immune origins; possessing at least one non-
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 

antiproliferative potency on tumor cells. Seed lectin from Linumusitassimum (flax) was 
cellulose ion exchange chromatography and 

ydrate binding specificity of lectin was determined by the 
acetyl galactosamine. Purified lectin was characterized for 

lammatory and antimicrobial activity using in vitro assays and 

________________________________________________________________________________________________________ 

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity have 
ed from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 

acetylglucosamine, galactose/N-

Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal and 
fungal potential, mainly against phytopathogenic 

species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 

proliferation and activation of cell death pathways, on 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cells. 

on surface of cancer and normal cells, allowing lectins 
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 

nduced by inflammatory stimuli is well established 
regulate telomerase activity and hence inhibit 

the application of several lectins as 
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon and Lis, 2004). 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities, the 
current project was formulated to identify potential novel sources of lectins with useful properties. Flax seed or 

nutraceutical market, as an alternate source of fish oil being naturally high in 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 

idence that flax has anticancer effects in breast, prostate and colon cancers. 
The focus of the present study was to isolate, 

antioxidant, anti-inflammatory and 

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
) seeds were obtained from local markets. 

Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
xtract was then centrifuged for 15 minutes at 10,000 rpm at 4ºC and clear 

supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
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c) Hemagglutination activity of lectins
Seed extracts were assayed for the presence of lectin with whole blood of different blood types (Jawade AA et al 
2016). 10µl of whole blood was used as negative control. 10
clean and dry slide. The whole blood was mixed with 20
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 
agglutination test of lectin was done by using 2% suspension of erythrocytes (
RBC suspension was mixed with 20
Hemagglutination assay was also performed in 96 well plates 
whole blood of human blood types A, B, AB and O w
50µl of PBS and 10µl of whole blood of any blood type served as negative control. Hemagglutination was observed 
after one hour. 

 
d) Carbohydrate inhibition assay 

Agglutination inhibition assay was
hexoses, oligosaccharides to inhibit the agglutination (
lectins, 100 µl of 500 mM sugar solutions were incubated with 100 
of incubated mixture was mixed with 50
under a transilluminator. 

 
e) Purification of lectin 

Crude lectin extract was fractionated using ammonium sulfate salt (0 
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 
minimal volume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
complete salt removal. Alternatively, crude extracts were treated with ice
complete precipitation overnight. The prec
concentration and hemagglutination activity were determined for the precipitates.

 
f) Chromatographic separation of lectin

Acetone precipitated flax seed extract was fractionated on a Sephadex G
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 
absorbance at 280nm. Hemagglu
hemagglutinating activities were pooled and again loaded on to a DEAE
equilibrated with 1X PBS, pH 7.4. Fractions of 1 ml volume each were co
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 
well as for hemagglutination activity. 

 
g) SDS-PAGE 

Polyacrylamide gel electrophoresis of lectin samples 
polyacrylamide gel in the presence of sodium dodecyl sulfate (SDS) and 2
electrophoresis the gel was stained with 0.2% Coomassie brilliant blue (R250) 
 

h) pH and temperature stability studies
The effect of pH on activity of lectin was studied using different buffers in the pH range of 4
described earlier (Devi et al., 2014
incubating the lectin sample at temperatures of 17°C

 
i) Antioxidant activity of lectin 

Antioxidant activity of lectinwas assessed by 
(Janardhanet al 2014) and ABTS 
scavenging assay (Lee et al 2014
 

j)  Anti- inflammatory activity of lectin
To assess the anti-inflammatory activit
modified method of Oyedepo et al 1995 and Sakat et al
according to Mizushima et al 1968 and Sakat et al
proteinase inhibitory and protein denaturation activity was calculated.
 

k) Anti- proliferative activity of lectins 
MCF-7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
inactivated Fetal Bovine Serum (FBS), penicillin (100 IU/ml), streptomycin (100 
of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
% glucose in PBS). The viability 
HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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Hemagglutination activity of lectins 
for the presence of lectin with whole blood of different blood types (Jawade AA et al 

l of whole blood was used as negative control. 10µl of human blood types A, B, AB and O are taken on a 
clean and dry slide. The whole blood was mixed with 20µl of seed extract and hemagglutination observed.
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 
gglutination test of lectin was done by using 2% suspension of erythrocytes (Deshpande&Patil 2003

RBC suspension was mixed with 20µl of seed extract and hemagglutination observed. 
Hemagglutination assay was also performed in 96 well plates (John Shi et al., 2007). 50
whole blood of human blood types A, B, AB and O was added to wells. 20µl of sample was then added to the wells. 

l of whole blood of any blood type served as negative control. Hemagglutination was observed 

 
Agglutination inhibition assay was done by testing the ability of different carbohydrates like disaccharides, pentoses, 
hexoses, oligosaccharides to inhibit the agglutination (Kurokawaet al. 1976). To confirm sugar specificity of extracted 

l of 500 mM sugar solutions were incubated with 100 µllectin for 30 minutes at room temperature. 
of incubated mixture was mixed with 50µl of 2% RBC suspension. Hemagglutination or its absence was observed 

Crude lectin extract was fractionated using ammonium sulfate salt (0 - 75%) (Devi et al
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 

lume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
complete salt removal. Alternatively, crude extracts were treated with ice-cold acetone at 4ºC and allowed for 
complete precipitation overnight. The precipitate was then centrifuged, air dried and dissolved in PBS. Protein 
concentration and hemagglutination activity were determined for the precipitates. 

Chromatographic separation of lectin(Devi et al., 2014) 
Acetone precipitated flax seed extract was fractionated on a Sephadex G-100 gel filtation column equilibrated with 1X 
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 
absorbance at 280nm. Hemagglutination activities of the fractions were then assayed. The fractions containing 
hemagglutinating activities were pooled and again loaded on to a DEAE-cellulose ion exchange column pre
equilibrated with 1X PBS, pH 7.4. Fractions of 1 ml volume each were collected at a flow rate of 1 ml/min. The 
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 
well as for hemagglutination activity.  

Polyacrylamide gel electrophoresis of lectin samples was performed by the method of Lammli (1970) with 15% 
polyacrylamide gel in the presence of sodium dodecyl sulfate (SDS) and 2- mercaptoethanol (SDS
electrophoresis the gel was stained with 0.2% Coomassie brilliant blue (R250) (Blum et al 

pH and temperature stability studies 
The effect of pH on activity of lectin was studied using different buffers in the pH range of 4

(Devi et al., 2014). The thermal behavior of the partially purified lectin was also evaluated by 
incubating the lectin sample at temperatures of 17°C–77°C for 15min.  

was assessed by DPPH (1,1-diphenyl-2-picrylhydrazyl) 
ABTS (2, 2’-azinobis, 3-ethylbenzothiazoline-6-sufonic acid di

Lee et al 2014). Standard used in assay was ascorbic acid.  

inflammatory activity of lectin  
inflammatory activity of flax lectin, proteinase inhibition assay was performed according to the 
of Oyedepo et al 1995 and Sakat et al 2010 and inhibition of albumin denaturation technique 

Mizushima et al 1968 and Sakat et al 2010 with minor modifications. The percentage inhibition of 
proteinase inhibitory and protein denaturation activity was calculated. 

proliferative activity of lectins  
7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
vated Fetal Bovine Serum (FBS), penicillin (100 IU/ml), streptomycin (100 µg/ml) in an humidified atmosphere 

of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
% glucose in PBS). The viability of the cells are checked and centrifuged. Further, 50,000 cells / well of MCF
HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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for the presence of lectin with whole blood of different blood types (Jawade AA et al 
l of human blood types A, B, AB and O are taken on a 

of seed extract and hemagglutination observed. 
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 

Deshpande&Patil 2003). 50µl of 2% 
 
). 50µl of PBS and 10µl each of 

µl of sample was then added to the wells. 
l of whole blood of any blood type served as negative control. Hemagglutination was observed 

done by testing the ability of different carbohydrates like disaccharides, pentoses, 
To confirm sugar specificity of extracted 

llectin for 30 minutes at room temperature. 20µl 
l of 2% RBC suspension. Hemagglutination or its absence was observed 

et al., 2014). The salt precipitate 
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 

lume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
cold acetone at 4ºC and allowed for 

ipitate was then centrifuged, air dried and dissolved in PBS. Protein 

100 gel filtation column equilibrated with 1X 
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 

tination activities of the fractions were then assayed. The fractions containing 
cellulose ion exchange column pre-

llected at a flow rate of 1 ml/min. The 
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 

was performed by the method of Lammli (1970) with 15% 
mercaptoethanol (SDS-PAGE). After 

et al 1987)and then destained. 

The effect of pH on activity of lectin was studied using different buffers in the pH range of 4-9 by the method 
fied lectin was also evaluated by 

picrylhydrazyl)  radical scavenging assay 
sufonic acid di-ammonium salt) radical 

was performed according to the 
2010 and inhibition of albumin denaturation technique 

ications. The percentage inhibition of 

7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
µg/ml) in an humidified atmosphere 

of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
of the cells are checked and centrifuged. Further, 50,000 cells / well of MCF-7 and 

HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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culture was trypsinized and the cell count was adjusted to 1.0 x
FBS. To each well of the 96 well microtiter plate, 100 
After 24 h, when a partial monolayer was formed, 100 
plates incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 
removed and 100 µl of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 
calculated using the following formula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
values is generated from the dose
Control) x 100. 
 

III.  RESULTS AND DISCUSSION
Lectins were extracted from flax seeds into PBS and 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 
blood by flax seed extracts. It showed hemagglutination reaction with only human blood group A (and AB) indicating 
its specificity to N-Acetylgalactosamine (Fig. 1).

 
Table 1 : Agglutination study of 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 

 

Figure
 
Hemagglutination assay was also performed by using human erythrocyte suspension in microtitre plates
of RBCs at the bottom of the well indicated absence of hemagglutination.
In order to determine the absolute specificity o
carried out. Table 2 shows the inhibition of 
galactosamine (GalNac) alone and no other carbohydrate 
 

Table 2: 

Carbohydrates

Erythrocytes
Human ‘O’
Human ‘A’

Human ‘AB’

Human ‘B’
Rabbit

Sheep
Hen
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culture was trypsinized and the cell count was adjusted to 1.0 x 105 cells/ml using respective media containing 10% 
FBS. To each well of the 96 well microtiter plate, 100 µl of the diluted cell suspension (50,000cells/well) was added. 
After 24 h, when a partial monolayer was formed, 100 µl of different concentrations o

incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 

l of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 
calculated using the following formula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
values is generated from the dose-response curves for each cell line. % Inhibition = 100 

RESULTS AND DISCUSSION 
Lectins were extracted from flax seeds into PBS and precipitated using salt or acetone. All extracts were tested for 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 

t showed hemagglutination reaction with only human blood group A (and AB) indicating 
Acetylgalactosamine (Fig. 1). 

: Agglutination study of Linum usitassimum seed lectin with human and animal erythrocytes

:Hemagglutionation of whole blood by flax extract 
 

 
 

ure 2: Hemagglutination assay in 96 well plate 

performed by using human erythrocyte suspension in microtitre plates
of RBCs at the bottom of the well indicated absence of hemagglutination. (Fig. 2). 
In order to determine the absolute specificity of flax lectins towards various carbohydrates, carbohydrate inhibition assay was 
carried out. Table 2 shows the inhibition of lectin by different carbohydrates. Flax lectin was inhibited by N

alone and no other carbohydrate indicating the absolute specificity of this lectin for GalNac. 

Table 2: Inhibition of lectin by different carbohydrates 
 

Carbohydrates Agglutination 

Erythrocytes Agglutination 
Human ‘O’ - 
Human ‘A’ +++ 

Human ‘AB’ +++ 

Human ‘B’ - 
Rabbit - 

Sheep - 
Hen - 
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105 cells/ml using respective media containing 10% 
l of the diluted cell suspension (50,000cells/well) was added. 
l of different concentrations of test samples were added and 

incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 µl 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 

l of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 

ormula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
response curves for each cell line. % Inhibition = 100 – (OD of sample/OD of 

salt or acetone. All extracts were tested for 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 

t showed hemagglutination reaction with only human blood group A (and AB) indicating 

seed lectin with human and animal erythrocytes 

 

performed by using human erythrocyte suspension in microtitre plates. Formation of red button 

f flax lectins towards various carbohydrates, carbohydrate inhibition assay was 
by different carbohydrates. Flax lectin was inhibited by N- Acetyl 

of this lectin for GalNac.  
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Glucose 

Galactose

Mannose

Lactose 

Fucose 

N-acetyl galactosamine

 
Flax lectin was purified from the acetone precipitated extract using Sephadex G
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination a
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None
the later eluting protein peaks showed any trace of hemagglutination activity. 
commonly employed for lectin separations (Zhang et al 2014
100 has not been reported earlier. 
 

 
Figure 3: Sephadex G

Flax lectins were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
their absorbance at 280nm as well as for the hemagglutination activity. Among the fractions collected, activity was recovered
the unbound fractions and no activity was seen in bound (Fig. 4), indicating its anionic nature.
 

Figure 4: DEAE

SDS-PAGE analysis of lectin at each stage of purification was done to determine purity as well
the gel profile of crude and partially purified flax lectin preparation on a 15% SDS
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 +++ 

Galactose +++ 

Mannose +++ 

 +++ 

+++ 

acetyl galactosamine - 

Flax lectin was purified from the acetone precipitated extract using Sephadex G-100 gel filtration column equilibrated with 1X 
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination a
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None
the later eluting protein peaks showed any trace of hemagglutination activity. Although gel filtration chromatography is 

(Zhang et al 2014), such purification of Linum usitatissimum

Sephadex G-100 gel filtration purification profile of flax lectin
 

were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
their absorbance at 280nm as well as for the hemagglutination activity. Among the fractions collected, activity was recovered

actions and no activity was seen in bound (Fig. 4), indicating its anionic nature. 

 
DEAE-cellulose ion exchange purification profile of flax lectin

 
PAGE analysis of lectin at each stage of purification was done to determine purity as well as molecular weight. Fig. 5 shows 

the gel profile of crude and partially purified flax lectin preparation on a 15% SDS-PAGE gel. In comparison with crude extract 
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100 gel filtration column equilibrated with 1X 
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination activity 
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None of 

Although gel filtration chromatography is 
usitatissimum lectin using Sephadex G-

 

filtration purification profile of flax lectin 

were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
their absorbance at 280nm as well as for the hemagglutination activity. Among the fractions collected, activity was recovered in 

 

n exchange purification profile of flax lectin 

as molecular weight. Fig. 5 shows 
PAGE gel. In comparison with crude extract 
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and salt and acetone precipitates, different types of protein bands were seen in unbound and 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovin
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 
activity. 

 
 

 
Figure 5: SDS-PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 

samples and stained with Coomassie Brilliant Blue for visualization. 
Lane 2: Flax ion-exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker.

 
The antioxidant activity of lectins has been well
were performed for lectin extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 
is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The 
value for ascorbic acid at same concentration as lectin was found to be 3.018mg/ml.
 
 

 
Figure 6: Antioxidant activity of flax lectin by DPPH assay.
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and salt and acetone precipitates, different types of protein bands were seen in unbound and gel filtration fraction signifying a 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovin
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 

 

PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 
samples and stained with Coomassie Brilliant Blue for visualization.  From left to right:  Lane 1: Gel

exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker.

The antioxidant activity of lectins has been well-established (Sadananda et al., 2014). Anti-oxidant assays of DPPH and ABTS 
extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 

is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The 
acid at same concentration as lectin was found to be 3.018mg/ml. 

Antioxidant activity of flax lectin by DPPH assay. The reduction capability of DPPH radical was determined by the 
decrease in its absorbance at 517nm which is induced by different antioxidants.

0.48 0.96 1.44 1.92

Conc of lectin (mg/ml)

% scavenging activity of flax % scavenging activity of ascorbic acid
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gel filtration fraction signifying a 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovine serum albumin). This profile 
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 

PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 
Lane 1: Gel-filtration pooled fraction, 

exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker. 

oxidant assays of DPPH and ABTS 
extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 

is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The IC50 

 

The reduction capability of DPPH radical was determined by the 
ent antioxidants. 

2.4

% scavenging activity of ascorbic acid
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Figure 7: Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 
is monitored spectrophotometrically at 734nm

 
 
Lectins have been shown to have anti-inflammatory activity (Janaina K.L. Campos 
albumin denaturation assays were performed to demonstrate anti
activity of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 
inhibition at 3.2mg/ml of lectin. 

 
Figure 8: Anti-inflammatory assay for flax lectin 

As part of the investigation on the mechanism of the anti
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 
mg/ml for flax lectin. 

 
Figure 9: Anti-inflammatory assay for flax lectin 

 

84

86

88

90

92

94

96

98

100

102

%
 s

ce
v

e
n

g
in

g
 a

ct
iv

it
y

% scavenging activity of flax

%
 i

n
h

ib
it

io
n

20

40

60

80

100

120

%
 i

n
h

ib
it

io
n

www.ijcrt.org                                © 2017  IJCRT | Volume 6, Issue 2 April 2018 
 

International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org

 
Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 

is monitored spectrophotometrically at 734nm 

inflammatory activity (Janaina K.L. Campos et al., 2016). Proteinase inhibition assay and 
albumin denaturation assays were performed to demonstrate anti-inflammatory activity. Fig. 8 shows the anti

of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 

inflammatory assay for flax lectin - % inhibition of proteinase.
 

investigation on the mechanism of the anti-inflammation activity, ability of lectin to inhibit protein denaturation 
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 

 

inflammatory assay for flax lectin - % inhibition of protein denaturation.
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Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 

., 2016). Proteinase inhibition assay and 
Fig. 8 shows the anti-inflammatory 

of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 

 

% inhibition of proteinase. 

inflammation activity, ability of lectin to inhibit protein denaturation 
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 

 

% inhibition of protein denaturation. 

% scavenging activity of ascorbic acid
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Flax lectins were tested for their pH stability by incubating the lectins in buffers of different pH. The lectins showed rema
pH stability in the range 4-9 which was confirmed by hemagglutination of the lectins after incubation. When tested at a range of 
temperatures between 17-100°C, flax and lectins showed decreased activity beyond 57°C.
To evaluate the cytotoxic effect of flax lectin against cance
different dosages of flax lectin samples. After 24 hours of incubation, cell viability was determined by MTT assay. Flax lect
extract was found to induce cell toxicity in a concentration d
10µg/ml to 320µg/ml express decreased number of viable cells with increase in the concentration of compound. Results indicate
that the cytotoxic effect steadily strengthens with increase in 
 

Table 4: 

MCF-7 

Sample 

Linumusitatissimum

 
 

IV.  CONCLUSION  
Very little information is currently available on flax seed lectins. In one study, hemagglutination activity and carbohydrate 
specificity of lectin seedlings revealed their role in plant adaptation to abiotic stresses (
amaranth-like lectin genes in flax induced by defence hormones has also been reported (
The current report sheds light on the hemagglutination activity, 
activity of flax seed lectins. Linum usitatissimum
Purification was achieved by concurrent use of gel filtration and
molecular weight cationic protein. Purified lectin was shown to possess anti
properties and remarkable pH and temperature stability. These results 
active in different ways. Further work is warranted to establish possible utilization of flax lectin for specific applications.
. 
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Flax lectins were tested for their pH stability by incubating the lectins in buffers of different pH. The lectins showed rema
9 which was confirmed by hemagglutination of the lectins after incubation. When tested at a range of 

100°C, flax and lectins showed decreased activity beyond 57°C. 
To evaluate the cytotoxic effect of flax lectin against cancer cells, human breast carcinoma cells (MCF
different dosages of flax lectin samples. After 24 hours of incubation, cell viability was determined by MTT assay. Flax lect

induce cell toxicity in a concentration dependant manner (Table 4). Dose response curves between the range 
10µg/ml to 320µg/ml express decreased number of viable cells with increase in the concentration of compound. Results indicate
that the cytotoxic effect steadily strengthens with increase in concentration. 

Table 4: Cytotoxicity assays using flax lectin 

 
Conc. µg/ml OD at 590nm % inhibition

Linumusitatissimum 

10 0.911 4.27

20 0.875 7.95

40 0.833 12.47

80 0.811 14.78

160 0.766 19.50

320 0.721 24.19

little information is currently available on flax seed lectins. In one study, hemagglutination activity and carbohydrate 
specificity of lectin seedlings revealed their role in plant adaptation to abiotic stresses (Levchuk

like lectin genes in flax induced by defence hormones has also been reported (Kashfia Faruque
The current report sheds light on the hemagglutination activity, carbohydrate specificity, purification strategies and biological 

usitatissimum (Flax) lectin extracts were found to be specific to N
Purification was achieved by concurrent use of gel filtration and ion exchange chromatography and 
molecular weight cationic protein. Purified lectin was shown to possess anti-oxidant, anti-inflammatory and anti
properties and remarkable pH and temperature stability. These results support the general finding of lectins to be biologically 

Further work is warranted to establish possible utilization of flax lectin for specific applications.
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Flax lectins were tested for their pH stability by incubating the lectins in buffers of different pH. The lectins showed remarkable 
9 which was confirmed by hemagglutination of the lectins after incubation. When tested at a range of 

r cells, human breast carcinoma cells (MCF-7) were incubated with 
different dosages of flax lectin samples. After 24 hours of incubation, cell viability was determined by MTT assay. Flax lectin 

Dose response curves between the range 
10µg/ml to 320µg/ml express decreased number of viable cells with increase in the concentration of compound. Results indicate 

% inhibition  
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little information is currently available on flax seed lectins. In one study, hemagglutination activity and carbohydrate 
Levchuket al 2013). A similar study on 

Faruqueel al 2015). 
carbohydrate specificity, purification strategies and biological 

found to be specific to N-Acetylgalactosamine. 
ion exchange chromatography and it was found to be a high 

inflammatory and anti-proliferative 
support the general finding of lectins to be biologically 

Further work is warranted to establish possible utilization of flax lectin for specific applications. 

History of lectins: from hemagglutinins to biological recognition molecules; 

Wu AM, Lisowska E, Duk M and Yang Z, 2009; Lectins as tools in glycoconjugate research; Glycoconj  26(8):899-913. 
SM (2017) Antimicrobial Activities of Lectins Extracted from Some Cultivars of 

Litynska A and Laidler P. 2002; Different glycosylation of cadherins from human bladder 

Varki A, Varki NM and Borsig L, 2009; Molecular basis of metastasis (correspondence). N. Engl. J. Med. 360: 1678-1680 
Emmanuel P. Souza, Pedro M.G. 

Ronaldo A. Ribeiro, Benildo S. Cavada, 2004. 
VataireaMacrocarpaLectin Induces Paw Edema With Leukocyte Infiltration. Protein & Peptide Letters 11(2), 195-200 

"A Rapid and Sensitive Method for the Quantification of Microgram Quantities of Protein Utilizing 

lation and characterization of lectin 

John Shi, Sophia Jun Xue, Yukio Kakuda, SanjaIlic, and Daniel Kim; 2007;  Isolation and characterization of lectins from 

Tsuda M and Sugino Y, 1976. Purification and characterization of a lectin from Wistaria floribunda seeds. J 

HemaLatha. 2014; Isolation, Partial Purification and Characterization of Alkaline Serine Protease 
from seeds of CucumisMelo Var. International Journal of Research in Engineering and Technology. 3:6 



www.ijcrt.org                                © 2017  IJCRT | 

IJCRTOXFO020 International Journal of Creative Research Thoughts  (IJCRT) 

 

13. Helmut Blum, HildburgBeier and Hans J. Gross; 1987; Impro
polyacrylamide gels; Electrophoresis 8(2): 93

14. Janardhan A, Kumar AP, Viswanath B, Saigopal DV and Narasimha G. 2014. Production of bioactive compounds by 
actinomycetes and their antioxidant propertie

15. Lee DR, Lee SK, Choi BK, Cheng J, Lee
activities of Streptomyces sp. strain MJM 10778. 

16. O.O. Oyedapo & A. J. Famurewa, 1995. 
FagaraZanthoxyloides, OlaxSubscorpioides and TetrapleuraTetraptera. International Journal of Pharmacognosy 33(1), 

17. Sakat S, Juvekar AR, Gambhire MN. 2010 In vitro a
corniculata Linn. International Journal of Pharma and Pharmacological Sciences; 2(1):146

18. Mizushima Y and Kobayashi M. 1968
biologically active proteins. J of Pharma 

19. T. S. Sadananda, M. Govindappa and Y. L. Ramachandra, 2014; In vitro Antioxidant Activity Of Lectin from Different 
Endophytic Fungi of Viscum album L; British Journal 

20. Janaína K.L. Campos, Chrisjacele S.F. Araújo, Tiago F.S. Araújo, Andréa F.S. Santos, José A. Teixeira, Vera L.M. Lima, 
Luana C.B.B. Coelho, 2016; Antiinflammatory and antinociceptive activities of Bauhinia monandra le
01: 62–68. 

21. Weiwei Zhang, Guoting Tian, Xueran Geng, Yongchang Zhao, Tzi Bun Ng, Liyan Zhao and Hexiang Wang. 2014. Isolation 
and Characterization of a Novel Lectin from the Edible Mushroom Stropharia rugosoannulata. Molecules 19, 19880

22. Sadananda TS, Govindappa M, Ramachandra YL, Chandrappa CP, Umashankar
Endophytic Fungal Lectin Isolated from Endophyte, 
Cell Line (MCF-7). Metabolomics 6: 162

23. N. Levchuk, E. N. Voitovich and V. A. Lyakh, 2013. Lectins of oil
of Plant Physiology 60(1): 77–83 

24. Kashfia Faruque, Rowshon Begam and Michael
Unique Gene Family with Members Inducible by Defence Hormones. 

 
 

 

 
 

 
 
 

www.ijcrt.org                                © 2017  IJCRT | Volume 6, Issue 2 April 2018 
 

International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org

Helmut Blum, HildburgBeier and Hans J. Gross; 1987; Improved silver staining of plant proteins, RNA and DNA in 
polyacrylamide gels; Electrophoresis 8(2): 93-99 

A, Kumar AP, Viswanath B, Saigopal DV and Narasimha G. 2014. Production of bioactive compounds by 
actinomycetes and their antioxidant properties. Biotechnol Res Int. 2014:217030. 

Lee YS, Yang SH and Suh JW, 2014. Antioxidant activity and free radical scavenging 
activities of Streptomyces sp. strain MJM 10778. Asian Pac J Trop Med. 7(12):962-7 

A. J. Famurewa, 1995. Antiprotease and Membrane Stabilizing Activities of Extracts of 
FagaraZanthoxyloides, OlaxSubscorpioides and TetrapleuraTetraptera. International Journal of Pharmacognosy 33(1), 
Sakat S, Juvekar AR, Gambhire MN. 2010 In vitro antioxidant and anti-inflammatory activity of methanol extract of Oxalis 
corniculata Linn. International Journal of Pharma and Pharmacological Sciences; 2(1):146-155
Mizushima Y and Kobayashi M. 1968Interaction of anti-inflammatory drugs with serum proteins

ly active proteins. J of Pharma Pharmacol; 20:169‐ 173. 
T. S. Sadananda, M. Govindappa and Y. L. Ramachandra, 2014; In vitro Antioxidant Activity Of Lectin from Different 
Endophytic Fungi of Viscum album L; British Journal of Pharmaceutical esearch 4(5): 01-15. 
Janaína K.L. Campos, Chrisjacele S.F. Araújo, Tiago F.S. Araújo, Andréa F.S. Santos, José A. Teixeira, Vera L.M. Lima, 
Luana C.B.B. Coelho, 2016; Antiinflammatory and antinociceptive activities of Bauhinia monandra le

Weiwei Zhang, Guoting Tian, Xueran Geng, Yongchang Zhao, Tzi Bun Ng, Liyan Zhao and Hexiang Wang. 2014. Isolation 
and Characterization of a Novel Lectin from the Edible Mushroom Stropharia rugosoannulata. Molecules 19, 19880
Sadananda TS, Govindappa M, Ramachandra YL, Chandrappa CP, Umashankar T (2016) 

Lectin Isolated from Endophyte, Aspergillus flavus of Viscum album on Human Breast Adenocarcinoma 
7). Metabolomics 6: 162 

N. Levchuk, E. N. Voitovich and V. A. Lyakh, 2013. Lectins of oil-seed flax plants exposed to abiotic stress; Russian Journal 

egam and Michael K. Deyholos, 2015; TheAmaranthin-Like Lectin (LuALL) Genes of Flax: a 
Unique Gene Family with Members Inducible by Defence Hormones. Plant Molecular Biology Reporter 

 
 
 

 
 
 

 
 

Volume 6, Issue 2 April 2018 | ISSN: 2320-2882 

www.ijcrt.org  111 

ved silver staining of plant proteins, RNA and DNA in 

A, Kumar AP, Viswanath B, Saigopal DV and Narasimha G. 2014. Production of bioactive compounds by 

YS, Yang SH and Suh JW, 2014. Antioxidant activity and free radical scavenging 

Antiprotease and Membrane Stabilizing Activities of Extracts of 
FagaraZanthoxyloides, OlaxSubscorpioides and TetrapleuraTetraptera. International Journal of Pharmacognosy 33(1), 65-69 

inflammatory activity of methanol extract of Oxalis 
155 

drugs with serum proteins, especially with some 

T. S. Sadananda, M. Govindappa and Y. L. Ramachandra, 2014; In vitro Antioxidant Activity Of Lectin from Different 
 

Janaína K.L. Campos, Chrisjacele S.F. Araújo, Tiago F.S. Araújo, Andréa F.S. Santos, José A. Teixeira, Vera L.M. Lima, 
Luana C.B.B. Coelho, 2016; Antiinflammatory and antinociceptive activities of Bauhinia monandra leaf lectin. Biochimie 

Weiwei Zhang, Guoting Tian, Xueran Geng, Yongchang Zhao, Tzi Bun Ng, Liyan Zhao and Hexiang Wang. 2014. Isolation 
and Characterization of a Novel Lectin from the Edible Mushroom Stropharia rugosoannulata. Molecules 19, 19880-19891 

T (2016) In Vitro Apoptotic Activity of 
on Human Breast Adenocarcinoma 

seed flax plants exposed to abiotic stress; Russian Journal 

Like Lectin (LuALL) Genes of Flax: a 
Plant Molecular Biology Reporter 33 (3), 731–741. 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 
 

IJCRTOXFO025 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  400 
 

SIGNIFICNCE ANALYSIS OF TARGET PROFILE IN TUBERCULOSIS USING GENE 
INTERACTIONS AND INSILICO DOCKING APPROACH TO FIND POTENTIAL 

LIGANDS  

Dr.Manjunath, Shambhu M.G Apeksha,Chandana N,Lakshmi S,Mounika S. 

Department of Biotechnology, The Oxford College of Engineering, Bengaluru-560068 
*correspondence should be addressed to Mr Shambhu M G :shambhumg13@gmail.com 

 
________________________________________________________________________________________________________ 
 
Abstract: Tuberculosis is a common and deadly infectious disease caused by Mycobacteria. WHO estimates that one third of 
global population is infected with Mycobacterium tuberculosis.  Tuberculosis is a Multidrug resistant since their are a lot of 
mutations occur in genes .Our study focused on uncharacterized mutated tuberculosis target identification by using Systems 
Biology Approach, which is used to find the better drug targets. From the advance search by using UniProt we observed seven 
receptors are the significant targets 2CCA,1P44, 3VZ1,3IFZ, 1KOR,2EYQ .Tuberculosis target candidates are screened and 
validated by docking studies using Auto dock Software .Analysis has revealed that among 14 ligands it has been observed that 
Josamycine and Rifapentine showed a better interaction score (-10.3 kcal/mol and -12.7 kcal/mol) and could be potential ligands. 
These potential ligands have also shown better ADMET properties in Insilico studies by using ADMET SAR software. 

 
________________________________________________________________________________________________________ 

1. INTRODUCTION 

 
Tuberculosis (TB) is caused by Mycobacterium tuberculosis. TB is an infectious disease that usually affects the lungs .Some 

strains of the TB bacteria developed resistance to the standard drugs through genetic changes [2].TB affects 24% of world’s total 
population .According to WHO its world’s top infectious disease, about 5000 people deaths occurs everyday .Mycobacterium 
tuberculosis (MTB) is a rod shaped bacteria that can thrive only human beings[3] .TB is often called Multidrug 
resistance(MDR).The TB bacteria has natural defences against some drugs, and can acquire drug resistance through genetic 
mutations. The bacteria does not have the ability to transfer genes for resistance between organisms through plasmids some 
mechanisms of drug resistance include:Cell wall: The cell wall of M. tuberculosis (TB) contains complex lipid molecules which act 
as a barrier to stop drugs from entering the cell [9].Drug modifying & inactivating enzymes :The TB genome codes for enzymes 
(proteins) that inactivate drug molecules. These enzymes usually phosphorylate, acetylate, or adenylate drug compounds.Drug 
efflux systems: The TB cell contains molecular systems that actively pump drug molecules out of the cell.Mutations: Spontaneous 
mutations in the TB genome can alter proteins which are the target of drugs[6], making the bacteria drug resistant.[In the present  
study , Initially the receptors are obtained from the target pathogen database  30 receptors were obtained from the literature survey 
.Among the 30 receptors, 7 potential genes were obtained by string software .Validation was performed using Rampage software. 
Homology model was performed for all seven receptors .Among the seven receptors  , only two receptors model was not found 
.These two receptors model was built using Swiss model and validated using Rampage and  ERATT tool.Fourteen  potential 
ligands were obtained from drug bank . These ligands satisfied and passed lipnsiki’s  rule which  were performed to obtain better 
drug candidates.Interaction studies between the receptors and ligands were observed by docking studies by using Autodockvina 
software.It was observed that among the 14 ligands , two ligands showed good interaction studies  they are Rifapentine and 
josamycin .Insilico ADMET properties predictions was performed using ADMET SAR SOFTWARE . 

 
 

2. MATERIALS AND METHODS 
 
 
2.1 IDENTIFICATION AND PREPARTION OF TARGET PROTEIN 

 
Target identification is the process of identifying the direct molecular target for example protein or nucleic acid of a small 

molecule. In clinical pharmacology, target identification is aimed at finding the efficacy target of a drug/pharmaceutical .Target 

proteins are functional biomolecules that are addressed and controlled by biologically active compounds [1] .Target proteins 

control the action and the kinetic behaviour of drugs within the organism.Initially by using database Target pathogen and 

literature review 4000 genes was obtained which occurred in Tuberculosis[1].These 4000 genes was further analyzed and 

screened by using the string software . By using string software on the basis of protein-protein interaction 30 potential genes were 

screened based on their functions and characteristics using UniProt advance filters. 
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2.2 GENES NETWORK STUDIES 

 

Using string database these 30 genes were screened based on their functions and characteristics using UniProt advance filters 

.Seven significant genes involved in tuberculosis were shortlisted among 30 targets. All the 7 targets were further studied based 

on structural information[15]. Among these seven targets  we observed that 2 targets did not have the structure which was further 

modelled using Swiss model. 

 

2.3 HOMOLOGY MODELLING 

 

The Homology Modelling server template library ExPDB is extracted from the PDB. To select templates for a given protein, the 

sequences of the template structure library are searched. If these templates cover distinct regions of the target sequence, the 

modeling process will be split into separate independent batches.Homology modelling was used for the construction of atomic 

resolution model of the target protein. Swiss model was used to obtain 3d protein structure models for the genes which we have 

selected for finding the better drug candidate.The template protein of gabD1 is 3VZL and of mfd is 2EYQ. For two protein the 

model was built based on template as the structure was not available and this was done using Swiss model. 

 

2.4 VALIDATION 

 

The Ramachandran plot has been the mainstay of protein structure validation for many years.Its detailed structure has been 

continually analysed and refined as more and more experimentally determined models of protein 3D structures have become 

available, particularly at high and ultra-high resolution. These plots are typically split in forbidden and allowed regions. Around 

40% of all the amino acids in a structure are contained in just the 2% of the Ramachandran plot the so called “allowed areas . 

Rampage revealed the information of the dihedral angles of residues with respect to protein structures. Ramachandran plot was 

analysed for the 2 protein models by giving the pdb format.Validation was done using the ERRAT tool and this tool aanalyzes the 

statistics of non-bonded interactions between different atom types and plots the value of the error function versus position of a 9-

residue sliding window, calculated by a comparison with statistics from highly refined structures.We uploaded the pdb file of 

modeled protein and we obtained a graph  which specifies the error % and the warning %. These graphs were used for the 

validation process. 

 

2.5 SCREENING OF LIGANDS  

 

The ligands were collected from the DRUGBANK and advance search. The ligands were screened based on the Lipinski’s rule 

whichstates that poor adsorption is anticipated , if the molecular weight is greater than 500 LogP is greater than 5 and hydrogen 

bond accepters is greater the all the ligands should satisfies Lipinski’s rule and also indicates good drug candidates.In our study 

14 potential ligands were screened[17]. 
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2.6 DOCKING  

 

AutoDockVina, a new program for molecular docking and virtual screening, is presented. AutoDockVin a significantly improves 

the accuracy of the binding mode predictions, than the Autodock 4.Six targets were docked with the selected 14 ligands.The best 

interaction is taken based on the score given by autodockvina. The general functional form of the conformation-dependent part of 

the scoring function AutoDockVina (referred to as Vina here) is designed to work with is[7] , 

 

Where the summation is over all of the pairs of atoms that can move relative to each other, normally excluding 1–4 interactions, 

i.e. atoms separated by 3 consecutive covalent bonds. Here, each atom i is assigned a type ti, and a symmetric set of interaction 

functions ftitj of the interatomic distance rij should be defined. 

                                                                          c= c inter + c intra  

This value can be seen as a sum of intermolecular and intermolecular contributions[7]. The optimization algorithm, described in 

the following section, attempts to find the global minimum of c and other low-scoring conformations, which it then ranks. 

 

2.7 ADMET (Absorption, Distribution, Metabolism, Excretion, and toxicity) Test 

 

ADMET stands for  Adsorption, Distribution, Metabolism, Excretion,Toxicity. To select drug-like molecule, ADMET SAR 

software was used to screen the selected five molecules based on filters namely Lipinski’s rule[16],Quantitative Estimate of Drug 

likeness. The selected compounds in SDF format was given to the ADMET software interface and proceeded to calculate the 

properties. 

 

3. RESULTS AND DISCUSSIONS 

3.1 IDENTIFICATION OF TARGET PROTEIN 

After the characterization of genes we obtained 1373 unknown genes. Analysis of genes was carried out based on their functional 

characteristics. Among the 30 targets, 7 targets have to be further analyzed through network analysis. The mapping of genes was 

carried out using UniProt ID mapping. The several specific genes were obtained as such when provided with identifiers from 

UniProtKB AC/ID to PDB. 

3.2 Gene interaction network analysis 

 

 

 
Fig 2: protein-protein interactions where done using the string database and 7 targets were found to have  better 

interactions and those genes were inhA,katG,r 
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The 30 Target protein which were obtained from the advance search n the characterized genes, these were given to string software 
and using the string software we found out the gene-gene interactions and among the 30 genes we found that 7 genes had the 
better drug interactions and based on these interactions the 7 genes were shortlisted and those are the 
inhA,katG,rpoB,gabD1,mfd,gyrA,nusA. Among these 7 genes 5[22] had the structures and 2 did not have the structures which 
were modelled using the homology modeling. 
 
3.2 HOMOLOGY MODELLING 

 

 
In the homology modelling we used the swiss model software and the 2 genes which did not have the structure was built a model 
and the template was found for the these genes and we obtained the structure. 

 
 
3.3 VALIDATION 

 
FIGURE 8: 
Number of residues in favoured region    (~98.0% expected)  :  881 ( 97.5%) 
Number of residues in allowed region     ( ~2.0% expected)    :   21 (  2.3%) 
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Fig 7 : Validation of molecules using ERRAT tool 
 

       3. 4 DOCKING 

Autodockvina was performed to predict the bound conformation the binding affinity[23].The grid maps will be automatically 

formed by the software.The configuration values will be saved in a text file called conf.The PDBQT file of target and the 

ligand was obtained. 

 

 
 
 

Fig8:Grid box formed by the Autodock for 1KOR. 
 

 
Similarly the grid box and the configuration was done for other genes.14 ligands were taken for docking purpose, where 
Josamycine and Rifapentine showed the better result compared to other ligands. 
 
 
 
 
 
 
 
 
 
 
 
 
 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 
 

IJCRTOXFO025 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  405 
 

 

 
 

Fig9 : Ligands structure  a.Josamycin, b.Rifapentine, c.Bedaquiline, d.Faropenem 
 

 
Further the command prompt was used to run the program, where the conffile ,gene and ligand pdbqt file was saved in one 
folder.Further the docking analysis is performed based on the binding energy value and the interaction was analysed using 
pymol software. 

 
 
 

 
 

Fig10: Docking result of Josamycin which is docked with the 1KOR 
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Rifapentine was shown the better result for the gene 2CCA. 
 

 
 

Fig15: 2CCA was docked with the ligand Rifapentine. 
 

Docking was performed between the 6 genes and the listed ligands using the autodockvina. The software will predict the proper 
binding site. Further the analysis of the result was done based on the values. 
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3.5 ADMET PROPERTIES 
                                                           

 

 
 

 ADMET properties of Rifapentine and Josamycine. 
 

 
 

Fig16 : Result of ADMET properties. 
 
 
 
 
 
 
 
 

SL.NO LIGAND 
NAME 

PROPERTY MODEL RESULT PROBABLIITY 

1 REFAPENTINE ABSORPTION Blood-Brain 
Barrier 

BBB- 0.9659 

Human 
Intestinal 
Absorption 

HIA+ 0.66848 

DISTRIBUTION Subcellular 
localisation 

Mitochondria 0.5477 

METABOLISM CYP450IA2 
Inhibitor 

Non-Inhibitor 0.8865 

TOXICITY Carcinogens Non-
carcinogens 

0.8147 

2 JOSAMYCINE ABSORPTION Blood-Brain 
Barrier 

BBB- 0.9659 

Human 
Intestinal 
Absorption 

HIA+ 0.5235 

DISTRIBUTION Subcellular 
localisation 

Mitochondria 0.5110 

METABOLISM CYP450IA2 
Inhibitor 

Non-Inhibitor 0.9070 

TOXICITY Carcinogens Non-
carcinogens 

0.9287 

[T
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4. CONCLUSION 
 
 

Tuberculosis (TB) is caused by Mycobacterium tuberculosis. TB is an infectious disease that usually affects the lungs. Some 

strains of the TB bacteria developed resistance to the standard drugs through genetic changes and Mycobacterium 

tuberculosis (MTB) is a rod shaped bacteria that can thrive only human beings .TB is often called Multidrug 

resistance(MDR) or Multi drug resistance is antimicrobial resistance shown by a species of microorganisms to multiple anti-

microbial drugs .MDR is most threatening to public health. MDR bacteria that is resist multiple antibiotics 

A dataset of genes was reviewed using the TARGET PATHOGEN database where the characterization of the genes were 

carried out such that separate the characterized genes and uncharacterized genes and we concentrated on the un characterized 

genes for our project and among the 4000 genes we obtained 1373 characterized gens and 2627 of characterized genes. 

These genes were further shortlisted to 30 genes based on their functional characteristics which were suitable for the 

Mycobacterium tuberculosis. Further to know the gene-gene interactions of these 30 genes, these genes were submitted to 

gene interaction analysis. 

In the gene network analysis we used the STRING software to find out the gene-gene interaction where we submitted 30 

genes to STRING and gene network was formed from which 6 genes were shortlisted because they had better drug 

interactions. 

Modelling of the protein was carried out using SWISS MODEL .Among the seven genes which had better interactions, two 

genes did not have the structure so they were modelled using the SWISS MODEL and the template was obtained for these 2 

targets. 

Validation of these structures obtained from SWISS MODEL was carried out using RAMPAGE and ERRAT tool was also 

used for the validation of the structures.RAMPAGE showed the allowed regions and favourable regions based on which the 

modelled structures were validated and in ERAT tool the percentage of error and the warning percentage were given and 

99% of the residues were below the threshold and 1% of which were above the threshold. Thus the modelled structures were 

validated. 

Further the docking studies were carried out using AUTODOCK VINA software and the docking results showed that two 

ligands had better interaction score and those were REFAPENTINE  (-13.1 kcal/mol) and JOSAMYCINE (- 10.1 kcal/mol). 

ADMET properties were studied using ADMET SAR software and these two ligands also showed better properties compared 

to other ligands and these ligands are non-carcinogenic and non-toxic. 

Hence we conclude that based on the docking studies and ADMET properties ,two ligands  REFAPENTINE  (-13.1 

kcal/mol) and JOSAMYCINE (- 10.1 kcal/mol) have shown better interactions and these can be the potential drug molecules 

for Tuberculosis. 
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Evaluation of bioremediation efficacy of A.flavus 
HQ010119 and Pencillium sp. KJ415574.1 strains 

in used engine oil degradation 
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Abstract: In the present paper, we report the hydrocarbon degrading ability of A.flavus HQ010119 and Pencillium sp. 
KJ415574.1 fungal strains in used engine oil. Parameters viz., %Total petroleum hydrocarbon (TPH) analysis, BOD,COD 
analysis and ability to produce biosurfactant were assessed. Among the strain tested, A.flavus was able to degrade 50% of 
hydrocarbons followed by Pencillium sp. 46.42% degradation after 20 days of incubation. 
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INTRODUCTION 
The increase in the consumption of petroleum fractions has led to the rapid increase in the pollution of soil by used motor oil 
(UMO). The environment (soil and water) is highly contaminated with hydrocarbons by the disposal of used oils (engine oil, 
diesel or jet fuels). In today’s world, oil spills at auto-mechanic workshops have been left uncared for over the years in many 
countries, and continuous accumulation of the oil is of high environmental concern as a result of hazard associated with 
it[Abdulsalam et al.,2012]. The attention of researchers have shifted towards the remediation of the environment (soil and water) 
polluted with hydrocarbons especially the polycyclic aromatic hydrocarbons (PAHs) due to the fact that most of the PAHs causes 
cancer, gene mutation and are very toxic [Clemente et al.,2001].PAHs are toxic, carcinogenic and mutagenic so their presence in 
environment is of great concern and has deleterious effect on human health. The Release of persistent, bioaccumulative and toxic 
chemicals (benzene, toluene, ethylbenzene, xylene and polycyclic aromatic hydrocarbon) cause health and environmental hazards.  
These pollutants find their way into plant tissues, animals and human beings by the movement of hazardous constituents in the 
environment [Ebenezer, 2013].  Soil polluted with spent and fresh motor oil also create a serious effect on plant tissues, soil 
components, and its microorganisms, human and other animal health [Stephen, E. et al.,2011]. Excess spillage of the oil causes 
fire hazards which lead to loss of lives and properties 
 Bioremediation is the naturally occurring process by which microorganisms transform environmental contaminants into 
harmless endproducts, in order to obtain the sources of carbon and energy. During the process of bioremediation, which involves 
the activity of microorganisms to remove pollutants, environmental parameters such as temperature, pH, oxygen and moisture 
content, are optimized to achieve accelerated biodegradation. Basically, there are two different approaches to bioremediation 
technologies, depending on the pollution situation and type of micro-organisms being used. The first is the one which involves the 
activation of the indigenous microflora in the polluted area by addition of nutrients and forming the best conditions of other 
chemical, physical and biological factor, or known as biostimulation. The second (bioaugumentation) is the one which involves 
the addition of oiloxidizing micro-organisms isolated from other sites, or addition of genetically engineered micro-organisms 
[Amund O et al., 1987] 
 Although many species of bacteria and algae have been found to be efficient in degradation of low molecular weight 
hydrocarbons, for degradation of high molecular weight hydrocarbons, fungal species are preferred (Potin et al., 2004). This is 
because use of fungi is economical since they grow on inexpensive substrates like forest and agricultural wastes. Also, fungi have 
the ability to produce many extracellular enzymes that can degrade a range of hydrocarbons (Vanishree et al., 2014) and they can 
produce sufficiently large quantities of biosurfactant, which help in increasing the rate of biodegradation. 
 
 
MATERIALS AND METHODS 

 
3.1 Sample collection and Isolation of fungi: 
The soil samples were collected from different localities of Western Ghats of Karnataka State, covering the oil spilled areas and 
the hydrocarbon degrading fungi were isolated using R2A media followed by serial dilution against protocols. 
 
3.2 Hydrocarbon utilization studies: 
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Equal numbers of Erlenmeyer flasks (50/150ml) were taken, to which artificial seawater and Full strength media were added 
(Austin, 1993).  All the flasks were autoclaved and cooled to room temperature. To each of the flasks, 2% test hydrocarbon was 
added. The test hydrocarbon was used Engine oil. Finally, a loop full of the pure fungal colony was inoculated into the media in 
aseptic conditions. 

 
 

3.2.1 Biomass estimation: 
After the incubation period, the biomass of inoculated strain is expected to increase significantly, which would indicate that the 
strain has the potential to use the test hydrocarbon as energy source, and thus multiply in number. To determine the increase in 
biomass, the flask weight was taken before and after incubation period. 
 
3.2.4 Gravimetric method of % TPH analysis: 
After incubation period, the concentration of residual hydrocarbons in the flasks was evaluated using gravimetric method (Al-
Nasrawi, 2012; Ijah et al., 1992; Bartha et al., 1984). Each sample was added to separating funnel along with 10ml of  petroleum 
ether, and shaken thoroughly. It was then allowed to settle and the organic phase containing solvent and residual hydrocarbons 
was collected into a pre-weighed petriplate. The petriplates were allowed to air dry for 24-48hrs, and the final weight was 
measured. The difference in final and initial weights was calculated, and this value was considered as weight of test. The same 
process was repeated for control flask, and the subtracted value was considered as weight of control. Percentage degradation of 
TPH was calculated as: 
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3.2.2 Biological Oxygen Demand: 
Tests for Biological Oxygen Demand in the incubated flasks were performed according to the method described by IS: 3025 (Part 
44). Finally BOD level was calculated as: 

 

��� ���
� � � �Do –  D5 – BC%&
�'��
�����	�'������(��

&
�'��
����(����)��  

 
Where Do is the initial dissolved oxygen (DO) for the diluted sample (in mL), D5 is the dissolved oxygen (DO) at the end of 5 
days for the diluted sample, BC is Blank Correction (Co-C5 i.e. initial DO of blank – DO of blank after 5 days). 
 
3.2.3 Chemical Oxygen Demand: 
Tests for Chemical Oxygen Demand in the incubated flasks were done according to the method described by IS: 3025 (Part 58). 
COD was calculated as: 
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Where A= Volume of Ferrous Ammonium Sulphate for blank, B= Volume of Ferrous Ammonium Sulphate for sample, N= 
Normality of Ferrous Ammonium Sulphate 

 
3.2.5 UV-Visible Spectrophotometer analysis: 
After gravimetric estimation, the residues from the petri plates were re-extracted using petroleum ether (2ml), and added into 
tubes, and analysed using UV-visible spectrophotometer. The spectra were recorded in (Thermo Evolution 201) UV/VIS 
spectrophotometer ranging 200-800 nm. Since the wavelength is unknown, the whole range of UV and visible wavelength (200-
800nm) was analysed. For blank, the solvent  (petroleum ether) was used.  
 
3.3 Screening for biosurfactant production: 
A loop full of pure culture was inoculated in a series of test tubes containing 10ml of Sabouraud Dextrose Broth (SDB) each. 
After incubation for 24hrs, the cultures were centrifuged at 10000 rpm for 20 minutes and the supernatant (cell free broth) was 
retained for further tests. 

 
3.3.1 Emulsifying index test (E24): 
2mL of the used engine oil was mixed with 2mL supernatant in a test tube, and vortexed at high speed for 2 minutes. The test 
tubes were allowed to stand for 24 hours following which the height of the emulsion formed and the total height of the solution 
was measured (Suganya, 2013; Sarubbo, 2006). Emulsifying index was calculated as: 
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3.3.2 Oil dispersion test: 
About 20mL of distilled water was taken in a petri plate. 2mL of the used engine oil was added, followed by the addition of 1mL 
of supernatant to the center. Formation of clear zones was considered as positive result (Nalini et al., 2013). 

 
3.3.3 Drop collapse test: 
Single drops of used engine oil, when added to the wells of a microtitre plate develop into a dome shaped droplets. To each of the 
wells, 10µL of the supernatant was added on top of the drop of hydrocarbon. If the shape of the drop of hydrocarbon flattens, it 
was considered positive result (Chandran et al., 2010). 

 
3.4 Detection of Enzyme activity: 
Microorganisms produce certain enzymes that catalyse the degradation process, thereby reducing the time. The activity of such 
enzymes is to be identified. One of such enzymes of importance for degradation studies is dehydrogenase enzyme. For the 
detection of dehydrogenase activity, 5g of soil sample was mixed with 5mL of 2, 3, 5-triphenyl tetrazolium chloride (TTC) and 
incubated for 24hrs at 37o C. TTC solution was prepared by mixing 5 g/L of TTC with 0.2 M Tris–HCl buffer, pH 7.4. After 
incubation, two or three drops of concentrated H2SO4 were added in order to stop the reaction. It was then mixed with 5mL of 
hydrocarbon, mixed thoroughly, and allowed to stand for 30mins at room temperature. Later, the contents were centrifuged at 
1000 RPM for 20mins. Absorbance of the extract was measured at 492 nm. Finally, the presence of dehydrogenase is said to be 
confirmed if the OD value is above 0.5 (Soleimani et al., 2010; Cheema et al., 2009).  

 
RESULTS AND DISCUSSION 
 
1. Gravimetric method of % TPH analysis: 
Bioremediation study of used engine oil usingA.flavusHQ010119 and Pencillium sp. KJ415574.1 with incubation of 20 daysis 
presented here.Gravimetric method of % TPH analysis study revealed that,A.flavus(BNG-05) showed 50% degradation and 
Pencillium sp(T-2) showed 46.42% degradation(table 2) ,(fig 2) 

2. BOD: 

Measurement of consumed oxygen by aquatic microorganisms to decompose or to oxidize organic matter is analyzed. High BOD 
has high pollution potential if discharged untreated into a water course because it can result in severe depletion of oxygen content 
of the water and thus kill aquatic animals. The analysis revealed that the BOD level decreased after every five days of incubation 
(fig 3). 
 

3. COD: 

The requirement of dissolved oxygen for the oxidation of organic and inorganic constituents is measured . Usually cod results are 
typically higher than BOD values and it decreased after the bioremediation process. The chemical oxygen demand (COD) for 
fungal isolates inoculated with used engine oil, after every 5 days of incubation, was assessed by APHA method 5210 B.(fig 4). 
 
4. UV analysis: 
After gravimetric analysis of the residual hydrocarbons, the residues are re-extracted and the absorbance is measured using a UV-
visible spectrophotometer. The maximum wavelength (λmax) is given in the bracket for each sample. The change in λmax value 
indicates the loss of conjugation and breakdown of molecular structure of oil thereby proving the degradation of used engine oil 
by the isolates 
 
5. Biosurfactant analysis: 
Biosurfactant can increase the surface area of hydrophobic materials, such as pesticides and other hydrocarbons in soil and water 
environment, thereby increasing their water solubility. Hence, the presence of surfactant may increase microbial degradation of 
pollutants. In emulsification test (E24) it is observed that A.flavus and Pencillium sp. showed emulisification index nearby to 50% . 
Drop collapse test, when an oil drop was added to the wells of a microtitre plate, it formed a dome shaped convex droplet. The 
ability of the biosurfactant to disturb this structure and cause it to collapse was considered as positive result. The collapsed 
structure appeared flat in shape, compared to the non-collapsed structure after the addition of biosurfactant produced A.flavus and 
Pencillium sp.(table 3) .Oil dispersion test depicts the capacity of biosurfactant produced by the potent organism to disturb the 
surface of oil, by altering the surface tension. This is important because it can help in dispersing large droplets of oil, making 
them smaller and more available to the microorganisms for degradation. The ability of the biosurfactant to disturb the oil surface 
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is considered positive result. (Nalini et al., 2013), (table 4).The results for oil dispersion test reveals the biosurfactant produced by  
A.flavus and Pencillium sp.  which were capable of dispersing oil surface. 
 
6. Enzyme screening 
The activity of dehydrogenase enzyme was assessed by measuring the reduction of 2, 3, 5 - triphenyl tetrazolium chloride (TTC) 
to 1, 3, 5 - triphenyl formazan (TPF). The OD492 values for the fungal strains were used to determine the presence or absence of 
the enzyme. OD values above 0.5 were considered to be positive result.Both A.flavus and Pencillium sp showed positive for the 
test. 

 
Table 1:  List of potent isolates used for degradation studies along their percentage of biodegradation. 

Fungal strain 5th day 10th day 15th day 20th day 

BNG-05 18.51 27.7 41.66 50 

T-2 13.70 18.94 33.33 46.42 

 

Fig 1: Day wise degradation of used engine oil by potent fungi, where graph show %TPH of all the isolates up to 20 days 
of incubation 

 
Fig 2: Degradation of used engine oil by fungal isolates BNG O5 andT-2  after 20 days of incubation 
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                          Fig 3: BOD level of fungal isolates inoculated with used engine oil after 20days of incubation 

 
 
 

 
Fig 4: COD level of fungal isolates inoculated with used engine oil after 20days of incubation 
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(d)                              (e)                           

Fig 5 :Uv analysis for (a) used engine oilλmax=780nm, test incubated withA.flavus (b) 5th dayλmax=391.98nm,(c) 20th 

dayλmax=298.13nm,test incubated withPencillium sp(d) 5th dayλmax=454.88nm ,(e) 20th dayλmax=307.95nm 

 

 
Table 2:Emulsification test 

Sl. No. Sample name 
Emulsification 

layer length (cm) 
Height of the 
solution (cm) 

Emulsification 
index (E24 in %) 

1 T2 1.1 2.6 42.31 

2 BNG05 1.3 2.8 46.43 

 
 

Table 3: Results for drop collapse test 
Sl. No 

Sample name 
Shape of drop for  

Engine oil 
1 T2 Flat 
2 BNG05 Flat 

 
 
CONCLUSION 
The present study reveals the potency of A.flavusHQ010119 and Pencillium sp. KJ415574.1 isolated from different localities of 
West Coast of Karnataka, to degrade used engine oil components and convert into less toxic components. Further optimization of 
process parameters and immobilization studies need to be undertaken to enhance the degradation in both ex-situ and in-situ 
environment. 
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Abstract: Traditional therapies, including the use of dietary components for wound healing and skin regeneration, are 
very common in Asian countries such as China and India. The increasing evidence of health-protective benefits of 
phytochemicals, components derived from plants is generating a lot of interest, warranting further scientific evaluation 
and mechanistic studies. Among different plants showing positive activity towards wound healing, Capparis spinosa-C. 
spinosa has many active constituents such as flavonoids such kaempferal  and quercetin . Nature fruits of C. spinosahave 
glucose as 1-H Indole-3-acetonitrile etc, whereas C. zeylanica has reported  to have fatty acids such as E-octodec-
7enynoic acid isolated from chloroform extract of the roots . Extracts of C. decidua stems and flowers showed 
insecticidal and oviposition inhibitory activities against Bruchus chinensis. the photochemical from these plant extracts 
were found to possess significant wound healing promoting activity. In the present study, we have identified 12 potent 
active constituents viz.,  Capparispine, Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline 
betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, Sinigrin  for wound healing promoting ability. 
These active constituents were subjected for docking study using a well established target GSK 3 Beta responsible for 
wound healing process in human. Our results, indicated that Capparispine, Glucocapparin, kaempferol, Polyprenols, 
Quercetin, Quercetin-3-rutinoside, Rhamnetin have a potent wound healing property among other compounds. In vivo/ in 
vitro studies to validate the present finding and to understand the exact mechanism and potential targets of these 
phytochemicals are under process. 
 
Keywords: Wound healing, Ethanol leaf extract, C. decidua, C. spinosa and C. Zeylanica, Antimicrobial activity, 
Docking. 
 

I.  INTRODUCTION 
 
Wound infection has become a major medical distress in recent years. Wound is defined simply as the disruption 

of the cellular and anatomic continuity of a tissue. Wound may be originated by physical, chemical, thermal, microbial or 
immunological insult to the tissue. Wound healing is a structured biological process that restores tissue continuity after 
injury and is a combination of physical, chemical and cellular events that recreate the wounded tissue or replace it with 
collagen. Wound healing can be divided into three stages, including inflammation, proliferation and re-modelling and 
maturation phases which includes the interaction of various cells, cytokines and growth factors. The normal healing starts 
immediately after the injury. When blood spills at the site of injury, the blood platelets interact with collagen and other 
components of the extracellular matrix. This stimulates the release of clotting factors as well as essential growth factors 
and cytokines such as platelet-derived growth factor (PDGF) and transforming growth factor beta (TGF-β). The 
inflammatory phase begins after the migration of neutrophils to the wound site to clean the tissue. The fibroblasts migrate 
into the tissue to unfold into the proliferative phase and deposit new extracellular matrix. This new collagen matrix gets 
cross linked and organized. 

Capparis is one of the important genus of the family Capparidaceae. Leaves of Capparis decidua are used as 
plaster for boils and swellings, to relieve tooth ache, as antidote to poison, stem bark as laxative, anthelmintic, in treating 
cough, asthma and inflammation, fruits in cardiac troubles, root and root bark in fever and rheumatism (Chopra, et al., 
1956), fruits are known as appetizer, stem bark is used in the treatment of cardiac diseases, whole plant is used in debility, 
joint pains, pyorrhoea, rheumatism, skin disorders (Keshava Murthy, 1994), fruits and shoots are reported for 
hypolipidaemic (Purohit and Vyas, 2005), antistress and antidiabetic (Yadav, et al., 1997), anti-inflammatory activity.  
Leaves of C. spinosa are used as poultice in gout, in nervous disorders, stem bark is used in treating paralysis, 
rheumatism, tooth ache and tuberculosis (Keshava Murthy, 1994), root bark as tonic, diuretic, expectorant, anthelmintic, 
analgesic, in rheumatism, paralysis, enlarged spleen and tubercular glands (Chopra, et al., 1956), antihepatitis, anti-
inflammatory, antifungal, antidiabetic, in treating chondrocytes (Panico, et al., 2005), as hypolipidaemic (Eddouks, et al., 
2005), as antiallergic and antihistaminic (Trombetta, et al., 2005), as antioxidant (Bonina, et al., 2002; Germano, et al., 
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2002). The plant contains glucoside, triglucoside, rutin, pentosans, rutic acid, pectic acid and saponin (Chopra, et al., 
1956), glucosinolates, fatty acid, sterol and tocopherol (Matthaus and Ozcan, 2005).Leaves of C. zeylanica is used in 
treating cholera, fruits in treating blisters and boils, roots in treating coryza, elephantiasis, hemiplegia, neuralgia, oedema, 
piles, pneumonia, rheumatism, snakebite, ulcer and vomiting (Keshava Murthy, 1994), as sedative, in treating cholera and 
stomachic, the plant contains an alkaloid, phytosterols, water soluble acids (Chopra, et al., 1956) and E-octadec-7-en-5-
ynoic acid. The tribal groups of Davanagere district, Karnataka state, India use leaves of above mentioned plants in 
healing septic wound (Fresh leaves were ground with lime juice and mixed with one teaspoon full of honey, a thick paste 
so obtained is applied to septic wounds) (Manjunatha, 2002). 

Critical review of the literature revealed that the wound healing potency of these plants has not been subjected to 
clinical evaluationIn the present study, we have identified 12 potent active constituents viz.,  Capparispine, 
Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline betaine, Quercetin, Quercetin-3-rutinoside, 
Rhamnetin, Rutin, Saccharose, Sinigrin  for wound healing promoting ability. These active constituents were subjected 
for docking study using a well established target GSK 3 Beta responsible for wound healing process in human. Our 
results, indicated that Capparispine, Glucocapparin, kaempferol, Polyprenols, Quercetin, Quercetin-3-rutinoside, 
Rhamnetin have a potent wound healing property among other compounds. In vivo/ in vitro studies to validate the present 
finding and to understand the exact mechanism and potential targets of these phytochemicals are under process. 
 

 
II.  MATERIALS AND METHODS 
 
1. Target Identification:  Glycogen synthase kinase-3 (GSK-3) is a widely expressed and highly conserved 

serine/threonine protein kinase encoded by 2 genes, GSK3A and GSK3B. Both Gsk3b-CKO mice and 
fibroblasts showed elevated expression and production of endothelin-1 (ET-1) compared with control mice and 
cells. Antagonizing ET-1 reversed the phenotype of Gsk3b-CKO fibroblasts and mice. Thus, GSK-3beta 
appears to control the progression of wound healing and fibrosis by modulating ET-1 levels. These results 
suggest that targeting the GSK-3beta pathway or ET-1 may be of benefit in controlling tissue repair and 
fibrogenic responses in vivo. So, we performed Automated docking was used to determine theorientation of 
inhibitors bound in the active site ofGSK3-b. The protein structure file 1Q5K was taken fromPDB 
(www.rcsb.org/pdb) was edited by removing the hetero atoms, adding C terminal oxygen (Binkowskiet al., 
2003).   

2. Ligand Identification:  12 ligands namely Capparispine, Glucocapparin, kaempferol, kaempferol-7-
rhamnoside, Polyprenols, Proline betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, 
Sinigrin  was identified through literature, which have potentional wound healing activity belonging to 
Capparis spp.All ligands were searched for the three dimensional structure in the pubchem database, and 
nonpolar hydrogen atoms were merged in the corresponding three dimensional structure. 

 
3. Docking:  

 
1. Target preparation: 

The following steps were followed to prepare the protein file: First the water molecules were 
removed from protein.  Next, we need to add hydrogen because X-ray crystallography usually 
does not locate hydrogen; hence most PDB files do not include them. Later pdbqt file of protein 
was generated. 

2. Ligand preparation: to generate the ligand pdbqt file, the following steps were followed. In 
Autodock Tools, torsion tree and no of torsions were selected. And finally it was saved Save as 
.pdbqt 

3. Autodock vina working protocol: Docking studies were carried out using AUTODOCK 
software. AUTODOCK Vina is a suite of automated docking tools. Autodock Vina was performed  
in the cigwin command terminal using the following command. 
“C:\Program Files (x86)\The Scripps Research Institute\Vina\vina.exe” -- config conf.txt 
-- log log.txt. 
 

4. Visualization of docking results: PyMOL and DISCOVERY STUDIO are the software used for visualization 
of interactions between targets and ligands. These help in finding in different types of interactions between our 
ligand and the target molecule. 

 
 

 
III.   RESULTS AND DISCUSSION:  
1. 12 ligands namely Capparispine, Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline 

betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, and Sinigrin was identified through 
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literature, which have potentional wound healing activity belonging to Capparis spp. The structure of all the 
12 ligands are as follows: 
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The protein structure file 1Q5K was taken fromPDB (www.rcsb.org/pdb) was edited by removing the hetero 
atoms, adding C terminal oxygen is being given as follows:  

 
Figure1: Structure of 1Q5K protein 

 
Using Autodock Vina  software, docking is done and the results are obtained in the form of dlg files. These files are 
converted to PDBQT files and then into PDB file. Binding energy score and corresponding PDB structure is obtained 
for the runs. The run giving the highest negative score for estimated binding energy in kcal/mol is considered for 
complex file formation. 
 

Table-1 
Affinity values after Docking studies. 

 

Sl no. Ligand Compounds Affinity values 
1 Capparispine -8.4 
2 Glucocapparin -8.4 
3 kaempferol -8.4 
4 kaempferol-7-rhamnoside -7.4 
5 Polyprenols -8.4 
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6 Proline betaine -8.1 
7 Quercetin -8.4 
8 Quercetin-3-rutinoside -8.4 
9 Rhamnetin -8.4 
10 Rutin -9.1 
11 Saccharose -8.4 
12 Sinigrin -8.5 

 
Figure 2: Visualization of protein-ligand structure using Pymol. 

       
           Quercetin          capparispine                                    Proline betaine 
 
 

       
           Polyprenols                                 Glucocapparin                    kaempferol-7-rhamnoside 
  

       
              Kaempferol                            Quercetin-3-rutinoside                       Rhamnetin 
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                  Rutin                                    Saccharose                                          Sinigrin 
 
 
From the docked complex, pharmacophore is being identified and analyzed though protein ligand 2-D interaction. It is 
being observed that the Tyr and Gln are the most two important amino acids present in the active site of the target 
protein, making the favourable interaction with the ligand molecule. 

 
 

 
Figure3: Protein ligand 2-D interaction of Pharmacophore 

 
 
 

                   
 
                       Quercetin                                                                 Capparispine 
 
 

          
                                Proline betaine                                                                 Polyprenols    
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                              Glucocapparin                                                                       kaempferol-7-rhamnoside                                                       

           
                                    Kaempferol                                                                         Quercetin-3-rutinoside                        
 

                           
 
                                 Rhamnetin                                                                                             Rutin                                     
 
   

                                  
                  Saccharose                                                                                          Sinigrin 

 
Table 2: Analysis of Pharmacophore 

Name  environmental definition 
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Van der walls interaction Val, Tyr, Gln, Ile 

Alkyl, pi-alkyl Val , Ile  and ala 
 
 
 

IV.  DISCUSSION 
In the present investigation preliminary phytochemical analysis revealed the presence of glycosides, triterpenoids, 
flavonoids, alkaloids, saponins, sterols and tannins. These phytoconstituents are known to inhibit lipid peroxidation and 
increases the viability of collagen fibrils by increasing the strength of collagen fibers, by increasing the circulation, by 
preventing the cell damage and by promoting the DNA synthesis (Geite, et al., 2002). Thus wound healing potency of 
C. decidua, C. spinosa and C. zeylanica may be attributed to the antibacterial and antioxidant property of the 
phytoconstituents present in them which may be either due to their individual or additive effect which help the process 
of wound healing. Among the ligands studied for wound healing Capparispine, Glucocapparin, kaempferol, 
Polyprenols, Quercetin, Quercetin-3-rutinoside, Rhamnetin showed very high potential towards wound healing. 
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Abstract:  In the present study the soil samples from paddy field (kalikiri Andhra Pradesh), Karnataka compost development 

corporation limited (KCDC, kudlu village, Bangalore) & spent waste from floating type biogas plant were collected and methanogens 

were isolated, characterized & subjected to growth under anaerobic conditions by providing the kitchen and vegetable market waste as 

the substrate the kinetic study was carried out. A total of 16 isolates were obtained from the sample. The morphology and phenotypic 

characteristics were studied by performing various biochemical tests which revealed that the organism were anaerobes. Biogas 

production was carried out by using anaerobic digester. Paddy field and Biogas sample showed maximum production of biogas than 

KCDC. But mixed consortia had a very high degrading ability in very short period of time up to 92.95%. 

 (keywords- municipal solid waste, methanogens, anaerobic digestion, Modified Gompertz equation, biogas production) 
____________________________________________________________________________________________________________ 

I. INTRODUCTION 

Municipal Solid Waste (MSW), commonly known as trash or garbage and as refuse or rubbish, is a waste type consisting of 

everyday items that are discarded by the public. "Garbage" can also refer specifically to food waste, as in a garbage disposal. The 

composition of municipal solid waste varies greatly from municipality to municipality,[1] and it changes significantly with 

time. Biodegradable waste can be commonly found in municipal solid waste (sometimes called biodegradable municipal waste). 

Biodegradable waste: food and kitchen waste, green waste, paper (most can be recycled although some difficult to compost plant 

material may be excluded [2]). In the absence of oxygen, much of this waste will decay to methane by anaerobic digestion.[3] 

Biodegradable waste includes any organic matter in waste which can be broken down into carbon dioxide, water, methane or simple 

organic molecules by micro-organisms and other living things using composting, aerobic digestion, anaerobic digestion or similar 

processes. Anaerobic digestion is a collection of processes by which microorganisms break down biodegradable material in the 

absence of oxygen.[4] The process is used for industrial or domestic purposes to manage waste or to produce fuels. Much of 

the fermentation used industrially to produce food and drink products, as well as home fermentation, uses anaerobic digestion. 

Anaerobic digestion (AD) occurs naturally in some soils and in lake and oceanic basin sediments, where it is usually referred to as 

"anaerobic activity".[5][6] This is the source of marsh gas methane as discovered by Alessandro Volta in 1776.[7][8]The digestion 

process begins with bacterial hydrolysis of the input materials. Insoluble organic polymers,such as carbohydrates, are broken down 

to soluble derivatives that become available for other bacteria. Acidogenic bacteria then convert the sugars and amino acids into 

carbon dioxide, hydrogen, ammonia, and organic acids. These bacteria convert these resulting organic acids into acetic acid, along 

with additional ammonia, hydrogen, and carbon dioxide. Finally, methanogens convert these products to methane and carbon 

dioxide.[9] The methanogenic archaea populations play an indispensable role in anaerobic wastewater treatments.[10]Anaerobic 

digestion(AD) is used as part of the process to treat biodegradable waste and sewage sludge. As part of an integrated waste 

management system, anaerobic digestion reduces the emission of landfill gas into the atmosphere. The nutrient-rich digestate  

produced can be used as fertilizer. Methanogens are microorganisms that produce methane as a metabolic byproduct in anoxic {low 

level oxygen} conditions. They belong to the domain of archaea most of them have cell wall. They occur in 2 forms cocci, bacilli, 

consume H2 & CO2.Methanogens are responsible for marsh gas {bio gas} production. They are obligate anaerobes, extremophiles, 

living in the guts of cows, deep in swamps and even in the muck from sewage treatment plants. Methanogenesis or bio 

methanation is the formation of methane by microbes known as methanogens. Methanogenesis is sensitive to both high and low 

pH’s and occurs between pH 6.5 and pH 8.[11] The remaining, indigestible material the microbes cannot use and any dead bacterial 

remains constitute the digestate.[12] 
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II. MATERIALS AND METHODS 

A. Collection of samples  

The samples from three different places, soil sample from paddy field(PD) of kalikiri Andhara Pradesh, fine manure sample 

from Karnataka compost development corporation limited(KCDC) and spent from floating type biogas plant(BG)of 

chikballapura were collected in sterile zip-lock plastic maintaining aseptic conditions. The collected samples were brought 

to the laboratory for isolation and characterization. 

 

B. Construction of anaerobic chamber 

The chamber was constructed by using polycarbonate material & anaerobic condition was maintained by complete removal 

of oxygen. 

 

C. Isolation of methanogens 

Methanogenic organisms were grown in Thioglycollate media [13] by serial dilution of sample and by using pour plate & 

spread plate method. (Basic Practical Microbiology A Manual by Society for General Microbiology (SGM)). Identification of bacterial isolates was done 

on the basis of their colony characteristics on the basal media & Gram staining [13].  

 

D. Fluorescence test 

Fluorescence is presumptive evidence for methanogenic bacteria, but definitive proof requires further characterization. [13]. 

To observe the presence of fluorescence, the isolated colony plates were directly placed in UV Trans-illuminator & checked 

for blue green fluorescence. 

 

E. Agar deep culture 

An agar deep culture produced by a deep inoculation into a solid medium (thioglycollate agar media) that is used especially 

for the growth of anaerobic bacteria (Harley J.P. And Prescott Lansing L.M. 2002. Laboratory Exercises in Microbiology, 5th Ed. McGraw-Hill Higher Education, New 

York, NY, USA). The inoculation was carried out using a sterile needle loop. The obtained isolates were subculture in liquid BM3 

media. [14] 

 

F. Cell count and motility test 

The cell count was performed by using hemocytometer and the results were recorded. Motility test was carried out using 

hanging drop technique to identify motile & non-motile isolates. [13] Gram’s staining was carried out for the obtained isolates 

in order to study their morphology ("Pioneers in Medical Laboratory Science: Christian Gram 1884"). [15] 

G. Biochemical tests 

Biochemicals tests such as IMViC, urease, TSI, catalase, carbohydrate fermentation tests, starch test were performed in 

order to identify bacterial species based on the differences in the biochemical activities of bacteria. 

 

H. Antibiotic sensitivity test 

Antibiotic sensitivity test was carried out by disc diffusion technique using streptomycin (10mcg) and the results were 

recorded. 

 

I. Waste collection and processing  

Kitchen Waste (KW) was collected from houses of residential area (H S R layout) & vegetable market waste were collected 

from Madiwala vegetable market. The waste along with inoculum (3:1 ratio) was fed to screw capped pet bottles and the 

setup was left at room temperature for the production of biogas through AD. Cow Manure (CM) was collected from Mallela 

(Pileru, Andhra Pradesh). The wastes were cut into small size & blended in order to reduce size to ease the process of 

digestion.  

 

J. Liquid displacement setup 

A simple lab-scale experiment was fabricated using digesters. Each digester was made of plastic pet bottles. In this study the 

volume of produced gas was measured by water displacement method considering the volume of the generated gas equal to 

that of expelled water in the water collector. Each digester was connected to water chamber (plastic bottles) by a plastic pipe 

(gas pipe) which was used to pass the produced gas into water chamber. Another glass pipe (water pipe) was used to take the 

displaced water from the water chamber to the water collector which was fitted & air sealed. Both the ends of the gas pipe 

were inserted just at the top of the digester and the water chamber. The water pipe was inserted just bottom of the water 

chamber and top of water collector. The set up is illustrated in figure 1. 
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Fig 1: schematic diagram of the lab-scale experimental set-up [16] 

K. Solid Analysis 

 Moisture content(MC): The MC is the water content that is present in the reaction mixture. The water present in 

the reaction mixture was measured by the direct method of determination. 

Moisture Content (%)=  
𝑊2−𝑊3

𝑊2−𝑊1
∗ 100 

                           Where 

                          W1= weight of the container; W2= weight of the container and sample before drying; W3= weight of the container and sample after drying. 

 

 Total solids(TS): Total solids include both the suspended solids and the dissolved solids which are obtained by 

separating the solid and liquid phase by evaporation. These solids are the substrate components that will be utilized 

for the production of the biogas. 

Total Solids (%)=100- Moisture (%) 

 

 Volatile Solids(VS): the solids that remain after drying, evaporating or filtration were then ignition at 600 ̊C. the 

sample turn to ash. 

 Volatile solids(%)= 
𝑊2−𝑊3

𝑊2−𝑊1
∗ 100 

                                  Where  

                                W1= weight of the dish; W2= weight of the dried residue and dish; W3= weight of the residue and dish after ignition. 

 

 

 

III. Result and Discussion 

The samples were successfully collected in sterile zip-lock plastic maintaining aseptic conditions. The anaerobic chamber was 

constructed and anaerobic condition was maintained. The isolation of methanogens was carried out by using different dilutions of 

sample (10ˉ², 10ˉ³, 10ˉ⁴). Pure cultures were selected by streaking the individual colony on TG agar plates. Pentagon streak was carried 

out in order to check whether the culture consists of only one organism. A total of 16 bacterial strains were identified by standard 

bacteriological identification procedure from the three samples. They were named as KC1-KC5 (obtained from KCDC), BG1-

BG5(biogas plant) and PF1-PF6(paddy field) respectively. Microscopic examinations were carried out by gram staining and motility 

test. The results obtained are given in table 1. 

Table1: result for cell count, gram’s staining, motility test 

Sl. No. Strain No. Cell 

Count(Cells/ml) 

Gram’s Staining Shape Motility 

1.  KC1 35*10⁴  Gram Negative  Cocci  Motile  

2.  KC2 27*10⁴  Gram Negative  Cocci  Motile  

3.  KC3 49*10⁴  Gram Negative  Cocci  Non -Motile  

4.  KC4 50*10⁴  Gram Negative  Cocci  Motile  

5.  KC5 50*10⁴  Gram Negative  Cocci Non -Motile  

6.  BG1 19*10⁴  Gram Negative  Bacilli  Non- Motile  

7.  BG2 27*10⁴  Gram Negative  Bacilli  Motile  

8.  BG3 24*10⁴  Gram Negative  Bacilli  Motile  

9.  BG4 48*10⁴  Gram Negative  Bacilli  Motile  

10.  BG5 26*10⁴  Gram Negative  Bacilli  Motile  
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a. Fluorescence test 

Fluorescence test was carried out for the identification of methanogenic bacteria containing the F420 coenzyme which shows 

blue-green fluorescence by methanogenic bacteria and is readily distinguishable from the white-yellow fluorescence 

occasionally observed in non-methanogenic colonies. The strains showed no fluorescence indicating the absence of F240 co-

enzyme production 

b. Butt Culturing 

The isolates were found to be anaerobic & few isolates developed cracks in agar indicating the gas production. 

 
.          

 

c. Biochemical tests  

Table 2: result for biochemical tests 

SL.NO STRAIN 

NO 

I M V CI C TSI U CHF SHT 

1 KC1 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

2 KC2 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

3 KC3 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

4 KC4 -ve -ve -ve +ve -ve +ve +ve +ve +ve 

5 KC5 -ve +ve -ve +ve -ve +ve +ve +ve +ve 

6 BG1 -ve -ve -ve +ve -ve +ve +ve +ve +ve 

7 BG2 -ve +ve -ve -ve +ve +ve -ve +ve +ve 

8 BG3 -ve +ve -ve +ve +ve +ve -ve +ve +ve 

9 BG4 -ve -ve -ve +ve +ve +ve +ve +ve +ve 

10 BG5 -ve +ve -ve +ve +ve +ve -ve +ve +ve 

11 PF1 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

12 PF2 -ve +ve -ve +ve -ve +ve -ve +ve +ve 

11.  PF1 21*10⁴  Gram Negative  Cocci  Non-Motile  

12.  PF2 48*10⁴  Gram Negative  Bacilli  Non-Motile  

13.  PF3 31*10⁴  Gram Negative  Bacilli  Non-Motile  

14.  PF4 28*10⁴  Gram Negative  Bacilli  Motile  

15.  PF5 48*10⁴  Gram Negative  Bacilli  Non-Motile  

16.  PF6 23*10⁴  Gram Negative  Cocci  Non-Motile  

Fig 2b: results for grams staining indicating gram 

negative cocci shaped microbe. 

 

Fig2a: results for butt culture technique 

with gas production 
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13 PF3 -ve +ve -ve +ve -ve +ve +ve +ve +ve 

14 PF4 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

15 PF5 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

16 PF6 -ve -ve -ve +ve -ve +ve -ve +ve +ve 

I-Indole test 

M-Methyl red test 

V-Vogues Proskauer test 

CI-Citrate test 

C-Catalase test 

 

 

d. Antibiotic sensitivity test 

The results of antibiotic sensitivity test are given in table3. 

 

Table3: results of antibiotic sensitivity test 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

e. Liquid displacement 

The biodegradable waste was fed into the screw capped PET bottles along with crude sample in 3:1 ratio (vegetable waste: 

inoculums), 4%NH4OH, 1.5%NaOH, 4g of cow manure(CM) was added to enhance the process of gas 

production.1.5%NaOH is used to maintain the alkaline (6.8 to 7.2) condition. The setup was left at room temperature for 20 

days. The results are tabulated as follows 

Amount of liquid displaced is tabulated as 

Table4: Amount of liquid displaced in ml (crude sample) 

 

 

 

 

 

 

 

 

 

 

 

*- after 20th day KCDC produced gas but other samples were already converted into organic matter. 

 

Table 5: Amount of liquid displaced in ml (result for isolated strains)    

Sl.no Strain no Antibiotic sensitivity MIC(cm) 

1 KC1 +ve 1.8 

2 KC2 +ve 1.0 

3 KC3 +ve 2.0 

4 KC4 -ve 1.7 

5 KC5 +ve 2.05 

6 BG1 +ve 1.1 

7 BG2 +ve 1.2 

8 BG3 +ve 2.0 

9 BG4 +ve 0.9 

10 BG5 +ve 1.1 

11 PF1 +ve 1.7 

12 PF2 +ve 1.5 

13 PF3 +ve 1.8 

14 PF4 +ve 1.5 

15 PF5 +ve 1.5 

16 PF6 +ve 0.8 

Duration(days) Sample 1 (PF) Sample2(KC)* Sample3(BG) 

0 860  0  30  

5-10 35.6  0  0  

10-15 62.95  0  542  

15-20 10  57  90  

Sl Strain no Duration(days) Liquid displaced(ml) 

TSI-Triple Sugar Iron test 

U-Urease test 

CHF-Carbohydrate Fermentation Test 

SHT-Starch Hydrolysis test 
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f. Solid analysis 

Moisture content and Total solids(TS) were determined gravimetrically after drying in oven at 105 ̊ C. Volatile solids (VC) 

content was analysed by ignition dried sample at 600 ̊ C for 2 hours and determining the ash free dry weight.  

 

 

 

 

 

no 

1 BG1 0-5 - 

5-10 - 

10-15 - 

15-20 - 

2 BG2 0-5 - 

5-10 - 

10-15 - 

15-20 6.2 

3 BG3 0-5 - 

5-10 - 

10-15 - 

15-20 - 

4 BG4 0-5 - 

5-10 - 

10-15 100 

15-20 250 

5 

 

BG5 

 

0-5 - 

5-10 - 

10-15 - 

15-20 45 

6 PF1 0-5 - 

5-10 - 

10-15 - 

15-20 - 

7 PF2 0-5 - 

5-10 - 

10-15 - 

15-20 - 

8 PF3 0-5 - 

5-10 - 

10-15 - 

15-20 - 

9 PF4 0-5 - 

5-10 - 

10-15 - 

15-20 - 

10 PF5 0-5 167 

5-10 - 

10-15 - 

15-20 - 

11 PF6 0-5 - 

5-10 - 

10-15 - 

15-20 - 
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Table 6: Solid analysis of the crude sample  

 

SAMPLE MC (%) TC (%) VC (%) 

        B1 94.4 5.6 88.14 

B2 92.03 7.97 89.71 

P1 92.7 7.3 77.05 

P2 95.60 4.4 74.29 

F2 94.9 5.1 75.55 

F3 94.7 5.3 68.42 

 

Table7: Solid analysis of the isolated sample 

 

STRAIN MC (%) TC (%) VC (%) 

BG2  92.54 7.46 82.78 

BG4  78.93 6.16 80.59 

PF5 88.2 11.8 88.35 

MIX 92.95 7.05 78.93 
It was seen that after isolation the strain BG2 and mixed consortia (mix) had the ability to produce more amount of biogas at faster 

rate. 

 

 

 

 

 
(A)                                                                                                   (B) 

  

 

 
(C)                                                                                                      (D)                   

Graphs: Cumulative biogas production of (A) crude sample(1_1-BG,1_2-PF,1_3-KC) ;(B) crude sample with mix consortia(1_1-

BG,1_2-PF,1_3-KC,1_4-Mix) ;(C) isolated sample (1_1to 1_5-BG,1_6 to 1_11-PF) ;(D) isolated sample with mix consortia (1_1to 

1_5-BG,1_6 to 1_11-PF, 1_12-mix). 
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IV. Discussion 

The study of biogas production from different substrate were conducted in anaerobic digester. The organisms were 

grown anaerobically using thioglycolate media. The morphology and phenotypic characteristics were studied by 

performing various biochemical tests which revealed that the organism were anaerobes. The biogas production was 

monitored and measured by liquid displacement study at regular intervals. A good substrate characterization is important 

in prediction of biogas potential from different substrates. The above graph indicates that mixed consortia had high 

degrading ability when compared to crude samples and isolated strains. Thus, speeding up the process of conversion of 

waste into organic matter.  The moisture content of substrates ranged from 88% to 94%, this indicated that the substrate 

had enough moisture content for anaerobic digestion. The volatile solid of substrates ranged from 76% to 88%, this 

indicated that the substrate was rich in organic solid content that was to be converted to biogas.  

 

V. Conclusion 

 

 It is concluded that individual strains had a potential to degrade the waste to organic matter in short period of time 

indicating a faster degradation rate compared to crude samples. The crude sample showed high amount of water 

displacement with increasing time, indicating the slow rate of degradation of waste into organic matter but higher rates of 

biogas production. From the graph, it was found that the mixed consortia have a high degrading ability in a short period 

of time.  So, it can be concluded that mixed consortia gave a better result than the individual strains and can be used for 

speeding up the process. 
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 Abstract 
 
 Diseasome is a collection of networks that relates human diseases with the disease causing human genes.  A network of disorders 
and disease genes linked by known disorder–gene associations offers a platform to explore in a single graph-theoretic framework 
all known phenotype and disease gene associations, indicating the common genetic origin of many diseases. The Online 
Mendelian Inheritance in Man (OMIM) is used as the data source for disease-gene relations in Diseasome. Mouse is the primary 
model organism to study mammalian genetics.The genome of mouse is incisively and specifically modified and controlled to 
study the mutations in the human genome, to discover the molecular mechanisms of various complex human diseases such as 
cancers, diabetes, hereditary and neurological disorders. Researchers have already identified that, essential human genes are likely 
to encode hub proteins and are expressed widely in most tissues, suggesting that disease genes also would play a central role in 
the human interactome. In our present study we have constructed and classified the human diseasome network for cancer for the 
better understanding of disease gene association in different types of cancer.This project aims to map the human cancer disease 
network onto the mouse genotype/phenotype data partaining to different types of cancer, by generating multi-partite networks of 
human cancer vs – human/mouse genes – phenotypic abnormalities observed in targeted knock-out-mouse models in cancer. The 
resulting networks  will enrich the  effort to curate specific symptoms and effects of different types of cancer to improve medical 
diagnosis. 
 
Key words: Cancer,  Human,  Mouse,  OMIM,  Disease, Diseasome 

 
I .Introduction: 

 
Diseasome is a compilation of networks between  human diseases with the genes causing disease (Goh et al., 2007). It is a 
network based study that relates  human genetic disorders with the corresponding genes(Martignoni M et al., 2006)..Genes 
associated with similar disorders show both higher likelihood of physical interactions between their products and higher 
expression profiling similarity for their transcripts, supporting the existence of distinct disease-specific functional 
modules(Hulbert AJ. 2008).  The Online Mendelian Inheritance in Man (OMIM) is used as the data source for disease-gene 
relations in Diseasome(Joanna S. Amberger et al., 2004).  Mouse is the primary model organism to study mammalian 
genetics.The Genetic resemblance between mouse and human organisms is the reason behind using mouse as a model organism to 
study human diseases (McKusick ,V.A., 1998) . More than 90% of the mouse and human genomes can be divided into related 
conserved syntonic regions, which show the gene order in the genomes  (Robert L. Perlman., 2016).  The Diseasome mapping 
consists of multiple networks namely: the human disease network (HDN), the disease genes network (DGN) and the bi-partite 
human disease and gene network. In the study of , Goh et al. It was proposed that the disorders can be associated with each other 
using the shared disease-causing genes. The main list of Diseasome contained 1,284 disorders and 1,777 disease genes and all 
diseases are categorized based on 22 distinct disease classes(Olson H et al., 2000). Diseasome particularly focuses on the 
molecular relationships between genetic variation and phenotypic information, and it is a seminal work in terms of discovering 
the mechanisms of complex diseases. It is important here to note that, revealing complex disease mechanisms is one of the most 
crucial problems in biomedical research, currently (Botstein and Risch, 2003, Kann, 2009). It had already been stated in the 
literature that many human diseases occur due to the factors related to genetic variations (Hirschhorn and Daly, 2005). Up to date, 
various databases are constructed for annotating the relations between genes and diseases of human such as OMIM (Hamosh et 
al., 2005), CTDTM (Davis et al., 2010) and NHGRI-EBI GWAS catalog (Welter et al., 2013). Due to the nature of database 
curation process the associations are not complete, so the integration of multiple existing resources usually leads to more 
comprehensive view of the current biomedical knowledge.  
Cancer, is one of leading cause of death worldwide. There are several analysis that have been performed , which enables the 
better understanding towards cancer proteomics by deciphering  genetic and epigenetic data for gene regulatory networks 
analysis. These data has uncovered many important protein-protein interaction (PPI) pairs which are integrative part of the cancer 
network.  
In our present study we have created a diseasome network for different types of cancer, which will eventually help us to better 
understand the cancer processes to identify biomarkers and therapeutic targets, and predict the prognosis of cancer in acute cancer 
patients. 
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II. Materials and methods: 

2.1 DATA DOWNLOAD AND PROCESSING :  

Curated morbid map file was being downloaded from Online Mendelian Inheritance in man (OMIM). Morbid Map (MM) of the 
OMIM is one of the most comprehensive and highly curated disorder gene association database. The OMIM MM shows the 
cytogenetic map location of disease genes in OMIM. The link www.omim.org is being opened up, wherein download tab in menu 
is selected and registration for download is done.  
Two different datasets about human and mouse organisms were extracted. Dataset 1 contains the Human disease – human gene 
relation information and downloaded from Diseasome resource and the Dataset 2 contains Mouse affected system (phenotype) – 
mouse gene information derived from MGI and Human data were downloaded from OMIM. Mouse genes attribute was chosen as 
a foreign key, to relate these two sets.  
 
2.2 DATASET DOWNLOAD FROM DISEASOME & DATA PROCESSI NG: 
 
Diseasome dataset was created from curated OMIM data, that has been used as the source to constitute Dataset 1. It includes 
disease ID, disease name, disorder class, size (s) that show the number of associated genes, degree (k) shows number of disorder 
classes it connects to, class degree (K) is the number of distinct disorder classes it connects to and genes written as comma 
delimited at the last column. 
The curated table contains the Disease ID, Disorder name, Human Gene Symbols, OMIM ID, Chromosome Position of the 
related gene and Disorder Class information. Disorder names were aligned in an alphabetical order and distinct consecutive 
numbers are given in ascending order starting from 1. These numbers are called as Disease ID and assigned for analysis in Gephi. 
Disorder names are distinctly ordered with their related human genes and in accordance OMIM Ids are retrieved. If a disorder has 
more than one genes related to it, these genes are separated with comma. 
Mouse orthologues of human genes were converted and  extracted with the online converter tool called as HCOP: Orthologue 
Predictions Search. 
 
2.3 DATASET DOWNLOAD FROM MGI & DATA PROCESSING:   
 
Mouse affected systems information (i.e. phenotypes) was collected from the MGI database. Collected mouse orthologue genes 
with HCOP were imported to the MGI batch summary tool for creating Dataset 2.  
Only the targeted null/knock-out mouse genes were taken into consideration during the generation of Dataset 2.  
The dataset 2 includes affected system information with unique “Mammalian phenotype ID” of all recorded mouse genes with 
marker symbols in that database. It also provides unique MGI IDs for these genes, allele type and allele attribute information. 
 
2.4 Collection of Cancer data: Curated Morbid map from dataset 1 was searched regoroisly for different types of cancer 
information. A total set of 74 different types of cancer with the involvement of 202 gene was identified. 
Dataset 2 was constructed for this set following the process in 2.3. 
 
 2.5 INTEGRATION OF DATA & GENERATING THE NETWORKS:  

The data integration was based on connecting human diseases and mouse affected systems (i.e. phenotypes) by      using 
mouse/human orthologous genes. We have followed the genes as nodes  stretgy to generate the networks.  

Human diseases are indirectly connected to the mouse phenotypes (i.e. affected systems) while using mouse/human orthologous 
genes as the mediator. Relations in-between genes-diseases-phenotypes. Human diseases are indirectly connected to the mouse 
phenotypes (i.e. affected systems) while using mouse/human orthologous genes as the mediator. 

 

III Result and Discussion:  
 
3.1 Creation of Dataset 1: 
 
Dataset 1 was created with required disease name corresponding disease ID, human genes, OMIM ID, Chromosome Position of 
the related gene and Disorder Class information. Disorder names were aligned in an alphabetical order and distinct consecutive 
numbers are given in ascending order starting from 1. These numbers are called as Disease ID and assigned for analysis in 
Gephi.The Figure 3.1 shows a screenshot the curated dataset1 
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        FIGURE 3.1: Sample Dataset 1 

For our present study, we have identified 74 different types of cancer, with 202 human genes with their OMIM Id, chromosome 
location.  

 
   Figure 3.2: Dataset 1 for cancer diseases 
 
3.2 Creation of Dataset 2: 
 
Dataset 2 consists of phenotype terms with their MP ID’s and targeted knock-out mouse orthologues of human genes. Human 
gene column again was added for the ease of understanding. This dataset is based on mouse data. Mouse affected systems 
information (i.e. phenotypes) was collected from the MGI database.An example dataset 2 is described in figure 3.3 
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Figure 3.3: Sample dataset  for dataset 2  
                                  
For this project 1567 mouse affected systems information (i.e. phenotypes) was collected from MGI report along with their MP 
ID’s.These mouse affeted systems were aligned to their corresponding human orthologs and dataset 3 was created for the 
construction of cancer Diseasome.Figure 3.4 shows the glimps of cancer diseasome. 
 

 
Figure3.4 :  dataset 2 for Cancer 
 
3.4 Construction of Dataset 3: 
 
Dataset 1 and Dataset 2 were merged by integrating the human and mouse data tables to create Dataset 3. A link was established 
between human and mouse data using the targeted knock-out mouse orthologues of human genes.A sample datset3 is shown in 
figure 3.5. 
 

 
Figure 3.5: Sample Dataset 3 
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Again, we have created a dataset 3 for the construction of cancer diseasome with name of different types of cancer, disease ID(3 
is specified for cancer), phenotype, mouse and human gene, MP ID’s . Figure 3.6 shows the cancer diseasome 
 
 

 
Figure 3.6: Cancer Dataset 3 
 
3.5 Clustering and analysis of the network: 
 
The network visualisation was done in gephi tool. The disease names were taken as nodes and the edges was for assigned for the 
phenotypes.The network for different types of cancer was created, which has been shown in figure 3.7. In this figure the genes 
partening to different types of cancer is used as the nodes, and phenotypes for cancer is being used as the edges. After analysis of 
the network it is being observed a very high modularity in cancer phenotypes.Specially the genes, that are present at the core of 
the network shows similar kind of phenotypes rather than the nodes present on the surface of the network. 
 

 
Figure 3.7 Cancer Diseasome. 
 
So, to analyze the gnes present in the network, we have reconstructed the network only with the genes as nodes without 
edges.This time we have used an unique colour codes for the genes. The colour code is shoen in figure 3.8(a). The network is 
reconstructed using the colour code in 3.8(b). In this new network it is being observed the KRAS2 is the gene that shows majority 
of the phenotypes in cancer(Fig 3.8 a) 
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Figure 3.8: a) colour codes of genes. b) network constructed according to the colour code. 
 
So, to analyze, the core part of the network more intensely as well as the phenotypes associated with it, we decided to break the 
main network into different modules. Figure 3.9 shows the modularity in the cancer network. After analysis of the modularity in 
the cancer network, it has been found that there are 813 different modules that are present and the most dominant phenotypes in 
cancer are nervous system phenotype modularity 34, abnormal dermis papillary layer morphology modularity 27, abnormal 
embryo development modularity 21 etc. 
 

 
Fig 3.9: Modularity in cancer network. 
 
so, to make our conclusion more apprehensive, we have given detailed diagram of some of the modularity in the following figure 
3.10. 
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 a      b 

               c                  d 
      Figure 3.10: a) Cluster  of neoplasm and nervous system phenotype b) Cluster of abnormal embryo development  c) 
Cluster of decreased body weight  d) Cluster of oxidative stress. 
 
In our present study , we have even listed out the major phenotypes that occur during different types across different stages of 
cancer.Table 3.1 shows a detailed list of mostly occur phenotypes in cancer. 

phenotype modularity_class No of Occurance 
nervous system phenotype 119 34 

abnormal dermis papillary layer morphology 298 27 

abnormal embryo development 771 21 

ventricular septal defect 328 16 

decreased incidence of tumors by chemical induction 108 16 

enlarged thymus 62 16 

increased tumor incidence 565 15 

decreased embryo size 291 15 

premature death 302 14 

decreased body weight 35 14 

prenatal lethality, incomplete penetrance 741 13 

no abnormal phenotype detected 562 13 

abnormal thyroid-stimulating hormone level 307 13 

abnormal bone marrow cell 
morphology/development 

339 12 

increased apoptosis 146 12 

increased thyrotroph cell number 83 12 

respiratory distress 512 11 

abnormal cell physiology 340 11 

cardiovascular system phenotype 332 11 

abnormal hematopoietic system 
morphology/development 

299 11 

increased or absent threshold for auditory brainstem 
response 

281 11 

abnormal long bone diaphysis morphology 173 10 

decreased cardiac muscle contractility 153 10 

abnormal coat appearance 121 10 

abnormal myocardium layer morphology 9 10 
Table 3.1: The common phenotypes of all cancer. 
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In our present study, we have created diseasome for all types of cancer in human. From the diseasome, we have identified the 
major phenotypes that occur from different types to diffreent stages of cancer.This  analysis of diseasome has been carried out 
using knockout mouse model will help in characterization of different types of cancer. This study will have a significant impact 
on the development of methodological approaches toward precise identification of pathological cells and would allow for more 
effective detection of cancer-related changes. 
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Abstract
The present study reports the efficacy of Mesua ferrea (Linn.) extract in mitigating radiation
induced toxicity along with immunomodulatory property. Swiss albino mice, splenic
lymphocytes and plasmid pBR322 DNA were used to evaluate the radioprotective effect by
exposing them to 6Gy EBR or 4 Gy gamma radiation. In this study, Mesua ferrea methanolic
(MfM) or aqueous extracts (MfA) significantly protected pBR322 DNA against radiation induced
strand breaks. Both the extracts significantly offered protection against radiation-induced
apoptosis as indicated by propidium iodide staining and DNA ladder assay. MfM or MfA
significantly scavenged radiation derived free radicals indicating their antioxidant potential.
MfM or MfA were orally administered to Swiss albino mice at 250 or200 mg/kg body weight
respectively for 7 days. The study showed significant increase in the levels of glutathione, and
activities of endogenous antioxidant enzymes superoxide dismutase & catalase. Administration
of MfA or MfM to mice significantly reduced electron beam radiation (EBR; 6Gy) induced
increase in MDA levels. Immunomodulatory efficacy of MfM and MfA was evaluated using
concanavalin-A (Con-A) induced proliferation of CFSE labelled splenic lymphocytes. Both the
extracts significantly reduced proliferation in a dose-dependent manner. Further, MfM or MfA
treatment prevented EBR induced histopathological changes in jejunum, spleen, liver and
kidney. This demonstrates that the plant Mesua ferrea has promising antioxidant,
radioprotective and immunomodulatory activity which may be attributed to the active
constituents present in it.
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1. Introduction
Radiotherapy is a dominant mainstay treatment modality of various solid cancers (Baskar, Dai,
Wenlong, Yeo, & Yeoh, 2014), but is reported to induce secondary cancers by causing damage to
rapidly multiplying normal cells (Robbins and Zhao, 2004). Though the treatment regime helps
in extending the life-span of cancer patients depending on the type and stage of cancers, it has
led to the development of secondary cancers, some of which are more severe than the primary
cancer (Little, 2001), indicating the need for identifying drugs which can control the growth of
malignant tissue leaving the normal cells with little or no side effect.

Exposure of cells to ionizing radiation generates reactive oxygen species (ROS) and reactive
nitrogen species (RNS) which in turn cause cellular damage via lipid peroxidation, protein
oxidation and DNA alterations. DNA damage can result in cell death or cancer. Lipid
peroxidation products are reported to bind to DNA and induce mutagenesis. Free radical
mediated damage to the protein can result in loss of function of DNA repair enzymes leading to
mutagenesis and carcinogenesis (Devasagayam et al., 2004, Gracy et al., 1999; & Cheeseman &
Slater, 1993). Plant derived molecules with potent antioxidant activity could mitigate radiation
induced damage to normal cells/tissues.

M. ferrea (Linn.) is a well-known evergreen tropical tree (Clusiaceae) commonly known as Naga
sampige (Kannada), Naga kesara (Sanskrit), and Cobra saffron (English) widely grow in Southern
Asia, used in the Indian traditional medicinal system for the treatment of fever, dyspepsia,
microbial infections (Sumitra, Kalpana, & Jigna, 2013), renal diseases (Dennis & Akshaya, 1998),
liver disorders (Garg, Sharm, Ranjan, Atrri, & Mishra, 2009). In Malaysia and India, a mixture of
pounded kernels and seed oil is used for poulticing wounds. The seed-oil of M. ferrea is used for
treating itch, other skin eruptions and rheumatism (Orwa, Mutua, Kindt, Jamnadass, & Simons,
2009). The plant is reported for its wound healing (Choudhary, 2012) anti-inflammatory,
antioxidant, anticancer (Abhilash & Ramesh, 2012), analgesic (Hassan, Ali, Alimuzzaman, &
Rihan, 2006), antiarthritic (Rastogi and Mehrotra, 1990-94) and immunomodulatory activity
(Manoj, Sanjay-Kumar, Lokesh, & Manohara, 2012). The stem bark contains 4-alkyl and 4-
phenylcoumarin (Luisella-Verotta et al., 2004), pyranoxanthones, mesuaferrin-A, mesuaferrin-B,
caloxanthone-C, 1-8-dihydro-3-methoxy-6-methylanthraquinone, β-sitosterol, friedelin and
betulinic acid (Soek Sin The et al., 2011) which are promising therapeutic compounds. Seed oil
contains phenyl coumarin, mesuol (5,7-dihydroxy-8-isopentenyl-6-isobutyryl-4-
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phenylcoumarin), mesuone, mammeigin, mesaugin and coumarin. The stamen extract contains
α-amyrin, β-amyrin, β-sistosterol mesuaxanthone-B and mesuanic acid (Raju, Srimannarayana,
& Subbarao, 1976).

Development of radioprotective agents has been the subject of intense research in recent years,
in view of their potential to improve the therapeutic index in radiotherapy. Hence the search for
alternative sources, including bioactive principles of plant origin, has been an ongoing task
worldwide. Since radiation-induced genotoxicity is predominantly a free radical mediated effect
on DNA, plant-derived bioactive compounds with their antioxidant potential may render
radioprotection to normal tissues. In this context, the present work was carried out to screen
the plant M. ferrea for its radioprotective and anti-proliferative activity.

2. Materials and methods

2.1. Reagents and chemicals

m-phosphoric acid, sodium chloride, EDTA, disodium hydrogen phosphate, 5, 5′-dithiobis (2
nitro-benzoic acid), trichloroacetic acid, 2-thiobarbituric acid, HCl, malonaldehyde bis
(dimethyl acetal),dimethyl sulfoxide (DMSO), 5-(and-6)-carboxy-2,7-dihydrodichlorofluorescein
diacetate (H DCF-DA), RPMI 1640, fetal bovine serum (FBS), agarose, propidium iodide (PI),
trizma base, triton X-100, sodium citrate, Tween 20 and ethidium bromide were procured from
Sigma-Aldrich USA. Hydrogen peroxide, potassium dihydrogen phosphate, nitroblue
tetrazolium chloride, riboflavin, and methionine were purchased from HiMedia, Mumbai.
Concanavalin-A wasobtained from Calbiochem, USA. Carboxyfluorescein diacetate succinimidyl
ester (CFSE) was procured from Molecular Probes, USA. Plasmid pBR322 DNA was obtained
from Aristogene, Bangalore.

2.2. Collection and extraction

The stem bark of Mesua ferrea (Linn.) was collected from the Shettyhalli reserve forest, Western
Ghats of Karnataka. Identified and authenticated sample was deposited for further reference in
the Department of Biotechnology, TOCE Bangalore. The plant material was shade dried and
powdered mechanically using a domestic electric blender, powdered samples were stored in
airtight glass containers for further study. About 250 g of plant material was subjected to
soxhlation using methanol for approximately 48 h. An aqueous extract was also prepared using
double distilled water. Extracts were filtered, concentrated to dryness in vacuum under reduced
pressure using rotary flash evaporator (IKA-German) (Shobowale, Ogbulie, Itoandon, Oresegun,
& Olatope, 2013;; Akinmoladun, Ibukun, Afor, Obuotor, & Farombi, 2007).

2.3. Irradiation

The electron beam irradiation (EBR) work was carried out at Microtron center, Mangalore
University, Mangalore, Karnataka, India. The un-anaesthetised animals were restrained in well-
ventilated perspex boxes and exposed to whole-body EBR at a distance of 30 cm from the beam
exit point of the microtron accelerator at a dose rate of ∼100 cGy/min. pBR322 plasmid DNA

2
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and murine splenic lymphocytes suspended in RPMI medium were exposed to ã -radiation
using a Co source at a dose rate of 0.89 Gy/min in Blood Irradiator, BRIT, Mumbai, India.

2.4. Plasmid pBR322 DNA damage studies

Plasmid pBR322 DNA was used to study the radioprotective efficacy of MfM or MfA in cell free
system (Umang, Kunwar, Srinivasan, Nanjan, & Priyadarsini, 2009). Agarose gel (1%) was
prepared in130 mM tris-borate/2.5 mM EDTA (TBE) buffer. Ethidium bromide (0.5 μg/ml) was
added in the gel preparation to enable the visualization of the DNA bands in a UV
transilluminator. The gel was submerged in an electrophoresis tank filled with TBE buffer.
About 200 ng of pBR322 DNA was suspended in 20 μl of 10 mM sodium phosphate buffer, pH 7.4
and exposed to an absorbed dose of 50Gy γ-radiation dose both in the absence or presence of
varying concentration of MfM and MfA. The samples were mixed with loading dye (0.25%
bromophenol blue and 30% glycerol) and loaded into the wells. Electrophoresis was carried out
at 60 V to separate the open circular (OC) and the super coiled (SC) form of DNA. The movement
of the DNA bands was visualized on a UV transilluminator.

2.5. Isolation of lymphocytes

Lymphocytes were isolated from the spleen of Swiss albino mice following the method of
Sharma et al., 2007a, Sharma et al., 2007b. The whole spleen was put in a 15 ml tube containing
RPMI medium, squeezed gently against a sterile mesh using the piston. Then erythrocytes were
lysed by brief hypotonic shock and cells were counted in a hemocytometer. Cells were cultured
in a 24-well tissue culture plate containing RPMI media with 1× antibiotics (penicillin &
streptomycin), 10% FBS, at cell density of 1 × 10  cells/ml. Cells were cultured for indicated time
points at 37 °C in a 95% relative humidity and at 5% CO  atmosphere.

2.6. Estimation of apoptosis

Apoptosis of irradiated splenic lymphocytes was studied following the method of Sharma et al.,
2007a, Sharma et al., 2007b. Lymphocytes were pre-incubated with various concentration of
Mesua ferrea methanol extract (100, 50 25 and 10 μg/ml) for 2 h and then exposed to 4 Gy γ-
radiation dose. The cultured cells were harvested by centrifugation for 2 min at 13500 rpm and
the pellet was resuspended in 1 ml propidium solution and stored at 4 °C in dark. After 24 h,
cells were acquired using a flow cytometer and percent apoptotic cells was determined by
analyzing pre-G1 population (less than 2n DNA content) using FlowJo  software.

2.7. DNA ladder assay

DNA ladder assay was performed according to the Checker et al., 2008. The cultured
lymphocytes were pre-incubated with various concentrations of Mesua ferrea methanol (50, 25
and 10 μg/ml) and aqueous extracts (50, 25 and 10 μg/ml) for 2 h and then exposed to 4 Gy γ-
radiation dose and cultured for 24 h at 37 °C in 5% CO  incubator, washed with 1X PBS and
resuspended in 50 μl DNA lysis buffer and incubated at 55 °C for 1 h. Then 10 μl RNase (1 mg/ml)
was added to degrade RNA and incubated for 1 h at 55 °C, RNase was inactivated by incubating at
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65 °C for 5 min followed by addition of 10 μl 6X loading dye. 20 μl sample was loaded into the
each well in 1.8% Agarose gel. Electrophoresis was carried out at 65 V for one hour and DNA was
visualized by ethidium bromide staining under UV illumination using Gel Doc system.

2.8. Measurement of reactive oxygen species

The levels of ROS were measured according to Wang et al., 2008, by staining the cells with
H DCFDA. Lymphocytes were pre-incubated with Mesua ferrea methanol and aqueous extracts
(100, 50, 25 & 10 μg) for 2 h in RPMI medium, stained with H DCFDA (20 μM, 30 min 37 °C) and
were exposed to 4 Gy γ-radiation dose. Change in fluorescence was monitored at
excitation/emission 485/535 nm using microplate based spectrofluoimeter (Synergy Hybrid,
Biotek).

2.9. Estimation of reduced glutathione

Glutathione was estimated following the method of Sedlak & Lindsay, 1968. Proteins were
precipitated using 10% TCA, centrifuged and 0.5 ml of the supernatant was mixed with 0.3 M
phosphate buffer and 0.006 mM DTNB. The mixture was incubated for 1min and the
absorbance was measured at 412 nm against appropriate blank. The glutathione content was
calculated by using standard plot under the same experimental condition.

2.10. Estimation of membrane lipid peroxidation

Lipid peroxidation was studied following the method described by Braughler et al., 1987. In
brief, the liver homogenate was incubated with 15% TCA, 0.375%TBA and 5N HCl at 95 °C for
15 min, the mixture was cooled, centrifuged and the absorbance of the supernatant was
measured at 532 nm against appropriate blank. The amount of Malondialdehyde (MDA) was
determined by using ε = 1.56 × 105 M  cm .

2.11. Estimation of superoxide dismutase activity

The estimation of superoxide dismutase enzyme was carried out by Misra and Fridovich, 1972
method. The substrate used for the assay consists of nitro blue tetrazolium chloride which
reacts with superoxide anions to produce formazan which is a blue colored complex.
Superoxide anions were produced upon illumination of riboflavin in the presence of
methionine as an electron donor,. The SOD present in the sample will act on the superoxide
anions produced by riboflavin and they reduce the net superoxide anions in the substrate
leading to decreased production of formazan manifested by decreased intensity of the blue color
formed. The decrease in the formation of formazan is directly proportional to SOD activity in
the sample, 50% decrease in the formation of formazan is taken as one unit of SOD (Geller &
Winge, 1983).

2.12. Estimation of catalase activity

Catalase activity was carried by the method of Luck, 1974, p.885. Take 3 ml of Hydrogen peroxide
phosphate buffer and mix in 0.01–0.04 ml sample with a glass stirrer flattened at one end. Note
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the time Δt required for a decrease in absorbance (240 nm) from 0.45 to 0.4. This value is used
for calculations if it is greater than 60 s repeat the measurements with a more concentrated
solution of the sample.

2.13. Mitogen-induced proliferation assay

The anti-proliferative assay was carried out following the method of Wilankar et al., 2011.
Lymphocytes were stained with cell tracker dye (CFSE), cells (2 × 10  cells/well) were cultured in
RPMI medium containing10% FBS. Extracts were added in different concentrations and
stimulated with Concanavalin A (2.5 μg/ml) in respective wells and incubated for 72 h at 37 °C in
a 95% relative humidity, 5% CO  atmosphere. The cells were harvested and fixed with 1%
paraformaldehyde at 4 °C for 20–25 min. After fixing, Hoechst-33342 (10 μg/ml) was added and
samples were acquired on a flow cytometer and analyzed using FlowJo software.

2.14. Histopathological studies

Animals were divided into five groups of six animals each. Group I–normal control, group II-
whole body electron beam irradiated (6 Gy) (treated with vehicle only), Group III- treated orally
with MfM before (6 Gy), Group IV received MfM post-irradiation (6 Gy), Group-V received
M. ferrea aqueous stem bark extract before irradiation, Group VI received MfA once daily for 7
consecutive days. Animals of Group IV & VI were exposed to EBR on day 7 and all animals were
sacrificed on 8th day. Slice of jejunum, spleen, liver & kidney were fixed in 4% formaldehyde,
embedded in paraffin wax, sectioned at 5ì thickness and stained with haematoxylin and eosin
stains. Detailed microscopic examination of these organs was carried out.

2.15. Statistical analysis

The statistical analysis was performed using one-way ANOVA analysis.

3. Results

3.1. Effect of Mesua ferrea extracts on pBR322 DNA damage study

The efficacy of Mesua ferrea extract in protecting DNA damage due to radiation was studied
using pBR-322 plasmid DNA model. It was found that Plasmid DNA on exposure to 50 Gy γ-
radiation underwent complete conversion into open circular form from super coiled form as
indicated in Fig. 1 A–C. In plasmid DNA treated with varying concentrations of MfM or MfA (10,
25 & 50 μg), significant protection was observed against radiation induced strand breaks.
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Fig. 1. Effect of Mesua ferrea extracts on pBR322 DNA damage by 4 Gy γ-irradiation: Agarose gel
electrophoresis image, depicting super coiled (SC) and nicked open circular (OC) forms of
plasmid DNA exposed to 10, 15, 20, 25, 30, 40, 50 Gy radiation dose for dose fixation (A). pBR322
plasmid DNA exposed to 50 Gy γ-radiation induced strand breaks. Treatment with (B) Mesua
ferrea methanol and (C) aqueous extracts at (50, 25 and 10 μg) concentrations before 1 h of
radiation exposure gives a dose dependent.

3.2. Effect of Mesua ferrea extract on γ-radiation induced apoptosis in lymphocytes

Exposure of murine splenic lymphocytes to 4 Gy dose of γ-radiation resulted in significantly
higher induction of apoptosis as compared to control group indicating severe damage to the
lymphocytes. Lymphocytes pre-treated with MfM extract prior to radiation exposure exhibited
dose dependent protection against cell death. MfM (100 μg) per se did not induce apoptosis in
lymphocytes as shown in overlaid flow cytometric histograms (Fig. 2A). The cells showing
hypodiploid DNA content were gated and percent cell death is shown as bar graph (Fig. 2B).
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Fig. 2. Lymphocytes were pre-incubated with indicated concentrations of Mesua ferrea methanol
extract for 2 h and then exposed to 4 Gy radiation dose. Representative overlaid flow cytometric
histograms are shown (A). Bar graph represents percent cell death (B). *p < .05 as compared to
control, #p < .05 as compared to radiation. Lymphocytes were preincubated with various
concentration of (C)Mesua ferrea methanol (50, 25 and 10 μg) and (D) aqueous extracts (50, 25 and
10 μg) for 2 h and then exposed to 4 Gy radiation dose radiation dose and cultured for 24 h at
37 °C in 5% CO  incubator. DNA ladder indicates the cells undergoing apoptosis.

3.3. Effect of Mesua ferrea extracts on radiation induced apoptosis (DNA ladder)

DNA fragmentation is a hallmark of apoptosis. This assay was used to confirm the
radioprotective efficacy of MfM and MfA. Exposure of lymphocytes to 4Gy radiation induced
DNA ladder pattern indicating cells undergoing apoptosis (Fig. 2C and D). However,
pretreatment of lymphocytes with MfM or MfA of different concentrations prevented radiation
induced DNA fragmentation. Neither MfM nor MfA induced DNA fragmentation but inhibited
basal apoptosis.

3.4. Effects of Mesua ferrea on radiation-induced ROS generation

Since, radiation mediated cellular damage is mediated through generation of reactive oxygen
species, intracellular ROS levels were measured using redox-sensitive fluorescent probe DCF-
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DA. Interestingly, both MfM and MfA scavenged basal ROS levels in lymphocytes. Radiation
induced significant increase in ROS levels in lymphocytes but pre-treatment with MfM or MfA
resulted significant decrease in DCF fluorescence suggesting radical scavenging activity (Fig. 3A
and B).
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Fig. 3. Lymphocytes were pre-incubated with indicated concentrations of Mesua ferrea methanol
(A) or aqueous extracts (B) for 2hrs in RPMI medium, stained with H DCF-DA (20 μM, 30 min at
37 °C). Levels of intracellular ROS were estimated by monitoring the fluorescence of DCF (Ex.
485 nm/Em. 535 nm). *p < .05, as compared to control, #p < .05, as compared to radiation.

3.5. Effect of Mesua ferrea on serum GSH levels

Fig. 4A shows the effect of pre and post administration of MfM or MfA on EBR induced changes
in plasma GSH levels in vivo. Exposure of mice to 6 Gy EBR resulted in significant reduction in
plasma levels of reduced GSH. Oral administration of MfM or MfA to mice before as well as
after exposure to EBR significantly abrogated EBR induced decrease in plasma GSH levels.
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Fig. 4. The effect of Mesua ferrea methanol or aqueous on glutathione levels in the serum of mice
prior to or post 6Gy EBR exposure (A). *p < .05 as compared to control, #p < .05 as compared to
radiation. The effect of Mesua ferrea methanol or aqueous on membrane lipid peroxidation prior
to or post 6 Gy EBR exposure (B), *p < .05 as compared to control, #p < .05 as compared to
radiation. The effect of Mesua ferrea methanol or aqueous on catalase activity prior to or post
6 Gy EBR exposure (C) *p < .05, as compared to control, #p < .05, as compared to radiation. The
effect of Mesua ferrea methanol or aqueous on SOD activity prior to or post 6 Gy EBR exposure
(D) *p < .05, as compared with control, #p < .05, as compared to radiation.

3.6. Effect of Mesua ferrea on EBR induced malondialdehyde levels in serum

Fig. 4B shows the effect of pre and post administration of MfM or MfA on EBR induced changes
in membrane lipid peroxidation in vivo. Exposure of mice to 6 Gy EBR resulted in significant
increase in membrane lipid peroxidation as compared to control. Oral administration of MfM
or MfA before as well as after exposure significantly reduced EBR induced increase in
membrane lipid peroxidation as measured by changes in MDA levels.

3.7. Effect of Mesua ferrea on EBR induced catalase activity

Fig. 4C shows the effect of pre and post administration of MfM or MfA on EBR induced changes
in catalase enzyme activity in vivo. Exposure of mice to 6 Gy EBR resulted in more than two-fold
increase in catalase activity as compared to control. Oral administration of MfM or MfA pre or
post exposure significantly reduced EBR induced increase in catalase activity.

3.8. Effect of Mesua ferrea on EBR induced SOD activity

Fig. 4D shows the effect of pre and post administration of MfM or MfA on EBR induced changes
in SOD enzyme activity in vivo. Exposure of mice to 6 Gy EBR resulted in significant decrease in
SOD activity as compared to that in control. Oral administration of MfM or MfA to mice pre or
post exposure to EBR significantly abrogated the EBR induced reduction in SOD activity.

3.9. Effect of MfM and MfA on mitogen-induced proliferation of lymphocytes

The effect of MfA or MfM extracts on Con-A induced proliferation of murine T-cells was
measured by CFSE dye dilution. Con-A treatment induced proliferation of T cells as evinced
from increase in daughter cells as shown in the overlaid flow cytometric histograms in Fig. 5A
and C. Both MfM as well as MfA inhibited mitogen induced proliferation of T cells in a dose
dependent manner as shown by decrease in daughter cells (Fig. 5B and D).
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Fig. 5. Effect of Mesua ferrea methanol or aqueous extracts on Con-A induced T-cell proliferation
was monitored by CFSE dye dilution method. Representative flow-cytometric histograms are
shown (A & C). Bar graph represents percent daughter cells (B & D). *p < .05, as compared to
control, #p < .05, as compared to Con A treated group.

3.10. Effect of administration of MfM or MfA on histopathological changes induced
by EBR

Theeffect of MfM or MfAadministration on 6 Gy EBR induced damage to organs of mice was
studied by necropsy followed by histopathology. The representative tissue sections of mice from
different treatment groups are shown in Fig. 6. The architecture of jejunum, spleen, liver and
kidney was altered in EBR exposed mice indicating severe injury to these organs. In radiation
group, the damage to the inner and outer muscularis, lamina propria of villi shows the damage
to jejunum, scattered histiocytes shows the damage to spleen, appearance of fatty lobules
indicates damage to hepatocytes and appearing of lesions, glomerular collapse shows the
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damage to nephrocytes (Fig. 6). Oral administration of MfM or MfA significantly reduced the
radiation induced damage to jejunum, spleen, liver and kidney as shown by normal architecture
of cells in the histological sectionsof these organs.

Download : Download high-res image (1MB) Download : Download full-size image

Fig. 6. Effect of Mesua ferrea methanol & aqueous on organs of mice exposed to 6 Gy EBR,
compared with control exhibits normal architecture of jejunum, spleen, liver and kidney. In
radiation group damage to the inner and outer muscularis, lamina propria of villi shows the
damage to jejunum Scattered histiocytes shows the damage to spleen Appearance of fatty
lobules indicates damage to hepatocytes and Appearing of lesions, Glomerular collapse shows
the damage to nephrocytes.

4. Discussion
The development of effective radioprotectors and therapeutic drugs is of great importance in
view of their potential application in cancer treatment and diagnosis. It is well established that
phyto-constituents have potential application in mitigating the toxic effects of free radicals
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generated in the body (Manjunatha et al., 2013). Many synthetic as well as natural compounds
have been investigated for their efficacy to protect against radiation-induced cellular damage.
Radiation generates free radicals which lead to a cascade of events leading to cellular damage.
Hence scavenging of these intra-cellular free radicals can minimize the radiation-induced
damage.

We have evaluated the efficacy of MfM and MfA on γ-radiation induced damage in pBR322
DNA. On exposure to 50Gy γ-radiation, the super coiled (SC) form of DNA got converted to the
open coiled (OC) form and in presence of extracts, there is a diminution in the damage to the
SC form on treatment with different concentrations of MfM or MfA (Vinutha et al., 2015,
Sandur et al., 1999). Radiation-induced apoptosis in lymphocytes was assessed by DNA
fragmentation as well as PI staining followed by flow cytometry. MfM and MfA significantly
reduced the extent of radiation-induced apoptosis as indicated by a decrease in the percentage
of fragmented DNA and decrease in pre-G1 population (Nazir et al., 2011, Sminaa et al., 2011).
Both the extracts scavenged radiation derived free radicals in lymphocytes suggesting that these
extracts not only act as antioxidants in cell free system but also in cellular models.

GSH is the most abundant thiol containing antioxidant inside cells and is known to participate
in many metabolic processes. GSH is typically found in a highly reduced state and maintains
the appropriate redox status of the sulfhydryl groups in proteins involved in nucleic acid
biosynthesis and DNA repair in addition to standard antioxidant functions. Oxidative damage
to organisms is connected with the progressive accumulation of oxidized products of ROS
(Saghi Ghaffari, 2008). It is also involved as an antioxidant in the detoxification of products from
the ROS-promoted oxidation of lipids such as malonic dialdehyde and 4-hydroxy-2-nonenal. In
the present study, we found that MfM and MfA significantly restored the EBR induced
depletion of reduced serum GSH levels in mice. The restoration in reduced GSH levels in MfM
and MfA treated groups could be responsible for the radioprotective efficacy of these herbal
extracts.

Changes in activity of antioxidant enzymes such as SOD and Catalase can result in
accumulation of H O  and superoxide radicals which can perturb cellular redox balance
(Volodymyr I. Lushchak, 2012 & Svetlana, Borislav, & Georgi, 2013). Oxidative stress leads to
tissue damage, and antioxidant supplementation may delay or prevent such damage (Naveen,
Suchetha, Ganesh, Damodar, & Madhu, 2011). In the present study, oral pre-administration of
MfA or MfM exhibited a significant increase in antioxidant enzyme activity in the animals
exposed to EBR. This clearly indicates that the active constituents in the extract could offer
radioprotection by up-regulating the antioxidant enzymes SOD but not catalase.

MDA is a reliable biomarker for oxidative stress generated by free radical attack on
phospholipids and circulating lipids of cell membrane (Savita et al., 2010; & Ohkawa et al., 1979).
Lipid peroxidation is a highly destructive process that alters the structure and function of
cellular membrane and physico-chemical properties of membrane-bound enzymes and proteins
receptors (Agarwal & Kaler, 2001). In the present study MfA and MfM significantly reduced EBR
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induced increase in MDA levels indicating their potency in controlling deleterious effects of
radiation on cell membrane.

Peripheral T-lymphocytes have been reported to proliferate in vivo in response to infection
(Rocha, Dautigny, & Pereira, 1989;; Modigliani, Coutinho, Defranoux, Coutinho, & Bandeira,
1994). T cell activation and proliferation is also associated with inflammation. In the present
report, the anti-proliferative effect of Mesua ferrea methanolic and aqueous extracts was
investigated in terms of suppression of T-cell proliferation induced by Con A. Both MfM and
MfA inhibited Con-A induced proliferation of T-cells in a dose-dependent manner. These
results show anti-inflammatory and immuno-suppressive potential of MfM and MfA.
Histopathological studies revealed that administration of MfM and MfA protected jejunum,
spleen, liver and kidney against EBR induced tissue damage.

5. Conclusion

From our investigation, it is evident that the plant Mesua ferrea contains potent phyto-
constituents which can scavenge free radicals through its antioxidative ability and regulate the
activity of antioxidant enzymes. It can be concluded that the radioprotective and
Immunomodulatory effects of the plant can be attributed to its antioxidant potency. However,
further work is required to reveal the molecular mechanism of the protecting the radiation-
induced damage by MfM and MfA.
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Reactive oxygen species

SC
Super coiled

OP
Open circular



6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 16/22

Abhilash and Ramesh, 2012

Agarwal and Kaler, 2001

Akinmoladun et al., 2007

Baskar et al., 2014

Braughler et al., 1987

Checker et al., 2008

Cheeseman and Slater, 1993

MfM
Mesua ferrea Methanol extract

MfA
Mesua ferrea Aqueous extract

Recommended articles

References
N. Abhilash, K.V. Ramesh

In vitro Antioxidant, in silicoAnti-inflammatory and Anti-cancer activity of Mesua ferrea
Research & Reviews: Journal Herbal Science, 3 (1) (2012), pp. 27-34
Google Scholar

A. Agarwal, R.K. Kaler
Radiation-induced peroxidative damage: Mechanism and significance
Indian Journal of Experimental Biology, 39 (2001), pp. 291-309

View Record in Scopus Google Scholar

A.C. Akinmoladun, E.O. Ibukun, E. Afor, E.M. Obuotor, E.O. Farombi
Phytochemical constituent and antioxidant activity of extract from the leaves of
Ocimum gratissimum
Scientific Research and Essays, 2 (5) (2007), pp. 163-166

View Record in Scopus Google Scholar

R. Baskar, J. Dai, N. Wenlong, R. Yeo, K.W. Yeoh
Biological response of cancer cells to radiation treatment
Frontiers in Molecular Biosciences, 1 (24) (2014), pp. 1-9
Google Scholar

J.M. Braughler, J.F. Pregenzer, R.L. Chase, L.A. Duncan, E.J. Jacobsen, J.M.
McCall
Novel 21-amino steroid as potent inhibitors or iron-dependent lipid peroxidation
Journal of Biological Chemistry, 262 (1987), pp. 10438-10440
Article Download PDF View Record in Scopus Google Scholar

R. Checker, C. Suchandra, D. Sharma, G. Sumit, V. Prasad, A. Sharma, et al.
Immunomodulatory and radioprotective effects of lignans derived from fresh nutmeg
mace (Myristica fragrans) in mammalian splenocytes
International Immunopharmacology, 8 (2008), pp. 661-669
Article Download PDF View Record in Scopus Google Scholar

K.H. Cheeseman, T.F. Slater
An introduction to free radical biochemistry

https://scholar.google.com/scholar_lookup?title=In%C2%A0vitro%20Antioxidant%2C%20in%20silicoAnti-inflammatory%20and%20Anti-cancer%20activity%20of%20Mesua%20ferrea&publication_year=2012&author=N.%20Abhilash&author=K.V.%20Ramesh
https://www.scopus.com/inward/record.url?eid=2-s2.0-33748159551&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Radiation-induced%20peroxidative%20damage%3A%20Mechanism%20and%20significance&publication_year=2001&author=A.%20Agarwal&author=R.K.%20Kaler
https://www.scopus.com/inward/record.url?eid=2-s2.0-70349225553&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Phytochemical%20constituent%20and%20antioxidant%20activity%20of%20extract%20from%20the%20leaves%20of%20Ocimum%20gratissimum&publication_year=2007&author=A.C.%20Akinmoladun&author=E.O.%20Ibukun&author=E.%20Afor&author=E.M.%20Obuotor&author=E.O.%20Farombi
https://scholar.google.com/scholar_lookup?title=Biological%20response%20of%20cancer%20cells%20to%20radiation%20treatment&publication_year=2014&author=R.%20Baskar&author=J.%20Dai&author=N.%20Wenlong&author=R.%20Yeo&author=K.W.%20Yeoh
https://www.sciencedirect.com/science/article/pii/S0021925818609792
https://www.sciencedirect.com/science/article/pii/S0021925818609792/pdfft?md5=b33a169a1152d0c76cda29e467ec2bf3&pid=1-s2.0-S0021925818609792-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-0023184568&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Novel%2021-amino%20steroid%20as%20potent%20inhibitors%20or%20iron-dependent%20lipid%20peroxidation&publication_year=1987&author=J.M.%20Braughler&author=J.F.%20Pregenzer&author=R.L.%20Chase&author=L.A.%20Duncan&author=E.J.%20Jacobsen&author=J.M.%20McCall
https://www.sciencedirect.com/science/article/pii/S1567576908000106
https://www.sciencedirect.com/science/article/pii/S1567576908000106/pdfft?md5=04f4b1bcff6b915ddf86d5be17e6c666&pid=1-s2.0-S1567576908000106-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-41149172493&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar?q=Immunomodulatory%20and%20radioprotective%20effects%20of%20lignans%20derived%20from%20fresh%20nutmeg%20mace%20%20in%20mammalian%20splenocytes


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 17/22

Choudhary, 2012

Dennis and Akshaya, 1998

Devasagayam et al., 2004

Garg et al., 2009

Geller and Winge, 1983

Ghaffari, 2008

Gracy et al., 1999

Hassan et al., 2006

British Medical Bulletin, 49 (3) (1993), pp. 481-493
CrossRef Google Scholar

G.P. Choudhary
Wound healing activity of the ethanolic extract of Mesua ferrea Linn
International Journal of Advances in pharmalogical Biology and chemistry, 1 (3) (2012),
pp. 369-371

View Record in Scopus Google Scholar

T.J. Dennis, K.K. Akshaya
Constituents of Mesua ferrea
Fitoterapia, 69 (1998), pp. 291-304

View Record in Scopus Google Scholar

T.P.A. Devasagayam, J.C. Tilak, K.K. Boloor, S.S. Ketaki, S.G. Saroj, R.D.
Lele
Free radicals and antioxidants in human Health: Current status and future prospects
Journal of the Association of Physicians of India, 54 (2004), pp. 794-804
Google Scholar

S. Garg, a K. Sharm, R. Ranjan, P. Atrri, P. Mishra
In-vivo antioxidant activity and hepatoprotective effect of methanolic extracts of Mesua
ferrea L
International Journal of Pharmacy and Techical Research, 1 (2009), pp. 1692-1696

View Record in Scopus Google Scholar

B.L. Geller, D.R. Winge
A method for distinguishing Cu, Zn-and Mn-containing superoxide dismutases
Analytical Biochemistry, 128 (1) (1983), pp. 86-92
Article Download PDF View Record in Scopus Google Scholar

Saghi Ghaffari
Forum review- oxidative stress in the regulation of normal and neoplastic hematopoiesis
Antioxidants and Redox Signaling, 10 (11) (2008), pp. 1923-1940

CrossRef View Record in Scopus Google Scholar

R.W. Gracy, J.M. Talent, Y. Kong, C.C. Conard
Reactive oxygen species: The unavoidable environmental insults
Mutation Research, 428 (1999), pp. 17-22
Article Download PDF View Record in Scopus Google Scholar

M.T. Hassan, M.S. Ali, M. Alimuzzaman, S.Z. Rihan
Analgesic activity of Mesua ferrea linn
Dhaka University Journal of Pharmaceutical Sciences, 5 (1–2) (2006), pp. 73-75

View Record in Scopus Google Scholar

https://doi.org/10.1093/oxfordjournals.bmb.a072625
https://scholar.google.com/scholar_lookup?title=An%20introduction%20to%20free%20radical%20biochemistry&publication_year=1993&author=K.H.%20Cheeseman&author=T.F.%20Slater
https://www.scopus.com/inward/record.url?eid=2-s2.0-84956763554&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Wound%20healing%20activity%20of%20the%20ethanolic%20extract%20of%20Mesua%20ferrea%20Linn&publication_year=2012&author=G.P.%20Choudhary
https://www.scopus.com/inward/record.url?eid=2-s2.0-0031668886&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Constituents%20of%20Mesua%20ferrea&publication_year=1998&author=T.J.%20Dennis&author=K.K.%20Akshaya
https://scholar.google.com/scholar_lookup?title=Free%20radicals%20and%20antioxidants%20in%20human%20Health%3A%20Current%20status%20and%20future%20prospects&publication_year=2004&author=T.P.A.%20Devasagayam&author=J.C.%20Tilak&author=K.K.%20Boloor&author=S.S.%20Ketaki&author=S.G.%20Saroj&author=R.D.%20Lele
https://www.scopus.com/inward/record.url?eid=2-s2.0-77953380128&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=In-vivo%20antioxidant%20activity%20and%20hepatoprotective%20effect%20of%20methanolic%20extracts%20of%20Mesua%20ferrea%20L&publication_year=2009&author=S.%20Garg&author=a%20K.%20Sharm&author=R.%20Ranjan&author=P.%20Atrri&author=P.%20Mishra
https://www.sciencedirect.com/science/article/pii/0003269783903482
https://www.sciencedirect.com/science/article/pii/0003269783903482/pdf?md5=c7932cb05f3f6972e706209e8a97a812&pid=1-s2.0-0003269783903482-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-0020692843&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=A%C2%A0method%20for%20distinguishing%20Cu%2C%20Zn-and%20Mn-containing%20superoxide%20dismutases&publication_year=1983&author=B.L.%20Geller&author=D.R.%20Winge
https://doi.org/10.1089/ars.2008.2142
https://www.scopus.com/inward/record.url?eid=2-s2.0-51349117161&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Forum%20review-%20oxidative%20stress%20in%20the%20regulation%20of%20normal%20and%20neoplastic%20hematopoiesis&publication_year=2008&author=Saghi%20Ghaffari
https://www.sciencedirect.com/science/article/pii/S1383574299000277
https://www.sciencedirect.com/science/article/pii/S1383574299000277/pdfft?md5=5fd440e90019ab18c961e59dfce14b63&pid=1-s2.0-S1383574299000277-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-0032786631&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Reactive%20oxygen%20species%3A%20The%20unavoidable%20environmental%20insults&publication_year=1999&author=R.W.%20Gracy&author=J.M.%20Talent&author=Y.%20Kong&author=C.C.%20Conard
https://www.scopus.com/inward/record.url?eid=2-s2.0-80051847692&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Analgesic%20activity%20of%20Mesua%20ferrea%20linn&publication_year=2006&author=M.T.%20Hassan&author=M.S.%20Ali&author=M.%20Alimuzzaman&author=S.Z.%20Rihan


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 18/22

Little, 2001

Luck, 1974

Luisella-Verotta et al., 2004

Manjunatha et al., 2013

Manoj et al., 2012

Misra and Fridovich, 1972

Modigliani et al., 1994

Naveen et al., 2011

M.P. Little
Cancer after exposing to radiation in the course of treatment for the benign and
malignant disease
The Lancet Oncology, 2 (2001), pp. 212-220
Article Download PDF View Record in Scopus Google Scholar

H. Luck
2 (ED. bergmeyer)
Methods in enzymatic analysis, Academic Press, New York (1974)
p.885
Google Scholar

Luisella-Verotta, L. Erminio, V. Giovanni, V.F. Paola, G.N. Maria, R.
Alessandro, et al.
4-Alkyl- and 4-phenylcoumarins from Mesua ferrea as promising multidrug resistant
antibacterials
Phytochemistry, 65 (2004), pp. 2867-2879
Google Scholar

B.K. Manjunatha, Syed-Murthuza, R. Divakara, M. Archana, R.J. Sarvani,
V. Steffina, et al.
Antioxidant and antiinflammatory activity potency of Mesua ferrea linn
Paripex-Indian Journal of the Applied Research, 3 (8) (2013), pp. 55-59

View Record in Scopus Google Scholar

K.C. Manoj, D.S. Sanjay-Kumar, T. Lokesh, K.P. Manohara
In-vivo antioxidant and immunomodulatory activity of mesuol isolated from Mesua
ferrea L. seed oil
International Immunopharmacology, 13 (2012), pp. 386-391
Google Scholar

Misra, Fridovich
The role of superoxide anion in the autoxidation of epinephrine and a simple assay for
superoxide dismutase
Journal of Biological Chemistry, 247 (1972), pp. 3170-3175
Article Download PDF Google Scholar

Y. Modigliani, G. Coutinho, O.B. Defranoux, A. Coutinho, A. Bandeira
Differential contribution of thymic outputs and peripheral expansion in the
development of peripheral T cell pools
European Journal of Immunology, 24 (5) (1994), pp. 1223-1227

CrossRef View Record in Scopus Google Scholar

P. Naveen, K.N. Suchetha, S. Ganesh, G.K.M. Damodar, L.N. Madhu

https://www.sciencedirect.com/science/article/pii/S1470204500002916
https://www.sciencedirect.com/science/article/pii/S1470204500002916/pdfft?md5=e82f6c4a5e5e9fc751a25e505a357ab8&pid=1-s2.0-S1470204500002916-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-0035323382&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Cancer%20after%20exposing%20to%20radiation%20in%20the%20course%20of%20treatment%20for%20the%20benign%20and%20malignant%20disease&publication_year=2001&author=M.P.%20Little
https://scholar.google.com/scholar_lookup?title=Methods%20in%20enzymatic%20analysis&publication_year=1974&author=H.%20Luck
https://scholar.google.com/scholar_lookup?title=4-Alkyl-%20and%204-phenylcoumarins%20from%20Mesua%20ferrea%20as%20promising%20multidrug%20resistant%20antibacterials&publication_year=2004&author=Luisella-Verotta&author=L.%20Erminio&author=V.%20Giovanni&author=V.F.%20Paola&author=G.N.%20Maria&author=R.%20Alessandro
https://www.scopus.com/inward/record.url?eid=2-s2.0-85003745624&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Antioxidant%20and%20antiinflammatory%20activity%20potency%20of%20Mesua%20ferrea%20linn&publication_year=2013&author=B.K.%20Manjunatha&author=Syed-Murthuza&author=R.%20Divakara&author=M.%20Archana&author=R.J.%20Sarvani&author=V.%20Steffina
https://scholar.google.com/scholar_lookup?title=In-vivo%20antioxidant%20and%20immunomodulatory%20activity%20of%20mesuol%20isolated%20from%20Mesua%20ferrea%20L.%20seed%20oil&publication_year=2012&author=K.C.%20Manoj&author=D.S.%20Sanjay-Kumar&author=T.%20Lokesh&author=K.P.%20Manohara
https://www.sciencedirect.com/science/article/pii/S0021925819452289
https://www.sciencedirect.com/science/article/pii/S0021925819452289/pdf?md5=7f42e4a5b36b9d81481ad8818e6ed798&pid=1-s2.0-S0021925819452289-main.pdf
https://scholar.google.com/scholar_lookup?title=The%20role%20of%20superoxide%20anion%20in%20the%20autoxidation%20of%20epinephrine%20and%20a%20simple%20assay%20for%20superoxide%20dismutase&publication_year=1972&author=Misra&author=Fridovich
https://doi.org/10.1002/eji.1830240533
https://www.scopus.com/inward/record.url?eid=2-s2.0-0028349103&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Differential%20contribution%20of%20thymic%20outputs%20and%20peripheral%20expansion%20in%20the%20development%20of%20peripheral%20T%20cell%20pools&publication_year=1994&author=Y.%20Modigliani&author=G.%20Coutinho&author=O.B.%20Defranoux&author=A.%20Coutinho&author=A.%20Bandeira


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 19/22

Nazir et al., 2011

Ohkawa et al., 1979

Orwa et al., 2009

Raju et al., 1976

Rastogi and Mehrotra, 1990-94

Robbins and Zhao, 2004

Rocha et al., 1989

Sandur et al., 1999

Radioprotective effect of Nardostachys jatamansi against whole body electron beam
induced oxidative stress and tissue injury in rats
Journal of Pharmacy Research, 4 (7) (2011), pp. 2197-2200

View Record in Scopus Google Scholar

M.K. Nazir, S.K. Sandur, R. Checker, D. Sharma, T.B. Poduval, K.B. Sainis
Pro-oxidants ameliorate radiation-induced apoptosis through activation of the calcium–
ERK1/2–Nrf2 pathway
Free Radical Biology and Medicine, 51 (2011), pp. 115-128
Google Scholar

H. Ohkawa, N. Ohishi, K. Yagi
Assay for lipid peroxide in animal tissue by thiobarbituric acid reaction
Analytical Biochemistry, 95 (1979), pp. 351-358
Article Download PDF Google Scholar

C. Orwa, A. Mutua, R. Kindt, R. Jamnadass, A. Simons
Agroforestry database: A tree reference & selection guide version 4.0
World Agroforestry Kenya (2009)
Google Scholar

M.S. Raju, G. Srimannarayana, N.V. Subbarao
Structure of Mesuaferrone-B a new biflavane from the stamens of Mesua ferrea linn
Tetrahedron Letters, 49 (1976), pp. 4509-4512
Article Download PDF View Record in Scopus Google Scholar

R.P. Rastogi, B.N. Mehrotra
Compendium of Indian medicinal plants, Vol. 4, Central Drug Research Institute
Lucknow (1990-94), p. 472

M.E.C. Robbins, W. Zhao
Chronic and radiation-induced late normal tissue injury: A review
International Journal of Radiation Biology, 80 (4) (2004), pp. 251-256

View Record in Scopus Google Scholar

B. Rocha, N. Dautigny, P. Pereira
Peripheral T lymphocytes: Expansion potential and homeostatic regulation of pool sizes
and CD4/CD8 ratios in vivo
European Journal of Immunology, 19 (1989), pp. 905-911

CrossRef View Record in Scopus Google Scholar

S.K. Sandur, R.C. Chaubey, T.P. Devasagayam, K.I. Priyadarsini, P.S. Chauhan
Inhibition of radiation-induced DNA damage in plasmid pBR322 by chlorophyllin and
possible mechanism(s) of action
Mutation Research, 425 (1999), pp. 71-79
Google Scholar

https://www.scopus.com/inward/record.url?eid=2-s2.0-84870443692&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Radioprotective%20effect%20of%20Nardostachys%20jatamansi%20against%20whole%20body%20electron%20beam%20induced%20oxidative%20stress%20and%20tissue%20injury%20in%20rats&publication_year=2011&author=P.%20Naveen&author=K.N.%20Suchetha&author=S.%20Ganesh&author=G.K.M.%20Damodar&author=L.N.%20Madhu
https://scholar.google.com/scholar?q=Pro-oxidants%20ameliorate%20radiation-induced%20apoptosis%20through%20activation%20of%20the%20calciumERK12Nrf2%20pathway
https://www.sciencedirect.com/science/article/pii/0003269779907383
https://www.sciencedirect.com/science/article/pii/0003269779907383/pdf?md5=b2e49e3fa404731dbd33b7100736cfa6&pid=1-s2.0-0003269779907383-main.pdf
https://scholar.google.com/scholar_lookup?title=Assay%20for%20lipid%20peroxide%20in%20animal%20tissue%20by%20thiobarbituric%20acid%20reaction&publication_year=1979&author=H.%20Ohkawa&author=N.%20Ohishi&author=K.%20Yagi
https://scholar.google.com/scholar?q=Agroforestry%20database:%20A%20tree%20reference%20%20selection%20guide%20version%204.0
https://www.sciencedirect.com/science/article/pii/0040403976801566
https://www.sciencedirect.com/science/article/pii/0040403976801566/pdfft?md5=1dfead7649f865e43c94342a26bdc2d8&pid=1-s2.0-0040403976801566-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-0017102477&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Structure%20of%20Mesuaferrone-B%20a%20new%20biflavane%20from%20the%20stamens%20of%20Mesua%20ferrea%20linn&publication_year=1976&author=M.S.%20Raju&author=G.%20Srimannarayana&author=N.V.%20Subbarao
https://www.scopus.com/inward/record.url?eid=2-s2.0-2942552909&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Chronic%20and%20radiation-induced%20late%20normal%20tissue%20injury%3A%20A%20review&publication_year=2004&author=M.E.C.%20Robbins&author=W.%20Zhao
https://doi.org/10.1002/eji.1830190518
https://www.scopus.com/inward/record.url?eid=2-s2.0-0024332461&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar?q=Peripheral%20T%20lymphocytes:%20Expansion%20potential%20and%20homeostatic%20regulation%20of%20pool%20sizes%20and%20CD4CD8%20ratios%20in%C2%A0vivo
https://scholar.google.com/scholar?q=Inhibition%20of%20radiation-induced%20DNA%20damage%20in%20plasmid%20pBR322%20by%20chlorophyllin%20and%20possible%20mechanism%20of%20action


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 20/22

Savita et al., 2010

Sedlak and Lindsay, 1968

Sharma et al., 2007a

Sharma et al., 2007b

Shobowale et al., 2013

Sminaa et al., 2011

Soek Sin The et al., 2011

Sumitra et al., 2013

V. Savita, L.G. Manju, D. Ajaswrata, S. Sanghmitra, K.S. Sandeep, J.S.F. Swaran
Modulation of ionizing radiation-induced oxidative imbalance by semi-

fractionated extract of Piper betel an in vitro and in vivo assessment
Oxidative Medicine and Cellular Longevity, 3 (1) (2010), pp. 44-52
Google Scholar

J. Sedlak, R. Lindsay
Estimation of total, protein-bound, and nonprotein sulfhydryl groups in tissue with
Ellman's reagent
Analytical Biochemistry, 25 (1968), pp. 192-205
Article Download PDF Google Scholar

D. Sharma, S.K. Sandur, R. Rashmi, S. Khanam, K.B. Sainis
Differential modulation of mitogen-driven proliferation and homeostasis-driven
proliferation of T cells by rapamycin, Ly294002 and chlorophyllin
Molecular Immunology, 44 (2007), pp. 2831-2840
Article Download PDF View Record in Scopus Google Scholar

D. Sharma, S.K. Sandur, K.B. Sainis
Antiapoptotic and immunomodulatory effects of chlorophyllin
Molecular Immunology, 44 (2007), pp. 347-359
Article Download PDF View Record in Scopus Google Scholar

O. Shobowale, N.J. Ogbulie, E.E. Itoandon, M.O. Oresegun, S.O.A.
Olatope
.Phytochemical and antimicrobial evaluation of aqueous and organic extracts of
calotropis procera ait leaf and latex
Nigerian Food Journal, 1 (2013), pp. 77-82
Article Download PDF View Record in Scopus Google Scholar

T.P. Sminaa, S. Deb, T.P.A. Devasagayam, S. Adhikarib, K.K. Janardhanan
Ganoderma lucidum total triterpenes prevent radiation-induced DNA damage and
apoptosis in splenic lymphocytes in vitro
Mutation Research, 726 (2011), pp. 188-194
Google Scholar

Soek Sin The, G. Cheng Lian Ee, M. Rahmani, Yun Hin Taufiq Yap,
Rusea Go, Siau Hui Mah
Pyranoxanthones from Mesua ferrea
Molecules, 16 (2011), pp. 5647-5654
Google Scholar

C. Sumitra, R. Kalpana, P. Jigna
Indian medicinal herb: Antimicrobial efficacy of Mesua ferreaL. seed extracted in
different solvents against infection causing pathogenic strains

https://scholar.google.com/scholar_lookup?title=Modulation%20of%20ionizing%20radiation-induced%20oxidative%20imbalance%20by%20semi-fractionated%20extract%20of%20Piper%20betel%20an%20in%C2%A0vitro%20and%20in%C2%A0vivo%20assessment&publication_year=2010&author=V.%20Savita&author=L.G.%20Manju&author=D.%20Ajaswrata&author=S.%20Sanghmitra&author=K.S.%20Sandeep&author=J.S.F.%20Swaran
https://www.sciencedirect.com/science/article/pii/0003269768900924
https://www.sciencedirect.com/science/article/pii/0003269768900924/pdfft?md5=ea543e63bbd84d09c561275693b8cda4&pid=1-s2.0-0003269768900924-main.pdf
https://scholar.google.com/scholar?q=Estimation%20of%20total,%20protein-bound,%20and%20nonprotein%20sulfhydryl%20groups%20in%20tissue%20with%20Ellmans%20reagent
https://www.sciencedirect.com/science/article/pii/S016158900700048X
https://www.sciencedirect.com/science/article/pii/S016158900700048X/pdfft?md5=523eb13f07829b8ed87373cfe491c884&pid=1-s2.0-S016158900700048X-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-33947260093&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Differential%20modulation%20of%20mitogen-driven%20proliferation%20and%20homeostasis-driven%20proliferation%20of%20T%20cells%20by%20rapamycin%2C%20Ly294002%20and%20chlorophyllin&publication_year=2007&author=D.%20Sharma&author=S.K.%20Sandur&author=R.%20Rashmi&author=S.%20Khanam&author=K.B.%20Sainis
https://www.sciencedirect.com/science/article/pii/S0161589006000812
https://www.sciencedirect.com/science/article/pii/S0161589006000812/pdfft?md5=2270e3b3ae6e5f23d806c60dcce2bb6b&pid=1-s2.0-S0161589006000812-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-33747866082&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Antiapoptotic%20and%20immunomodulatory%20effects%20of%20chlorophyllin&publication_year=2007&author=D.%20Sharma&author=S.K.%20Sandur&author=K.B.%20Sainis
https://www.sciencedirect.com/science/article/pii/S018972411530059X
https://www.sciencedirect.com/science/article/pii/S018972411530059X/pdfft?md5=929c49c1b3eee8f0617beceb24b56491&pid=1-s2.0-S018972411530059X-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-84989917345&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=.Phytochemical%20and%20antimicrobial%20evaluation%20of%20aqueous%20and%20organic%20extracts%20of%20calotropis%20procera%20ait%20leaf%20and%20latex&publication_year=2013&author=O.%20Shobowale&author=N.J.%20Ogbulie&author=E.E.%20Itoandon&author=M.O.%20Oresegun&author=S.O.A.%20Olatope
https://scholar.google.com/scholar_lookup?title=Ganoderma%20lucidum%20total%20triterpenes%20prevent%20radiation-induced%20DNA%20damage%20and%20apoptosis%20in%20splenic%20lymphocytes%20in%C2%A0vitro&publication_year=2011&author=T.P.%20Sminaa&author=S.%20Deb&author=T.P.A.%20Devasagayam&author=S.%20Adhikarib&author=K.K.%20Janardhanan
https://scholar.google.com/scholar_lookup?title=Pyranoxanthones%20from%20Mesua%20ferrea&publication_year=2011&author=Soek%20Sin%20The&author=G.%20Cheng%20Lian%20Ee&author=M.%20Rahmani&author=Yun%20Hin%20Taufiq%20Yap&author=Rusea%20Go&author=Siau%20Hui%20Mah


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 21/22

Svetlana et al., 2013

Umang et al., 2009

Vinutha et al., 2015

Lushchak, 2012

Wang et al., 2008

Wilankar et al., 2011

Journal of Acute Disease (2013), pp. 277-281
Google Scholar

G. Svetlana, P. Borislav, B. Georgi
Radioprotective effect of Haberlea rhodopensis (Firv.) leaf extract on γ-radiation induced
DNA damage, lipid peroxidation and antioxidant levels in rabbit blood
Indian Journal of Experimental Biology, 51 (2013), pp. 29-36
Google Scholar

S. Umang, A. Kunwar, R. Srinivasan, M.J. Nanjan, K.I. Priyadarsini
Differential free radical scavenging activity and radioprotection of Caesalpinia digyna
extracts and its active constituent
Journal of Radiation Research, 50 (2009), pp. 425-433
Google Scholar

K. Vinutha, S.M. Vidya, K.N. Suchetha, S. Ganesh, H.G. Nagendra, Pradeepa,
et al.
Radioprotective activity of Ficus racemosa ethanol extract against electron beam induced
DNA damage in vitro, in vivo and in silico
International Journal of Pharmacy and Pharmaceutical Sciences, 7 (6) (2015), pp. 110-119

View Record in Scopus Google Scholar

Volodymyr-I. Lushchak
Glutathione homeostasis and Functions: Potential targets for medical interventions
Journal of Amino Acids, 2012 (2012), pp. 1-26

CrossRef Google Scholar

C.C.C. Wang, Y.M. Chiang, S.C. Sung, Y.L. Hsu, J.K. Chang, P.L. Kuo
Plumbagin induces cell cycle arrest and apoptosis through reactive oxygen species/c-Jun
N-terminal kinase pathways in human melanoma A375.S2 cells
Cancer Letters, 259 (1) (2008), pp. 82-98
Article Download PDF View Record in Scopus Google Scholar

C. Wilankar, D. Sharma, R. Checker, M.K. Nazir, R.S. Patwardhan, A. Patil,
et al.
Role of immunoregulatory transcription factors in differential immunomodulatory
effects of tocotrienols
Free Radical Biology and Medicine, 51 (1) (2011), pp. 129-143
Article Download PDF View Record in Scopus Google Scholar

Cited by (0)

Peer review under responsibility of The Egyptian Society of Radiation Sciences and Applications.

https://scholar.google.com/scholar_lookup?title=Indian%20medicinal%20herb%3A%20Antimicrobial%20efficacy%20of%20Mesua%20ferreaL.%20seed%20extracted%20in%20different%20solvents%20against%20infection%20causing%20pathogenic%20strains&publication_year=2013&author=C.%20Sumitra&author=R.%20Kalpana&author=P.%20Jigna
https://scholar.google.com/scholar?q=Radioprotective%20effect%20of%20Haberlea%20rhodopensis%20%20leaf%20extract%20on%20-radiation%20induced%20DNA%20damage,%20lipid%20peroxidation%20and%20antioxidant%20levels%20in%20rabbit%20blood
https://scholar.google.com/scholar_lookup?title=Differential%20free%20radical%20scavenging%20activity%20and%20radioprotection%20of%20Caesalpinia%20digyna%20extracts%20and%20its%20active%20constituent&publication_year=2009&author=S.%20Umang&author=A.%20Kunwar&author=R.%20Srinivasan&author=M.J.%20Nanjan&author=K.I.%20Priyadarsini
https://www.scopus.com/inward/record.url?eid=2-s2.0-84930635698&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Radioprotective%20activity%20of%20Ficus%20racemosa%20ethanol%20extract%20against%20electron%20beam%20induced%20DNA%20damage%20in%C2%A0vitro%2C%20in%C2%A0vivo%20and%20in%20silico&publication_year=2015&author=K.%20Vinutha&author=S.M.%20Vidya&author=K.N.%20Suchetha&author=S.%20Ganesh&author=H.G.%20Nagendra&author=Pradeepa
https://doi.org/10.1155/2012/736837
https://scholar.google.com/scholar_lookup?title=Glutathione%20homeostasis%20and%20Functions%3A%20Potential%20targets%20for%20medical%20interventions&publication_year=2012&author=Volodymyr-I.%20Lushchak
https://www.sciencedirect.com/science/article/pii/S0304383507004727
https://www.sciencedirect.com/science/article/pii/S0304383507004727/pdfft?md5=4c46f4381d9a045b3ad8ffb29301a624&pid=1-s2.0-S0304383507004727-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-37049005766&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar?q=Plumbagin%20induces%20cell%20cycle%20arrest%20and%20apoptosis%20through%20reactive%20oxygen%20speciesc-Jun%20N-terminal%20kinase%20pathways%20in%20human%20melanoma%20A375.S2%20cells
https://www.sciencedirect.com/science/article/pii/S0891584911002115
https://www.sciencedirect.com/science/article/pii/S0891584911002115/pdfft?md5=5534a33408442d260bd7241742c67bd5&pid=1-s2.0-S0891584911002115-main.pdf
https://www.scopus.com/inward/record.url?eid=2-s2.0-79957953642&partnerID=10&rel=R3.0.0
https://scholar.google.com/scholar_lookup?title=Role%20of%20immunoregulatory%20transcription%20factors%20in%20differential%20immunomodulatory%20effects%20of%20tocotrienols&publication_year=2011&author=C.%20Wilankar&author=D.%20Sharma&author=R.%20Checker&author=M.K.%20Nazir&author=R.S.%20Patwardhan&author=A.%20Patil


6/22/22, 11:27 PM Radioprotective and immunomodulatory effects of Mesua ferrea (Linn.) from Western Ghats of India., in irradiated Swiss albi…

https://www.sciencedirect.com/science/article/pii/S1687850717300146 22/22

© 2018 The Egyptian Society of Radiation Sciences and Applications. Production and hosting by Elsevier B.V.

Copyright © 2022 Elsevier B.V. or its licensors or contributors.
ScienceDirect ® is a registered trademark of Elsevier B.V.

https://www.elsevier.com/
https://www.relx.com/


          International Research Journal of Engineering and Technology (IRJET)       e-ISSN: 2395-0056 

                Volume: 04 Issue: 08 | Aug -2017                     www.irjet.net                                                                 p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |   Page 1550 
 

COMPARATIVE STUDY ON REGULAR AND IRREGULAR RC STRUCTURES 
UNDER FAR AND NEAR FIELD GROUND MOTION WITH BASE ISOLATION 
 

SACHIN MANKAL1, KARUNA S2 

 

1M.TECH student, Dept. of Civil Engineering, The oxford college of engineering, Bangalore, 
Karnataka, India 

2Assistent Professor, Dept. of Civil Engineering, The oxford college of engineering, Bangalore, 
Karnataka, India 

---------------------------------------------------------------------***---------------------------------------------------------------------
Abstract - An Earthquake is characterized as the sudden 
movement of Earth’s crust. Earthquakes are caused by the 
release of build-up stress within rocks along geological faults 
or by the movement of magma in volcanic territories. From 
previous Earthquakes it is seen that earthquakes results in 
mass destruction which further leads in loss of life. In order to 
overcome this and to build the Earthquake resistant structures 
base isolation technique can be used. In this thesis the 
comparative study on 20 storey regular and irregular RC 
frame structure under far and near field ground motion with 
and without base isolation is carried out. Nonlinear time 
history analysis is done using Kobe (HIK) and Bhuj earthquake 
data as far and near field ground motions respectively using 
ETABS 2013 FEM package. Lead rubber bearing (LRB) isolator 
is considered as isolation system where LRB is designed 
manually. The parameters considered for this study are base 
shear, storey displacement, acceleration, velocity, storey drift 
and time period. In this thesis the variation of parameters, for 
regular and irregular structure under far and near field 
ground motion with and without base isolation is studied. 
 
Key Words: Lead rubber bearing (LRB), Near field 
ground motion, Far field ground motion, Base isolation.  
 
1. INTRODUCTION 

 
An Earthquake is characterized as the sudden 

movement of Earth’s crust. Earthquakes are caused by the 
release of build-up stress within rocks along geological faults 
or by the movement of magma in volcanic territories. Major 
Earthquakes doesn’t happen much of the time, yet are 
generally damaging. Major earthquakes usually do not occur 
alone when one such earthquake happens there is usually 
another one at the nearby location. There are smaller 
earthquakes that occur in the same place before the larger 
earthquake follows. It causes various damaging effect at 
places they act. It causes severe damage to the buildings and 
great loss of life. Hence buildings under seismic prone 
regions should be designed such that it resists the 
earthquake without any failure. The sites which are nearer 
to the fault line are highly affected than the sites which are 
located far from the fault line. 

 
 

1.1 Some important definitions 
 
Fault: A fracture having significant movement in parallel 
with its plane is known as fault. The energy released during 
the quick slippage of faults results in earthquakes. 
 
Near Field: The field or site which is in the range of 10km to 
15km from the fault line is called as near field. 
 
Far Field: When the distance of site or field is more than 
20km from the fault line then it is called as Far Field. 
 
The near field earthquake contains high frequency, long 
period, large amplitude pulses and higher accelerations 
when compared to far field ground motions. From the 
fluctuating nature of near field, evaluation of structural 
response is difficult. They are denoted by simple analogous 
pulse models of simplified motions composed of important 
near field aspects for their simplification. 
 
1.2 Base isolation system 

 
A conventional method for making earthquake safe 

structures is to plan a firm and sufficiently solid structure 
with the goal that it could oblige expected lateral forces. This 
may not be the most cost effective technique. The issue with 
this method is that the building needs to assimilate all the 
horizontal forces prompted by the seismic ground motion. 

 
The system of base isolation permits to avoid the 

already mentioned issue. Loss of life in previous earthquakes 
has constrained the engineers and researchers to consider 
new and new strategies and techniques to protect the 
structures from powerful forces of earthquake. The 
technique of base isolation was developed trying to 
moderate the impacts of earthquakes on structures during 
earthquake attacks and has been ended up being one of the 
exceptionally powerful methods in the previous few years. 
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Fig -1: Performance of Fixed Base and Isolated Base 
structure 

 
1.3 Classification of Base Isolation system 
 
The devices are classified as 

1. Elastomeric system. 
2. Sliding system. 

 
Elastomeric system is further classified as  

1. Natural Rubber Bearings. 
2. Lead Rubber Bearings. 
3. High Damping Rubber Bearings. 

 
Among these Elastomeric system Lead Rubber Bearing is 
used in this project  
 
Lead Rubber Bearings 

 
In contrast with natural rubber bearings, lead 

rubber bearings have a greatly improved ability to give 
sufficient stiffness to wind loads and better damping 
qualities.  
 
The lead rubber bearing arrangement is the same as that of 
natural rubber bearings, apart from there is one cylindrical 
lead plugs in the center this along with rubber makes the 
device exhibit bilinear behavior. Under low service wind 
loads, high stiffness of the lead plug draws in the greater part 
of the load and the arrangement demonstrates high stiffness. 
 

 
 

Fig -2: Lead Rubber Bearing 
 

2. SCOPE OF THE STUDY 
 

 From previous Earthquakes it is seen that 
earthquakes results in mass destruction which 
further leads in loss of life. In order to overcome 

this and to build the Earthquake resistant structures 
base isolation technique can be used. 

 Symmetrical structures impact in a similarly 
uniform distribution of seismic forces over its 
segments. Unsymmetrical structures result in 
uncertain distribution of forces. So the behaviour of 
regular structures over regular structure is studied. 

 The sites which are nearer to the fault line are 
highly affected than the sites which are located far 
from the fault line.so the behaviour of structures 
under near field and far field ground motions are 
studied. 

 
3. METHODOLOGY AND ANALYSIS 
 
3.1 DETAILS OF PLAN  
 
The plan has 5 x 4 bays, length of each bay is considered as 
4m. SMRF (Frame) of 20 storey with regular and irregular in 
plan is considered. The storey height is same for all the 
building models considered for analysis. 
 
3.2 PARAMETERS CONSIDERED FOR ANALYSIS 
 
1. Type of structure: Special Moment resisting frame 
2. Number of stories: 20 
3. Earthquake Zone: V (as per IS 1893:2000) 
4. Floor to floor height: 3m 
5. Concrete grade: M30 
6. Grade of steel: Fe 500 
7. Column: 400mm x 700mm 
8. Beam: 200mm x 500mm 
9. Slab depth: 175mm 
10. Super dead load (floor load): 1.5 kN/m2(as per IS 875 
(Part 1)) 
11. Live load: 3 kN/m2(as per IS 875 (Part 2)) 
12. Live load on top floor: 1.5 kN/m2(as per IS 875 (Part 2)) 
13. Super dead load (floor load) on top floor: 0.75 kN/m2(as 
per IS 875 (Part 1)) 
14. External wall Load: 10kN/m 
15. Parapet wall load (1m): 4kN/m 
16. Importance factor: 1(as per IS 1893:2000) 
17. Response reduction factor: 5 (as per IS 1893:2000) 
 
3.4 MODEL DESCRIPTION 
 
The plan and Elevation of models considered are as follows: 
 

 Model R1: Regular structure with Fixed Base. 
 Model R2: Regular structure with Isolated Base. 
 Model IR1: Irregular structure in which projection 

provided are 40% and 50% in X and Y directions 
respectively with Fixed Base. 

 Model IR2: Irregular structure in which projection 
provided are 60% and 50% in X and Y directions 
respectively with Fixed Base. 
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 Model IR3: Irregular structure in which projection 
provided are 40% and 50% in X and Y directions 
respectively with Isolated Base. 

 Model IR4: Irregular structure in which projection 
provided are 60% and 50% in X and Y directions 
respectively with Isolated Base. 

 Model R3: Regular structure with Fixed Base. (Far 
Field) 

 Model IR5: Irregular structure in which projection 
provided are 40% and 50% in X and Y directions 
respectively with Fixed Base. (Far Field) 

 Model IR6: Irregular structure in which projection 
provided are 60% and 50% in X and Y direction 
respectively with Fixed Base. (Far Field) 

 
3.5 ETABS MODEL 
 

 
 

Fig -5 Plan view of Model 

 
 

Fig -6 Isometric view of Model 
 
The dynamic (Time history) analysis of G+20 storey 

RC framed structure is carried out using “ETABS 2013” 
software, Loading is applied as per IS1893-2000 and IS:875 
(part 2). Bhuj earthquake data is used for analysis of 
structure as near field and Kobe HIK earthquake record is 
used for analysis under far field. 

After the analysis of the structure the LRB Base 
isolator is designed by considering the maximum Base 
reaction obtained from the analysis of fixed base structure 
using ETABS 2013 software. 

 
3.6 Design of Base Isolator (As per UBC 1997 & IS 1893-

2000) 
 
Lead rubber bearing type of isolator is used for 

analysis of the structure and to find the properties of LRB the 
design is carried out. 

 
3.7 Codal Provisions for Design of Base Isolator 
 
The LRB Base Isolator is designed as per UBC-1997 and IS 
1893-2000.Some of the important data required for the 
Design of LRB are:  
 

1. Seismic zone Factor (Z) = Zone V (Table 16I UBC 
1997) 

2. Soil profile type = Sc    (Table 16J UBC 1997) 
3. Seismic coefficient (Ca) = 0.36  (Table 16Q UBC 

1997) 
4. Seismic coefficient (Cv) = 0.54  (Table 16R UBC 

1997) 
5. Importance Factor ( I ) = 1  (Table 16K UBC 

1997) 
6. Response reduction factor (R) = 5  (Table 

16N UBC 1997) 
7. Seismic Source type = B  (Table 16U UBC 1997) 
8. Damping Coefficient ( Bd) = 1(Table 16C UBC 1997) 
9. Damping Coefficient (Bm) = 1  (Table 16C UBC 

1997) 
10. Near source factor (Na) = 1  (Table 16S UBC 

1997) 
11. Near Source factor (Nv) =1  (Table 16T UBC 

1997) 
12. Damping  Beff = 5%   ( From IS 1893-

2000 for RC structures ) 
13. Weight of the structure (W) = 7036 KN ( From 

Analysis)  
 
The Design procedure of LRB base isolator is referred from 
DESIGN OF SEISMIC ISOLATED STRUCTURE by James 
M.Kelly and Farzad Naeim.  
 
STEP 1: Calculation of Design displacement (Dd) 
Assume design time period as Td = 2.5 seconds.   g = 9.81 

                       

STEP 2: Calculation of Effective Stiffness (Keff) 

                    

STEP 3: Calculation of Energy dissipated per cycle (Wd) 

                      

STEP 4: Calculation of characteristics strength (Q) 
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STEP 5: Calculation of Stiffness in rubber (K2) 

                     

STEP 6: Calculation of Yield Displacement (Dy) 

                           We know that K1= 10K2  

STEP 7: Recalculation of Q to Qr                   

STEP 8: Calculation of area & Diameter of Lead Plug 
(Assume Yield strength of lead core in between 7 to 8.5 Mpa) 
Area of lead plug needed is  

                      where( σypb = 8.5Mpa) 

Diameter of lead plug is 

                   

STEP 9: Revising rubber stiffness Keff to Keff(R)  

                

STEP 10: Total thickness of rubber layer (tr) 

        Where   = 100% (Max shear strain of rubber) 

 STEP 11: Area of Bearing (Alrb) 

               G = Shear modulus of rubber 

(Ranging between 0.4 to 1.1 Mpa)Adopt G = 0.8 Mpa 
 STEP 12: Diameter of Bearing (     

               

STEP 13: Shape Factor (S) 

                

Take horizontal Period to be 2.5 seconds 

  fh =        fh = 0.4 HZ  fv = 10HZ 

W.K.T   Where t is thickness of single rubber layer  

Number of rubber layers =   

STEP 14: Dimensions of lead rubber Bearing (LRB) 
 Let the thickness of shim plates be 3mm 
 Number of shim plates = (No of rubber layers -1)  

End plate thickness is between 19.05mm to 38.1mm 
Therefore adopt 35mm as thickness of End plate. 
STEP 15: Compression Modulus Ec 

  

Where K = 2000 Mpa 

STEP 16: Horizontal stiffness (Kh) 

                

STEP 17: Vertical stiffness (Kv) 

                  

 
 

Property Value 

Effective stiffness (Keff)R 4172.405 KN/m 

Horizontal stiffness (Kh) 4171.940 KN/m 

Vertical stiffness (Kv) 2008870.737 
KN/m 

Characteristic 
strength(Qr) 

120.322 KN 

Post yield stiffness ratio 0.1 

Damping 5% 
 

Table-1 Properties of LRB required in Etabs 2013 
 
4. RESULTS AND DISCUSSIONS 

 
This section presents the results and discussions of 

seismic analysis of regular and irregular RC structure under 
near field and far field ground motion with base isolation 
considering very extreme seismic zone (Zone V), The results 
of Nonlinear dynamic analysis of regular and irregular RC 
structure under near field and far field ground motion with 
base isolation has been discussed below. 

 
1. Base Shear 
2. Maximum storey displacement 
3. Storey drift 

 
4.1 Base Shear 
 

 
 

Fig -8 Base shear for R1, R2, IR1, IR3, IR2 and IR4 in X 
direction 

 

 
 

Fig -10 Base shear for R1, R3, IR1, IR5, IR2 and IR6 in X 
direction 
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COMPARISION AND DISCUSSION 
 

 From the figures it is observed that the base shear 
for regular model (R1) is maximum and the base 
shear is reduced in irregular models IR1 and IR2 
(re-entrant corners offset is increased). 

 When the Fixed base models(R1,IR1,IR2) and 
Isolated base models(R2,IR3,IR4) are compared, 
base shear in isolated base is reduced by 45% in 
both X and Y directions. 

 When the the structure under near field ground 
motion is compared with strucutre under far field 
ground motion base shear is very negligible under 
far field ground motion in both X and Y directions. 
  

 
MODEL 

BASE SHEAR (KN) 

X Direction Y Direction 

R1 2918.817 2561.228 

R2 1576.16 1383.16 

R3 148.833 269.981 

IR1 2260.464 2117.245 

IR2 1953.576 1807.932 

IR3 1243.255 1164.48 

IR4 1094.002 1012.85 

IR5 132.7903 229.2232 

IR6 120.7655 199.3618 
 

Table-2 Base shear for all the models 
 

4.2 MAXIMUM STOREY DISPLACEMENT 
 

 
 

Fig-11 Maximum storey displacement for R1, R2, IR1, 
IR3, IR2 and IR4 in X direction 

 

 
 

Fig-12 Maximum storey displacement for R1, R3, IR1, 
IR5, IR2 and IR6 in X direction 

COMPARISION AND DISCUSSION 
 

 From figures it is witnessed that the storey 
displacement increases as the elevation of the 
structure increases and when comparing the 
irregular model with the regular one the 
displacement insreases with increase in irregularity 
in both X and Y directions. 

 The displacement in isolated base structure is more 
than the fixed base structure in both X and Y 
direction due to isolator. 

 When the structure under near field ground motion 
is compared with strucutre under far field ground 
motion storey displacement is very negligible under 
far field ground motion in both X and Y directions.  
 

 
MODEL 

DISPLACEMENT (MM) 

X Direction Y Direction 

R1 110.8 89.4 

R2 137 120.5 

R3 6.1 4.8 

IR1 125.4 111.7 

IR2 140.9 128.2 

IR3 148.3 136.1 

IR4 162.6 152.1 

IR5 6.8 6.1 

IR6 8 7.4 
 

Table-3 Maximum storey displacement values for all 
the models 

4.2 STOREY DRIFT 
 

 
 

Fig-13 Storey Drift for R1, R2, IR1, IR3, IR2 and IR4 in 
X direction 
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Fig-14 Maximum storey displacement for R1, R3, IR1, 
IR5, IR2 and IR6 in X direction 

 
COMPARISION AND DISCUSSION 
 

 From the storey drift plot it is observed that in all 
the models with fixed base and isolated base under 
near field ground motion, the drift is maximum at 
storey 11 in X direction. 

  From Fig13 it is observed that the drift is maximum 
in model IR2 along X direction  

 When the structure under near field ground motion 
is compared with strucutre under far field ground 
motion storey drift is very negligible under far field 
ground motion in both X and Y directions. 

 
5. CONCLUSION 
 

 The base shear of regular model is maximum and 
the base shear is reduced in irregular models. 

 When the Fixed base models and Isolated base 
models are compared, base shear in isolated base is 
reduced by 45% which increases the stability of the 
structure. 

 Base shear of structures under far field ground 
motion is very less when compared to structures 
under near field ground motions. 

 The storey displacement increases with increase in 
storey, and the displacement insreases with 
increase in irregularity in both X and Y directions. 

 The displacement of structure with base isolation is 
greater than the structure with fixed base. 

 The displacement of structure under far field 
ground motion is very negligible when compared 
with near field ground motion. 

 The acceleration and velocity of regular structure is 
greater than the irregular structure, whereas the 
displacement is maximum in irregular structure. 

 Due to base isolation the acceleration and velocity is 
reduced in isolated structures when compared to 
fixed base structure. 

 Acceleration and velocity of structure under near 
field ground motion is greater than the structures 
under far field ground motion. 
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Abstract - Optimization techniques play an important role 
in structural design. The purpose is to find the best ways so 
that a designer or a decision maker can derive  maximum 
benefit from the available resources. In the present study a 
column, a beam and a G+4 storey model are modelled using 
STAAD PRO v8i software.  Static analysis of  the structure is 
carried out and the results like axial forces (P) , bending 
moments (M) , support reactions(R) are recorded. The results 
are tabulated along with other parameters like Area of 
steel(Ast), Breadth of  beam (B), Depth of beam or slab (D) , 
Characteristic compressive strength of concrete (fck) , 
Characteristic strength of steel (fy) , Design bending moment 
(Mu) and percentage of steel (pt). The design of  Reinforced 
concrete members under uni axial bending is done manually 
as per IS-456:2000 and SP 16 and percentage of steel is 
calculated and noted down. The results from the static analysis 
of the structure which are in tabulated form are tested and 
trained in MATLAB neural network toolbox. The predicted 
values for the percentage of steel by neural network toolbox 
are noted down. The percentages of error for the predicted 
values are almost negligible when compared to those obtained  
by  conventional method  for most of the cases and are in good 
agreement with one another.  

Key Words:  Optimization, Artificial Neural Network , 
STAAD PRO , MATLAB , IS-456 : 2000 etc... 
 

1. INTRODUCTION  
 
The artificial neural network (ANN) was developed 50 years 
ago. ANNs are the simplifications of biological neural 
networks. The neural networks are very important tool for 
studying the structure of human brain. Due to the complexity 
and for complete understanding of biological neurons , many 
architectures of ANN have been reported in the present 
study. 

1.1 Aim of neural networks 
 

             The aim of neural networks is to replicate the 
human ability to adapt to changes taking place in the current 
environment. This depends on the capability to learn from 
the events that have happened in the past and to be able to 
apply that to future situations.                       

For example : The decisions made by trainee doctors are 
rarely based on a single symptom due to complexity of 
human body. But an experienced doctor is far more likely to 
make a good and effective decision than a trainee , because 

from his past experiences he knows what to look out for and 
what not to worry about. Similarly it would be beneficial if 
machines too, could utilize past events as part of the criteria 
on which their decisions are based, and this is the role that 
neural networks seek to fill. 

1.2 Artificial neural networks 
 

ANNs consist of  a number of  processing units analogous 
to neurons in the brain called nodes. Each node has a 
function called node function which are associated with a set 
of local parameters . The local parameters determine  the 
output of  the node when input is given. If the local 
parameters are modified , the node functions may get 
altered. Hence, the artificial neural networks can be defined 
as the information-processing system in which the elements 
called neurons, process the information. 

 

1.3. Structure of neural network 
 
The neural networks can be single layered or multi-layered. 
A single layered neural network is composed of two input 
neurons and one output neuron. A multi-layered artificial 
neural network(MNN) consists of input layer, output layer 
and a hidden layer of neurons. The hidden layer of neurons 
is also called as intermediate layer of neurons. A three 
layered neural network is shown in the figure below. 

 
 

Fig -1:  
 
The above figure shows densely interconnected three 
layered static neural network in which each circle represents 
an artificial neuron. 
 



          International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395-0056 

                Volume: 04 Issue: 07 | July -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |        Page 2013 
 

           In a MNN, the input layer is connected to hidden layer 
and the hidden layers are inter-connected to layer of 
outputs. The neurons in the input layer represent the 
information that is fed into the network. The activity of 
neurons in the intermediate layer depends on the activity of 
neurons in input layer. Likewise, the activity of neurons in 
the output layer depends on the activity of neurons in the 
intermediate layer. 
 

2.  PARAMETERS IN THE STUDY 

Pu  Axial load 

B  Breadth of  member 

D  Overall depth of member 

Ast  Area of steel 

fck  Characteristic compressive strength of 

concrete or grade of concrete 

fy  Characteristic strength of steel or grade 

of steel 

Mu  Design bending moment 

Pt  Percentage of steel 

3.  ANALYTICAL STUDY 

From the analysis of  G+4 storey structure carried out in 
STAAD PRO software results are taken. The design of 
columns loaded axially under uni-axial bending and the 
design of simply supported singly reinforced beams are done 
as per IS:456-2000 and SP-16 code books. The same design 
of columns and beams of the G+4 storey structure is carried 
out in neural network toolbox of MATLAB in the form of 
trained computer programme. Both the cases are compared 
with one another. 

 

 

 

 

 

 

 

 

Table 1: Input values calculated for short columns using 

excel spread sheets for 10 sets 
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Table 2 : Training data  for short column for 10 sets 
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Table 3 : Input values calculated for simply supported 

beams using excel sheets for 10 sets. 
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Table 4: Training data  for simply supported beam for 10 
sets 
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3.1 Optimized response spectrum results in 

MATLAB 

 The response spectrum analysis of  the above 
mentioned G+4 storey structure is carried out in STAAD PRO 
software and the maximum results of nodal displacement, 
moments and base shear are taken. 

 

 

Table 5 : Input data 

Total  height of the structure 21 m 

Maximum width  of  the structure 21.03 m 

Zone 0.1 

Number of storeys 7 

Number of  bays 5 

 
Table 6 : Target data obtained from Response spectrum 

analysis using STAAD PRO 
 

Maximum base shear 996.42 kN 

Maximum nodal displacement in X 

direction 

48.84 mm 

Maximum nodal displacement in Y 

direction 

3.733 mm 

Maximum nodal displacement in Z 

direction 

70.214 mm 

Maximum moments  in X direction 104.14 kNm 

Maximum moments in Y direction 2.009 kNm 

Maximum moments in Z direction 107.657 kNm 

 

4.  Results and discussions  

4.1 Results for 10 sets of input of short columns  
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4.2  Results for 10 sets of input of  simply 
supported beams 

 
 

 
 

 
 

Table 7 : Percentage of errors in the design of short 
column 
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Table 8 : Percentage of errors in the design of simply 

supported beam 

 
 
 
 
 
 

5. Conclusion  

  Predicted values from the Artificial neural network (ANN) 
for the design of  Reinforced concrete columns, beams are 
very close to those obtained from conventional design 
using IS:456-2000. The errors are quite low in the 
predicted values. Similarly, the maximum values of base 
shear, nodal displacements and moments from the analysis 
are compared with those from the predicted values using 
artificial neural network. The two are very close to one 
another. Therefore, it can be said such a well trained 
artificial neural network can be used to perform design. 
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Ductility Of fly ash - slag based reinforced 
geopolymer concrete elements cured at room
temperature.
Mahantesh N.B. 1*, Amarnath. K.2, and Raghuprasad B. K.3 

1 Alliance University, Bangalore, India
2,3 The Oxford College of Engineering, Bangalore, India 

Abstract. Ductility of the flexural element is the main governing 
property for healthy performance of structural element. Although
numerous factors contribute towards the ductility of Reinforced 
Geopolymer Concrete (RGPC) elements, low calcium based fly ash 
and GGBS have chemical proportions which make RGPC develop
significant ductility along with steel reinforcement – when mixed in
an intelligent way satisfying structural and economic conditions. In 
the present research work influence of low calcium fly ash, GGBS, 
River sand, M-sand, Steel Grade, manufactured fibres and natural
fibres are used to study the ductile behaviour of RGPC sections by
load testing 51 under reinforced flexural elements. The study 
reveals that fly ash - slag based reinforced flexural elements behave 
in line with OPC based RCC elements. The provisions mentioned
in Indian RC designer IS:456-2000 can be used to predict the 
flexural behaviour of reinforced geopolymer concrete elements.
The average flexural ductility of these test specimens observed to 
lie in between 2 & 3.

Keywords: Ductility, Geopolymer concrete, fly ash, slag, large 
deflections, flexural behaviour, River sand, Manufactured Sand.

1) INTRODUCTION
Geopolymer Concrete an environmentally friendly concrete having good structural skills is 
known structural concrete for the last 50 years, but still ordinary Portland Cement Concrete 
holds the first place in all construction activities. The manufacturing process of geopolymer 
concrete needs urgent attention to develop a process which suits the requirement of a most
consumed private sector of concrete industry like fast moving consumer product (FMCG).
Low calcium based fly ash geopolymer concrete essentially need heat or steam curing 
which make them unsuitable for cast in situ applications. The cost of curing is the 
additional factor which has made geopolymer concrete unpopular in most of the 
construction activities, especially in reinforced concrete structural elements. 

*corresponding author: mahanteshb@rediffmail.com
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Ambient curing is the most effective remedy to solve this issue. Industrial waste like slag 
(ground granulated blast furnace slag), when mixed with fly ash, develops strength at 
ambient temperature without heat or steam curing keeping the final strength same. During 
the past 10 - 15 years partial replacement of cement by fly ash & GGBS is becoming 
popular because of economic reasons in these sectors of concrete industry, giving ample 
evidence and data for a complete replacement.

2) MATERIALS USED AND PROPERTIES.

Fly ash used in this work was collected from Raichur thermal power plant in Karnataka, 
having sp.gr 2.15, Silicon dioxide (SiO2) 61.98%, Aluminium oxide (Al2O3) 26.06%, 
calcium oxide(Cao) 3.05% confirming to grade 1 of IS 3812.Slag – ground granulated 
blast furnace slag, was procured from Jindal Steel Plant Bellary-Karnataka, having sp.gr
2.62, Silicon dioxide (SiO2) 33.88%, Aluminum oxide (Al2O3) 18.02%, calcium oxide(Cao) 
34.98% confirming to IS 12089. 

Manufactured-Sand (M-sand), crushed from granite stone, having Sp.gr 2.45, Fineness 
Modulus (F.M) 2.70 and River Sand of sandstone origin having F.M 2.62 confirming to 
Zone III of IS 383-1970 are used as fine aggregates and tested as per IS 2386. Coarse 
aggregates of granite origin of sizes 20mm,12.5mm & 4.75mm tested as Per IS2386. These 
coarse aggregates have water absorption capacity 0.5% by weight at room temperature 16
to 28 degrees Celsius.

Sodium hydroxide of 97% purity and sodium silicates with Na2O=14.7%, 
SiO2=29.41%, water = 59.9% by mass are used as Alkaline Activator Solution using ratio 
of Na2Sio3/ NaOH = 2.5. Sulphonated naphthalene based superplasticiser, i.e. Conplast 
SP430 DIS distributed by FOSROC chemicals Bangalore used. Reinforcement is of Fe415 
and Fe500 grades.

Four types of fibres used. They are (1) waste fibres produced from workshop lathe 
machine labelled as LMF (Lathe machine waste fibre) (2) factory made hook ended steel 
fibres marked as SF2 of aspect ratio 71from Bekeart Pvt. Ltd, (3) plane steel fibres without 
hook end labelled as SF1 from Nevatia Steel & Alloys Pvt Ltd (4) Polyester fibres marked 
as PF from Recron 3s Pvt Ltd placed sourced from South Indian Private Companies.

Table 1: Constituents for 1m3 of Geopolymer Concrete
S.No. Materials Weight (kg) Specifications

1 Fly ash 276 70% of total fly ash
2 GGBS (30%) 120 30% of total fly ash
3 20mm to 12mm size CA 451 35% of total CA
4 12mmto 4.75mm CA 451 35% of total CA
5 4.75mm & down sizes 389 30% of total CA
6 River sand 111 20% of total FA
7 M-sand 444 80% of total FA
8 Sodium hydroxide of 8M 45 97% purity 
9 Sodium Silicate(Na2sio3) 113 Na2O14.7%,SiO229.4%

10 Super plasticizer 3.6 SP430DIS (1.5%)
NOTATION: FA: Fine aggregate, CA: Coarse aggregate

2
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Table 1 shows the mix proportions used for all reinforced geopolymer concrete 
specimens listed in Table 2.

3) SPECIMEN PREPARATION
Alkaline Activator Solution (AAS) is prepared 24 hours before mixing of concrete. 
Molarity of the NaOH solution (SHS) determined by the relation M= 0.25PD. M is the 
molarity of NaOH solution , P is concentration of sodium , D is the density of SHS for P.
Therefore to get 1 liter of SHS of  8, 10 and 12 Molarity (255+745), (306+694) and 
(354+646) of (Sodium Hydroxide pallets in gms + water in gms) added respectively [4].
Cover blocks of 10mm thick are used for all specimen to provide clear uniform cover to 
reinforcements. Compaction of geopolymer concrete while filling in formwork containing 
reinforcement is done by using vibrators. The side from work removed after 24 hours of 
casting and specimen are left to room temperature curing which varied from 16 degrees 
Celsius at night & 28 degrees Celsius during peak daytime.

4) SPECIMEN DETAILS
To know the ductile capacity of reinforced flexural elements, different parameters which 
affect the ductility of components taken into considerations and a careful grouping of 
different specimens to be tested are listed. In all 41 slabs were tested having four different
sizes 1.3m x 0.65m, 1m x1m, 0.8m x0.8m, 0.975m x 0.65m with aspect ratios 1, 1.5 and 2.0. 
Two types of loads were applied, i.e. CPL Central Point Load and UDL – Uniformly 
Distributed Load using monotonically increasing load in 50Mton Loading frame.

5) LOAD TESTING OF SPECIMENS
Testing of slabs is done by applying crucial point loads and uniformly distributed loads by 
using 50MTon self-straining loading frame with electrically operated hydraulic jack. The 

Table 2: Specimen Groups
Group Name

Fine Agg. - Molarity
No & 

Element
Size mm
L x B x D Ast- Nx-NL

fy- fck-
& curing days

A1:MS-8M 8-Slabs 1300 x 650 x 75 8mm – 4# & 7# Fe500-57.87-36

A2:MS-10M 8-Slabs 975 x 650 x 75 8mm – 4#& 6# Fe500-45.96-26

A3: MS-12M 8-Slabs 800 x 800 x 75 8mm – 5#& 5# Fe500-41.70-22

B1, B2, B3: MS-8M 12-Slabs 1000 x 1000 x 60 8mm –7# &7# Fe415-44.20-14

C1: RS-8M 05-Slabs 1000 x 1000 x 60 8mm –11#&11# Fe415-35-14

D: BM1to BM10
RS-8M 10-Beams

Top :02#-8mm 
Bot: 03#-12mm
2L-8mm-100c/c

B=150mm
D=210mm Fe415-35-14

Notation: MS- Manufactured sand , RS- River sand : Nx & NL rebars parallel to Shorter & 
Longer Sides,Fe500- yield stress 533Mpa & Ultimate stress 587Mpa,Fe415- yield stress 423 
Mpa and Ultimate stress 502Mpa,SS- Short sides simply supported & remaining sides free, fck –
cube compressive strength Mpa, PF – polyester fibers.PL-plain GPC

3
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two-point load system at a L/3 distance from both support ends of the beams applied for all 
the beams. Then the deflections are measured under load points and at the centre of the
beam. On the day of testing flexural members - cubes and cylinders were tested.

6) NUMERICAL COMPUTATIONS
Among the most widely used and easily available aggregates, Granite holds the first place 
having Young’s Modulus varying from 10 – 70 GPa - far above the values of sandstone
rocks, i.e. 1- 20 GPa. When Manufactured sand of granite origin as fine aggregate mixed
with coarse aggregates of granite origin, with fly ash: slag at 70:30 the resulting composite 
of granite based geopolymer concrete develops better structural properties. The IS:456-
2000 describes the relations between compressive strength and flexural strength, modulus 
of elasticity as fcr=0.7√fck [2] and Ec= 5000√fck after 28 days of curing [9]. These
expressions are very closely following for fly ash: GGBS ratio at 70:30. [3]

All slabs and beams are analysed using conventional elastic theory for the applied 
loads and provided boundary condition using geometrical & material properties like
compressive strength, steel strength as listed in Table 1. The failure mechanism of 
reinforced geopolymer concrete flexural elements follows the conventional OPC based 
RCC behaviour. The numerical computations are done using IS 456-2000.Until the 
appearance of the first crack at centre bottom of slab and beam, the composite is linearly 
elastic. Assessing the strength at this stage, using a full section of concrete results into more 
moment of inertia gives fewer deflections than measured ones. The composite continues to 
behave linearly elastic till tensile steel yields. Deflection calculations based on the effective
moment of inertia using local code give noticeably matching with actual deflections. 

Using 0.67fck as peak stress in compression concrete with parabolic stress blocks gives 
maximum strain 0.0020 to 0.0025, whereas using 0.85fck with rectangular stress block 
gives strains around 0.003 to 0. 0035. Failure loads from both peak stresses are acceptably 
same. The tensile stress of concrete at all stages are neglected. Calculated flexural cracks 
widths and measured ones are closely matching and are within acceptable limits at service 
loads. Beyond this stage, the specimen is said to have failed structurally. Further loading on
the specimen is treated as post failure stage where significant deflections are observed.

7) FLEXURAL DUCTILITY OF GEOPOLYMER CONCRETE
If the constituent materials of concrete are ductile, then the concrete can be made more 
ductile by adding tension steel to develop the desired ductility so that the structures respond 
elastically at low cost. The plain geopolymer concrete under increasing flexure stress 
develops compression strains from 0.0010 to 0.0045 [5]. While reinforcement steel (Fe415)
0.0045 to 0.015 (yielding to failure). This reflects on strain ductility of 4.5 for GPC and
steel 3.33. These values indicate the possible ductility of resulting composite, i.e. RGPC 
when subjected to pure flexural stresses.

For the known geometrical & material properties - analytically yield load Fy & ultimate 
load Fu is determined.  Corresponding deflections ∆y & ∆u  are read from load Vs deflection 
curves are drawn by using laboratory measurements. Then Ductility (calculated) = ∆u / ∆y,
and Ductile Load D. L= Fu/Fy. Similarly, Strain Hardening Slope for calculated one =SHS 
cal = Ductile Load (calculated)/Ductility (cal)

Similarly, Ductility(measured) = ∆um/ ∆y,∆um is the maximum deflection the component 
undergone under maximum applied load Fum and ∆y is the measured deflection at yielding 
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two-point load system at a L/3 distance from both support ends of the beams applied for all 
the beams. Then the deflections are measured under load points and at the centre of the
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loads. Beyond this stage, the specimen is said to have failed structurally. Further loading on
the specimen is treated as post failure stage where significant deflections are observed.

7) FLEXURAL DUCTILITY OF GEOPOLYMER CONCRETE
If the constituent materials of concrete are ductile, then the concrete can be made more 
ductile by adding tension steel to develop the desired ductility so that the structures respond 
elastically at low cost. The plain geopolymer concrete under increasing flexure stress 
develops compression strains from 0.0010 to 0.0045 [5]. While reinforcement steel (Fe415)
0.0045 to 0.015 (yielding to failure). This reflects on strain ductility of 4.5 for GPC and
steel 3.33. These values indicate the possible ductility of resulting composite, i.e. RGPC 
when subjected to pure flexural stresses.

For the known geometrical & material properties - analytically yield load Fy & ultimate 
load Fu is determined.  Corresponding deflections ∆y & ∆u  are read from load Vs deflection 
curves are drawn by using laboratory measurements. Then Ductility (calculated) = ∆u / ∆y,
and Ductile Load D. L= Fu/Fy. Similarly, Strain Hardening Slope for calculated one =SHS 
cal = Ductile Load (calculated)/Ductility (cal)

Similarly, Ductility(measured) = ∆um/ ∆y,∆um is the maximum deflection the component 
undergone under maximum applied load Fum and ∆y is the measured deflection at yielding 

of steel. Then Ductile Load D.Lm= Fum/Fy. Similarly, Strain Hardening Slope for measured 
one =SHS mea= Ductile Load (measured)/Ductility (mea)

Ductility (calculated) & Ductility (measured) represent the minimum and maximum 
ductility developed by GPC. The Average Displacement Ductility is the average ductility 
between these two values, having more probability develops under Normal Quality Control.

8) RESULTS AND DISCUSSION
The mix design used is based on 77% of total aggregates to produce 40Mpa after ambient 
curing at 16 to 28 degrees Celsius for seven days which includes 24 hours of the rest
period. Although M-sand and R-sand have nearly same fineness modulus, using 
Manufactured sand, the mix provided more than 40 Mpa, while using River-sand produced 
less than 40 Mpa compressive strength. The main reason for the difference in strength may 
be due to the difference in rock origins of fine aggregates & coarse aggregate, i.e. M- sand 
being granite origin mixing with coarse granite aggregates produces excellent bonding,
whereas River sand being Sandstone origin produced less bonding with coarse granite
aggregates. Moreover, the basic compressive strength of granite (100 to 250Mpa) is more 
than sandstone (20 to 170 Mpa) making granite based concrete stronger.

With steel fibres, the composites develop improved strengths while PF produced a
marginal increase in strength. This indicates that all four types of fibres used were able to 
develop a good bond with GPC mixture of both types of fine aggregate. The increased 
compressive strengths are attributed to the property of fibres in delaying the failure by 
increased deflections.

Fig.1 to Fig.3 represent the developed deflections of the first set of slabs Group A.
Compared to UDL; Central point loads develop steep & sudden deflections at all the three 
stages of loading. The first appearance of a crack in tension concrete, yielding of tension 
steel and development of peak compressive stresses - passed within a short difference of 
loads because of stress concentration under the load.

Group B slabs: Compared to Fe500 steel, Fe415 steel is more ductile.  As seen from 
Fig 4, Fig 5 & Table 2- it has produced ductility of slabs around 2.81 without fibres.
Manufactured steel fibres increased the average ductility to 3.15, while the lathe machine 
fibres could develop around 2.79 and did not influence much on ductility. The lathe 
machine fibres are of random sizes in a loop form and thus could not align themselves 
along the major bending axis. However, it is expected that increased percentage and 
reducing the sizes by cutting them down to aspect ratio 30 could produce more ductility 
which is cost effective also.

In Group C: As seen from Fig. 6 & table 2 the average ductility of slabs was limited to 
1.64. Using steel fibres slight increase in ductility observed while marginal improvement in 
ductility was observed using polyester fibres.

In Group D all beams are subjected to two-point load system & beams with steel fibres
developed slightly better ductility compared to 4 beams with polyester fibres. As seen from 
strength tests on cubes and cylinders, river sand of the type used has the less basic
compressive strength right from its parent rock, i.e. Sand Stone has less compressive 
strength than Granite stone. In addition to this - river and does not develop enough bond 
with fibres and thus develops less ductility compared to M-sand.

As seen from strength tests on cubes and cylinders, river sand of the type used has less
basic compressive strength right from its parent rock. That is, Sand Stone has less 
compressive strength than Granite stone. In addition to this, the river sand does not develop 
enough bond with fibres and thus develops less ductility compared to M-sand.
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The applied load Vs measured deflections of all specimens listed from Fig. 1 to 7.
Table 3 shows the list of observed ductilities of all 51 test specimens. These results indicate 
that M sand based RGPC specimens are more ductile than R-Sand based specimens. With 
steel fibre, these specimens may further enhance the composite ductility.

Table 4 broadly summarises the ductilities interms of two fine aggregates used. 
Addition of steel fibres at 1 to 1.5% could increase the ductility of M-Sand and R-Sand 
based RGPC. The combination M-Sand with Fe415 reinforcement & steel fibres produce 
maximum ductility of 2.97. However, R-Sand with Fe415 reinforcement without any fibres
produces the lowest ductility of 1.91.

Fig. 1: Applied Load (kN) Vs Measured Deflection 
(mm) for Group A1- specimens

Fig. 2: Load (kN) Vs Measured Deflection (mm)
for Group A2- specimens

Fig. 3: Load (kN) Vs Measured Deflection (mm) for 
Group A3- specimens

Fig. 4: Load (kN) Vs Measured Deflection (mm)
for Group B1 & B2- specimens

Fig. 5: Load (kN) Vs Measured Deflection (mm) for 
Group B1-& B3 specimens

Fig. 6: Load (kN) Vs Measured Deflection (mm)
for Group C specimens
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Sl.No Fine Agg Fibers fy fck Molarity D.I  
(Cal)

D.L  
(Cal)

D.I  
(Mea)

D.L  
(Mea)

SHS No of 
Specime

Remarks

1 M-Sand Nil Fe500 57.87 8M 1.87 1.15 3.46 1.81 0.65 8

2 M-Sand " " 45.9 10M 1.56 1.22 2.74 1.51 0.59 8

3 M-Sand " " 41.7 12M 1.26 1.14 2.02 1.30 0.67 8

4 M-Sand Nil Fe415 44.7 8M 1.47 1.37 2.81 1.67 0.94 4

5 M-Sand Steel " 49.6 8M 1.58 1.26 3.15 1.89 0.80 4 1% ,1.5%

6 M-Sand LMF " 58.7 8M 1.32 1.26 2.79 1.83 0.96 4 1% , 1.5%

7 R-Sand Nil " 35.0 8M 1.19 1.22 1.64 1.54 1.02 1

8 R-Sand PF " 37.6 8M 1.19 1.22 1.64 1.54 1.02 2 0.50%

9 R-Sand Steel " 38.1 8M 1.12 1.20 1.68 1.56 1.07 2 1.50%

10 R-Sand Nil Fe415 35.00 8M 1.50 1.21 2.17 1.50 0.80 2

11 R-Sand Steel Fe415 38.08 8M 1.46 1.21 2.25 1.58 0.83 4 1.50%

12 R-Sand PF Fe415 37.6 8M 1.35 1.22 2.19 1.50 0.92 4 0.50%

13 1.41 1.22 2.38 1.60 0.86 51

Notations used : D.I - Ductility Index , D.L- Ductile load , SHS - Strain Hardneing Slope ,cal-calculated , mea- measured
Average Value :

Table  3 : Ductility Index of Reinforced Geopolymer Beams & Slab

Singly 
Reinforcd 
Beams  

Component  

Reinforced 
Two Way 
Slabs

S.No F. A Fy Fiber DIcal DI mea SHS D.R
1 M-sand Fe415 Steel 1.45 2.97 0.88 I
2 M-sand Fe415 Nil 1.47 2.81 0.94 II
3 M-sand Fe500 Nil 1.56 2.74 0.64 II

1.49 2.84 0.82
1 R-sand Fe415 Steel 1.29 1.97 0.95
2 R-sand Fe415 PF 1.27 1.92 0.97
3 R-sand Fe415 Nil 1.35 1.91 0.91

1.30 1.93 0.94

Table 4 : Ductility Ranking of RGPC specimens

M-Sand  (Average)

R-Sand (Average)

III

Fig. 7: Load (kN) Vs Measured Deflection (mm)
for Group D specimens
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9) CONCLUSIONS
Following conclusions are drawn based on room temperature cured fly ash- slag based 
reinforced geopolymer concrete flexural elements.
• The flexural behaviour of Reinforced Geopolymer Concrete is similar to Conventional

OPC based RCC elements. IS: 456-2000 of Indian RC Design Code can be used to
estimate all structural design related output.

• Using M-sand ductility of GPC could be in the range 1.50 to 2.85 and Using River
sand it could be in the range 1.30 to 1.95. The average of these two ductilities of RGPC
lies between 1.4 and 2.40.

• If fine aggregates and coarse aggregates are of the same rock origin, then the ductility
of GPC is more with appreciable bond strength.

• Using proper steel grade & fibres at 10 to 15% could increase the strength and ductility
of GPC.
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Abstract – The analysis of Machine Foundation involves not 
only static loads but also the dynamic loads which are caused 
due to the working of the machine. Therefore, the machine 
foundation should survive these loads. Therefore, it becomes 
vital to reduce the natural frequency of soil beneath the 
foundation. One such treatment is to prepare a layered soil 
beneath the foundation by trenching the soil and placing 
different types of isolation materials. 

 
Key Words:  Frame foundation, Sinusoidal load, Rubber, 
Rock basalt, Springs, etc 
 

1. INTRODUCTION  
 
The dynamic loads that act on the machine foundations may 
be caused due to various reasons such as vibrations of 
machines while in running conditions, due to the vehicles 
moving on top of the foundations, in case of impact machines 
due to the impact of hammers, nuclear blasts in the vicinity, 
shock waves etc. 

Therefore, as a designer one should be thorough with the 
ways with which these dynamic loads can be transmitted 
from machines to the soil beneath the foundation which can 
either be done by providing an elastic support such as 
rubber or a spring underneath the foundation in order to 
reduce the vibrations.  

2.0 RECENT STUDIES AND OBJECTIVE 
 
Shamsher Prakash (2006) discusses the method for 
determining the responses of foundations subjected to 
vibrating loads. Here the soil-foundation system is assumed 
as spring mass – dashpot model. Here the block foundation is 
considered. Mulugeta (2003) aims at incorporating 
impedance function by using expressions and dimensionless 
graphs for determining the dynamic stiffness and dashpot 
coefficients. In the paper by Piyush K (2014) reciprocating 
machines are installed on a block foundation on the ground 
surface as well as placed at different depths. Here the values 
of frequency and amplitude in different modes of vibration 
are compared. 

Karlik (2013) has presented on the sensitivity and reliability 
analysis of machine foundation depending on the soil 
stiffness. Silipus (2015) has discussed the analytical and 
numerical models as how complex have to be in order to 
model the vertical dynamic response of machine foundation 
system. S. Patel has studied the foundation supporting rotary 

type of machines. There two types of rotary machines under 
consideration in his paper Attar (2016) has presented 
methods to reduce vibrations by different isolation materials 
which are placed between the block foundation and the 
machinery. Nikhil (2016) presents the test sample for a roto 
dynamic model at various speed. It also discusses the various 
types of foundation which produces min vibration for a 
particular type of machine.  

2.1 Objective  

In design of machine foundation, it is vital to reduce the 
natural frequency of the soil beneath the foundation, which 
by doing so the vibrations produced can be easily dealt with. 

One such treatment is to prepare a layered soil beneath by 
trenching the soil and prepare a layered soil by proper 
combination of different types. In this thesis, an attempt is 
made to reduce the vibrations transferred from machines to 
the foundations (frame type) by using layered soil medium 
underneath the foundation. 

3.VIBRATION ISOLATION FOR MACHINE 

FOUNDATION 

Even if the machines are rigidly connected to the floor ,the 
vibrations created by these machines get  transmitted 
through the floor and to the soil below the foundation which 
will be  large,even at long distances the transmitted 
vibrations create harmful effects. Also when these machine 
foundations are provided with elastic material there is a 
danger of  creating resonance condition due to elasticity of 
the material  

3.1 Following steps will help to reduce the 
vibrations upto a certain extent 
 

(i) Selection of sites for the foundations : The 
machinery and the foundation should be 
located as far as possible from the foundations 
of adjacent structures in order to reduce the 
vibrations felt by the adjacent structures. 
 

(ii) Dynamic loads should be well balanced: The 
machine should be so balanced that even after 
the dynamic loads are applied it should be 
nullified without causing any harmful effects. 
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(iii) Providing Suitable foundations :Depending on 
the type of machine ,the load coming on the 
foundation ,its operating freequency ,the 
designer should design the foundation in such a 
manner so as to reduce the vibrations being 
transmitted from machine to the soil below the 
foundation 
 

(iv) Providing proper isolation: When machine 
foundations are unavoidably very close to  the 
adjoining structures, the care should be taken 
to properly isolate the other structures from 
machine foundation by proving isolation 
material such as rubber or wood below the 
machine foundation. 

4. ANALYTICAL STUDY 

Frame Foundation 

Frame type machine foundations usually consists of 
structural members such as beams, columns and slabs. The 
slabs are placed at the top in order to support the machinery. 
These structural members are constructed either in RCC or 
composite materials. 

Section properties 

Column section– 200mmX450mm 

Beam section -200mmx300mm  

 Slab 200mm 

Loading 

Dead load of machine -2000 kg 

Operating frequency – 1500 rpm – 25 cycles/sec 

 

 

                            Fig -1: STAAD model 

4.1 Determining the natural freequency of the 
system and plotting frequency        response 
curves  

Considering that the columns are infinitely rigid, the slab 
stifness can be detemined using the slab deflection formula: 

Ymax =0.0454x(qo x a4) / (Eh3) 

Here q = Load 

         a = slab dimensions = 5m 

         E = Young’s modulus of concrete = 40Gpa 

         h = thickness of the slab = 0.2m 

considering Ymax as unity we get load as 11.27 kN/ m, this is 
also the stiffness of the slab. On comparing the slab stiffness 
with the stiffness of the spring we can neglect the slab 
stiffness since it is very small. 

1/Keff = (1/11.27)  +  (1/15000) 

Therefore Keff = 11.26 kN/ m 

Frequency      = 1/2π (sqrt (k/m)) 

                           = 0.37 Hz 

 
Chart -1: For K = 15000 kN/ m 

 

 
                         Chart -2: For K = 20000 kN/ m 
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                         Chart -3: For K = 25000 kN/ m 
 
 

 
 
 

Chart -4: For K = 30000 kN/ m 

 
 
 

 
 Chart -5: For K = 35000 kN/ m 

 
 

 
 
 

 
 Chart -6: For K = 40000 kN/ m 

 
 

 
 Chart -7: For K = 45000 kN/ m 

 
 

 
 Chart -8: For K = 50000 kN/ m 
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Chart -9: For K = 55000 kN/ m 
 
 
 
 

 Chart -10: For K = 60000 kN/ m 

 

4.2 Plotting transmissibility curves 

It is the ratio of maximum amplitude i.e., the force 
transmitted to the foundation to the amplitude of applied 
force is known as transmissibility of the support system. 

 

                      Fig -1: Transmissibility curve 
 

5.1 Machine foundation with spring supports 

In this model the frame foundation is supported by a spring 
support as shown below. Some of the practical examples of 
machine foundations supported by spring supports 

Here an attempt is made to try and reduse the vibration 
trnsmitted from machine to the soil beneath the foundation 
by providing spring supports  

 

 
 

                  Chart -11: stiffness v/s support reaction 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

    Chart -12: Time period v/s support reaction       
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Table -1: Data for support reaction 
v/s stiffness 

 
 

5.2 Machine foundation provided with a hard 

material (Rock basalt) below the frame foundation 

Material properties assigned in stadd model 

Young’s modulus – 1.96^107 

Poisson’s ratio – 0.15 

Frequency – 25 Cycles/sec 

In this model the frame foundation is supported by layers of 
hard material such as rock basalt with the following 
materrial properties as listed above.  

 

            Chart -13: Time period v/s support reaction 

 

                   Chart -14: stiffness v/s support reaction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Table -2: Data for support reaction 

v/s stiffness 
 
 

5.3 Machine foundation provided with a soft 
material (Rubber) under the foundation 
 
Material properties assigned in stadd model 

Young’s modulus -50000 kN/m2 

Poisons ratio -0.48 

Shear modulus-20000 kN/m2 

Stiffness – 25000 kN/m 

 

STIFNESS 

(kN/m) 

SUPPORT 
REACTION 

(KN) 

5000 515.5 

10000 683.3 

15000 676.7 

20000 746.2 

25000 780 

30000 794 

35000 799 

40000 799.5 

45000 798.5 

50000 796.5 

55000 794.4 

60000 792 STIFNESS  

(kN/m) 

SUPPORT 
REACTION (KN) 

5000 597.7 

10000 707 

15000 698.4 

20000 684.2 

25000 673.4 

30000 665.4 

35000 659.3 

40000 654.7 

45000 651 

50000 648 

55000 646 

60000 643.4 
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Chart -15: Time period v/s support reaction 

 

 
 

Chart -16: stiffness v/s support reaction 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table -3: Data for support reaction  
                                         v/s stiffness 

       
 

 6. FINAL COMPARISON AND CONCLUSION 

(1) From the above list of tables, we can conclude that the 
support reactions are considerably reduced when the Rock-
Basalt material is laid as a bed in number of layers below the 
frame foundation 
 
(2) Support reaction by using rock basalt is reduced by 106 
kN when compared to the reactions by using a rubber 
material and also by 148 kN when springs are used 
  
(3) Therefore, a hard material such as rock prevents the 
vibrations better from being transmitted from machine to 
the soil below the foundation when compared with rubber 
and springs as a isolation material. 
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Stiffness 

(kN/m) 

Support reaction 

(KN) 

 

5000 301.1 

10000 654.7 

15000 678.5 

20000 656.7 

25000 691.5 

30000 712.3 

35000 725.6 

40000 734.3 

45000 740.2 

50000 744.2 

55000 747.1 

60000 749.1 
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Abstract – Elevated water tanks are frequently used in 
seismic active regions and because of that the seismic 
behavior of them needs to be carefully analyzed and dealt 
with. Due to lack of understanding most of the elevated 
tanks were damaged in the past earthquakes and hence 
there is a need to properly understand the different factors 
governing the design. At present, IS 1893:1984 describes the 
seismic force criteria for elevated water tanks. The code 
does not take into account for the convective and impulsive 
pressure in the analysis of the tank and also assumes the 
tank to be a single degree of freedom system. The objective 
of this work is to assess the impact of earthquake forces on 
two types of tank systems based on their support mainly 
classified as Framed Staging and Shaft Staging. Response 
Spectrum Analysis is carried out and behavior of these 
staging systems is studied as per draft code Part II of IS 
1893:2006 and IITk’s GSDMA guidelines. Parameters such as 
Base Shear, Nodal Displacement, Overturning Moment, and 
Vibration Analysis are obtained from an FEM software 
STAAD-Pro. 
 
Key Words:  Frame Type Staging, Shaft Type Staging, 
Single degree of freedom, Impulsive pressure, Convective 
pressure. 
 
1. INTRODUCTION  
 
The progress in the scientific research into the dynamic 
behavior of liquid storage tanks reflects the increasing 
significance of these structures. Early uses for liquid 
containers were found in the petroleum industry and in 
municipal water supply systems. As time progressed the 
use of these types of storage is not just limited to storage 
of flammable liquids or water but also extended to nuclear 
reactor installation and thus making the study of their 
vibration properties a matter of prime importance. Safety 
of elevated tanks is of significant importance as tanks 
carrying large volume of different types of liquids within 
them. Water tanks are circular, rectangular, square, 
conical or intze type. Based on their supporting system 
elevated tanks can be classified as framed staging and 
shaft staging tanks. Due to the importance of water in dire 
circumstances such as an earthquake this study is 
primarily focused on the seismic performance of an 
elevated water tank.  The objective of this study is to 
analyze the two types of elevated water tanks namely 

Frame type and Shaft type using FEM software STAAD-Pro 
and compare their results and establish which one is 
better performing under seismic loads. The seismic design 
criteria in India is given by IS 1893-2002 (Part I) which 
illustrates minimum loading standards and IS 4326-1993 
which gives the design and detailing requirements for 
constructions of building structures. 

 
2. LITERATURE REVIEW 
 
Significant research was carried out on seismic design of 
liquid storage tanks and a few published works on seismic 
response characteristics of reinforced concrete water 
tanks. G.W. Housner [1] investigated the response of the 
tanks which were supported on ground and elevated tanks 
during the Chilean earthquake of May 1960. He studied 
that when an elevated water tank is completely filled or 
completely empty it may be treated as a single degree of 
freedom system. Whereas when the tank is partially filled 
with water the same idealization does not hold good and 
hence stated the convective effect in the tank which was 
primarily due to the sloshing of water to the tank wall. Jain 
Sudhir k [2] investigated that the IS code provisions and 
observed there was absence of a proper value which 
should take into consideration the performance factor of 
the tank. Analysis of few tanks suggested that the 
idealization based on the code is not adequate enough to 
counter the lateral forces differences and the final result 
depends heavily on the dimensions of the tank and the 
stiffness of support system. Durgesh C Rai [3] investigated 
that the current design of the circular shaft type staging 
was very poor and the tanks designed using those 
parameters were extremely vulnerable under lateral 
loads. He also studied the tanks which were damaged in 
2001 Bhuj earthquake and that was taken as a benchmark 

in his study. Pavan S Ekbote [4] studied the response of 
the elevated tank and considered certain parameters and 
theories which were recommended by G.W Housner [1] 
which are more acceptable and are being adopted in many 
of the international codes. Their aim was to study the 
performance of the elevated water tanks under different 
kinds of staging patterns. Rupachandra J Aware [5] 
investigated and studied the seismic performance of 
circular elevated water tank as per the draft code of IS 
1893:2002 (part 2). It was mentioned that complex 
pattern of stresses are developed in the staging and 



          International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395-0056 

               Volume: 04 Issue: 07 | July -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |    Page 1532 
 

circular walls of the tank. Their objective was to analyze 
the tank at different staging height corresponding to 
different seismic zones of India.  Dona Rose K J [6] studied 
the response of an elevated circular type water tanks to 
dynamic forces. Tanks of various capacities with different 
staging height are modeled using ANSYS software. The 
analysis is carried out for two cases namely, tank full and 
half level condition considering the sloshing effect along 
with hydrostatic effect. Time history analysis using draft 
code of IS 1893-2002 (part2) and the acceleration data 
from El Centro earthquake was taken. The peak 
displacements and base shear obtained from the analysis 
were also compared along with displacements. Jay 
Lakahnakiya [7] analyzed the hydrodynamic pressure of 
intze tank and comparison of the cost of water tank for 
different staging conditions like shaft and frame type. 
Staging part was analyzed in Staad Pro. V8i and the design 
was done in excel worksheet. After the complete design 
the quantity of material has been found and then costing 
of water tank is done using supply and sewage board. Mor 
Vytankatesh K. et al [8] studied the impact of seismic 
forces on RC shaft and framed type with different 
capacities which were placed in different seismic zones. 
Comparison of elevated tanks with different system 
capacities and seismic zones states that these parameters 
may considerably change the seismic behavior of tanks. 
 
3. OBJECTIVE 
 

 To determine the hydrodynamic effects on 
elevated water tank, with different supporting 
systems i.e., framed staging and concrete shaft 
placed in different seismic zones, using the 
Housner’s model. 

 To determine maximum nodal displacement at 
the top. 

 Free vibration analysis for both frame type and 
shaft type staging in Zone II and Zone IV. 

 To determine overturning moment over the 
height for frame type and shaft type staging. 

 To determine base shear for frame type and shaft 
type staging. 

 
4. DESCRIPTION OF HOUSNER’S (1963) (1) MODEL 
 
Elevated water tanks usually are never completely filled, 
due to which considering it as single degree of freedom 
system is not satisfactory. Therefore a partially filled tank 
cannot be idealized as a single degree of freedom system 
without taking into account the sloshing effect. The lateral 
stiffness for the frame type staging can be calculated by 
any FEM based software or manually, whereas the 
stiffness calculation for the shaft type staging is calculated 
by applying a horizontal force at the center of gravity of 
the tank and the unit nodal displacements are noted. 
 

 
 

Fig 1 Two mass idealization as proposed by Housner 
 
When the liquid mass in the tank is divided into two parts 
as shown in the above figure 1, the mass which vibrates 
along with the tank wall is called the impulsive mass. The 
mass which vibrates relative to the tank wall is called the 
convective mass. Housner (1963) [1] explained about the 
two mass model of elevated tank. In figure 1 we can see 
the masses “mc” and “mi” which represent the convective 
and impulsive masses respectively and “Kc” is 
corresponding stiffness. Figure 2 shows the pattern in 
which the impulsive and convective pressures are to be 
applied with “hi” and “hc” being the heights of the 
impulsive pressure (including base pressure) and 
convective pressure (including base pressure) 
respectively. 
 

 
 

Fig 2 Hydrodynamic Pressure Distribution on Tank Walls 
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Parameters of elevated water tank 

 

Sl. No Parameters Values 
1 Diameter of the tank  10 m  
2 Height of Cylindrical Wall  3 ml 
3 Thickness of Cylindrical Wall 200 mm 
4 Height of Staging 20 m 
5 Number of Columns 8 
6 Size of Column 600 x 600 mm 
7 Size of Top Ring Beam  200 x 600 mm 
8 Size of Bottom Ring Beam  200 x 600 mm 
9 Size of Bracing 200 x 400 mm 
10 Thickness of Top Dome  120 mm 
11 Thickness of Bottom Dome  200 mm 
12 Density of Concrete 25 kN/m3 
13 Zone II & IV 
14 Response Reduction Factor 2.5 
15 Importance Factor 1.5 
16 Type of Soil Hard (zone II ), 

Soft (Zone IV) 

 
Table 1 Parameters of the Elevated Tank 

 

Values of Partial Safety Factor γf for Loads 

(Clauses 18.2.3.1, 36.4.1 and B- 4.3) 

Load 
Combination 

Limit State of 
Collapse 

Limit State of 
Serviceability 

        

  DL IL WL DL IL WL 

(1) (2) (3) (4) (5) (6) (7) 

DL + IL 1.5 1.0 1.0 1.0 - 

DL + WL 1.5  - 1.5 1.0 - 1.0 

  or 0.9(1)     

DL + IL + WL 1.2 1.0 0.8 0.8 

 
Table 2 Applied Load Combinations 

 
NOTES 
 

1. While considering earthquake effects substitute EL 
for WL. 

2. For the limit state of serviceability, the values of γf 
given in this table for short term effects. While 
assessing the long term effects due to creep the 
dead load and hat part of the live load likely to be 
permanent may only be considered. 

3. (1) This value is to be considered when stability 
against overturning or stress reversal is critical. 
 
 
 
 

5. ELEVATED TANK WITH FRAME TYPE STAGING 
 
Frame type stagings are used widely as compared to shaft 
type staging primarily because they are much better in 
performance. Earthquakes in the recent past have proved 
that the frame type staging performs much better than the 
shaft type staging. It primarily performs better because of 
the higher redundancy and due to the fact that it more 
ductile. The frame type staging consists of combination of 
beams and columns which makes it much more ductile and 
performs better in the event of an earthquake. The 
geometric properties of the tank primarily depend on the 
capacity and the height of the staging may vary from 10 to 
20m. Generally for circular type of tank the diameter 
usually depends on the capacity. 

 
Fig 3 Framed Type model prepared in Staad-Pro 

 
6. ELEVATED TANK WITH SHAFT TYPE STAGING 
 
Due to their ease of construction and more solid form the 
shaft type staging is adopted for larger capacities. 
Earthquakes in the recent past have proved that the shaft 
type staging is much more vulnerable as compared to the 
frame type staging. The lack of ductility and also lower 
redundancy of the shaft adds to the vulnerability of it. 
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Fig 4 Shaft Type model prepared in Staad-Pro 

 
However for STAAD Pro analysis the pressures applied on 
the base of the wall of the tank and on the base slab are 
taken to be 
 

i. ρ g hi*(impulsive mode) =                   
                           

ii. ρ g hc*(convective mode) =        
                         

Where  
 
ρ = Density of Water (kN/m3). 
g = Acceleration due to gravity (m/sec2).  
hi* = Height of Impulsive mass above the bottom of the 
tank (including base pressure). 
hc*= Height of Convective mass above the bottom of the 
tank (including base pressure). 
The shaft type staging can also be imagined as an inverted 
pendulum and hence it can be assumed that maximum 
resistance is going to be offered by the hollow shaft 
section. The load carrying capacity can be seriously 
hampered if there is any damage to the staging at the 
critical section. The dimensions of the tank primarily 
depend on the capacity and the height of the staging may 
vary from 10 to 20m. Generally for circular type of tank 
the diameter usually depends on the capacity it is 
supposed to carry but the thickness of the shaft usually 
varies between 120 mm to 200mm. 
 
7. RESULTS AND DISCUSSION 
 

1. Results for Convective Pressure 
 

i. Time Period 
 

Convective Mode 
Mode Frame Type Shaft Type 
1.00 2.09340 0.31858 

2.00 2.09340 0.31858 
3.00 1.43227 0.12214 
4.00 0.21799 0.07298 
5.00 0.21788 0.07298 
6.00 0.19351 0.06481 

 
Table 3 Time Period for Frame & Shaft type Staging 

 
 Time periods in various modes for the frame type 

staging are much higher compared to those of 
shaft type staging. 

 
ii. Comparison of Base Shear 

 

Base Shear (kN) 

Type of Staging Zone II Zone IV 

Shaft 567.81 1848.52 

Frame 369.77 981.46 

 
Table 4 Base Shear Results for frame & Shaft type Staging 

 

 
 

Chart-1 Base Shears in Convective Mode 
 

 Figure 5 shows that the base shears for the frame 
type staging in Zone II and Zone IV are 
comparatively lower compared to those of shaft 
type staging. 

  
iii. Nodal Displacements in Convective Mode 

 

Nodal Displacements (mm) 

Type of Staging Zone II Zone IV 

Shaft 3.509 11.331 

Frame 70.069 231.98 

 
Table 5 Nodal Displacements for frame & Shaft type 

Staging 
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Chart-2 Nodal Displacements in Convective Mode 
 

 From the above figure it is clear that the nodal 
displacements are higher for the frame type 
staging as compared to those of shaft type staging. 

 It also proves that the frame type staging is more 
flexible as compared to shaft type staging. 

  
iv. Overturning Moments in Convective Mode 

 

Overturning Moments (kN-m) 

Type of Staging Zone II Zone IV 

Shaft 323.61 1424.66 

Frame 232.631 732.113 

 
Table 6 Overturning Moment for Frame & Shaft type 

Staging 
 

 
 

Chart-3 Overturning Moment 
 

 Since overturning moment is a governing factor in 
the design of an elevated water tank, it is 
observed that the overturning moment is higher 
for the shaft type staging as compared to frame 
type staging. 

2. Result for Impulsive Pressure 
 

i. Time Period 
 

Impulsive Mode 

Mode Frame Type Shaft Type 

1.00 2.214770 0.341130 

2.00 2.214770 0.341130 

3.00 1.521870 0.129660 

4.00 0.218130 0.073630 

5.00 0.218140 0.073630 

6.00 0.193500 0.067270 

 
Table 7 Time Period Results for Frame & Shaft type 

Staging 
 

 Time periods for the frame type staging are much 
higher as compared to those of shaft type staging. 

 Also as seen in the above table the time periods in 
impulsive mode values are much higher as 
compared to those in convective mode. 
 

ii. Base Shear 
Base Shear (kN) 

Type of Staging Zone II Zone IV 
Shaft 710.46 2855.44 

Frame 629.03 2507.02 
 

Table 8 Base Shears for frame & Shaft type Staging 
 

 
 

Chart-4 Base Shears in Impulsive Mode 
 

 Figure 8 shows that the Base shears for the frame 
type staging in Zone II and Zone IV are 
comparatively lower compared to those in shaft 
type staging. 

 It can also be seen that the base shear values of the 
impulsive mode are higher as compared convective 
mode. 
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iii. Nodal Displacements 
 

Nodal Displacements (mm) 

Type of Staging Zone II Zone IV 

Shaft 38.66 154.22 

Frame 148.53 600.707 

 
Table 9 Nodal Displacements in Impulsive Mode 

 

 
 

Chart-5 Nodal Displacements in Impulsive Mode 
 

 From the above figure it is clear that the nodal 
displacements are higher for the frame type 
staging compared to those in shaft type staging. 

 It may also be seen in the impulsive mode that the 
displacement values are much higher compared 
to those in convective mode. 

 
iv. Overturning Moments 

 
Table 10 Overturning Moments for Frame & 

Shaft type Staging 
 

Overturning Moments (kN-m) 

Type of Staging Zone II Zone IV 

Shaft 829.52 2420.14 

Frame 466.026 1871.95 

 
 

Chart-6 Overturning Moment 
 

 Since overturning moment is a governing factor in 
the design of an elevated water tank, it is 
observed that the overturning moment is higher 
for the shaft type staging as compared to that in 
frame type staging. 

 Also the overturning moment values in impulsive 
mode are much higher as compared to the 
convective mode. 
 

8. CONCLUSIONS 
 
 Base shear is higher in the shaft type staging as 

compared to the frame type staging for convective and 
impulsive mode. 

 The increment in base shear is much higher as 
compared to hard soil to soft soil. 

 The nodal displacement values in shaft type are very 
low as compared to the frame type staging which 
suggests that the frame type staging is much more 
flexible and can return to its original position after a 
large deflection from its mean position. 

 The nodal displacement values are much higher in 
impulsive mode as compared to convective mode. 

 The shaft type staging has higher base shear values 
but lower nodal displacements values suggesting that 
the shaft type staging is brittle compared to frame 
type staging. 

 During designing an elevated water tank primary 
importance is given to the overturning moment, since 
large mass accumulates at the top of slender 
supporting system it is observed that the overturning 
moment for frame staging is less than that of tanks 
supported on shaft type staging.  

 Time period in convective and impulsive are similar 
for both frame type and shaft type staging. 

 Sloshing wave height is approximately same for the 
tanks, as it majorly depends on the capacity of the 
tank. 
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Abstract - The system comprising of the use of large 
sized aggregates as isolating material is discussed in this 
paper. The attempt is made to understand the  mechanism of 
the system which is pivoted on the phenomenon of stiffness 
and collision between the accommodated aggregates in 
system. It is a passive way of Seismic Isolation and exerted 
seismic force is conveyed through the system via collision 
between accommodated aggregates leading in dissipation of 
seismic energy. The arrangement of system encouraging lesser 
value of work done is more suitable  for Isolation. The above 
discussed work is done using Staad-pro v8i software 
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1. INTRODUCTION 
 
Seismic Isolation concept was first reported by John 

Milne during 1890s and later on widely implemented as 
seismic protection system in seismic prone areas. The term 
Base refers to Foundation of the Structure and Isolation 
refers to reducing the interaction between the Ground and 
structure resting over it. Base Isolation is a Passive way to 
reduce demand and it is simple design approach to reduce 
the earthquake damage potential. Three major things a Base 
Isolation system should accomplish are, 

 
 Horizontal Flexibility 
 Energy Dissipation 
 Vertical Flexibility 

1.1 Seismic Isolation Devices 
 
 Laminated Rubber bearing ( Elastomeric bearing ) 
 Viscous Fluid Damper 
 Lead Rubber Bearing 
 Spherical Sliding Bearing ( Friction Pendulum ) 

 
Although the installation of the above mentioned damping 

devices reduce the seismic response in structures, they are 
limited in practice due to their high cost. As a result 
application of this system is restricted to projects where its 
benefit exceeds cost requirement. This major drawback can 
be fulfilled by replacing the above mentioned devices with 
naturally available stone aggregates crushed to required 
proportions. The Isolating system discussed here is assumed 
to be well suited for Raft foundation. Initially penetration test 
is conducted to make sure that the available earth after 
excavation is hard enough to bear the aggregates against 
penetration of the same in to the surrounding earth. It is 

proceeded by dumping preconceived mass of stone 
aggregates in excavated foundation pit. If scenario demands, 
covering may be provided along the periphery of the mass to 
prevent against penetration of mass in to surrounding earth. 
The provided mass is compacted to a known density. 
Subsequently raft is placed on the arrangement. The typical 
layout of the raft  coupled with aggregate Isolating system is 
shown in the following figure. 

 

Fig 1.1  RAFT COUPLED WITH LARGE SIZED 
AGRREGATE 

 

( The figure represents the position of aggregates in 
discussing Isolating system ) 

As mentioned above, typical section across the raft 
representing the position of stone aggregates without any 
covering provided along the periphery of the arrangement is 
shown in above figure. In case of any existence of adverse 
ground condition ( silty sand, moist earth ) is noticed near 
foundation, Tar sheet as covering material may be provided 
along the periphery of the stone aggregates to make the 
Isolating system water proofing and also to held the stone 
aggregates in position to withstand against dispersion of 
aggregates in to surrounding Earth. 

2. METHODOLOGY 
 

The system comprises the use of large sized aggregates as 
isolating material. The mechanism of the system is pivoted 
on the phenomenon of stiffness and collision between the 
accommodated aggregates in system. It is a passive way of 
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Seismic Isolation, Seismic force is conveyed through the 
system via collision between accommodated aggregates. 

 

 
 

Fig 1.2 Typical section of system 
 

( Figure represents the typical section of Isolating 

system where the stone aggregates are connected by 

links/springs ) 

During the process, the gained collision intensity by 
aggregates is directly proportional to dissipated seismic 
energy unless the boundary conditions are considered. The 
vital boundary conditions to be considered are, 

 
 Density of surrounding earth (naturally of Lithosphere) 
 Surface hardness and moisture content of bounding earth        
  Weight of Structure        

             
The layers of solid masses are modeled and the bottom 

most layer of solid masses are assigned fixed restraint. All 
solid masses are connected to each other by springs 
assigning the stiffness values varying from zero for very 
loose condition to infinity for very stiff/rigid condition. Thus 
the bottom layer is made fixed to ground and the subsequent 
upper layers are subjected to experience all 6 Degrees of 
Freedom and its magnitude will vary with respect to varying 
stiffness of connecting springs and applied lateral force. The 
stiffness values assigned are according to the compaction of 
aggregates mass in actual practice. The analysis is done by 
assigning uniform stiffness for springs. With reference to 
compaction of whole mass of aggregate in actual, the exact 
stiffness between any two solid masses is unpredictable and 
thus the stiffness values of spring shall be randomly varied 
for analysis purpose. The behavior of system is analyzed for 
free vibration state and subsequently the structure is made 
to rest on the system and responses are compared with 
conventional structure.  

 
     It is known that largely arranged particles when hit each 
other, they dissipates energy through heat. In fact loose and 
non-uniformly packed particles are much more effective. 
While packing certain sensitive electronic instruments, they 
are surrounded by loosely and randomly arranged 
thermocole particles filled with air, the idea being that under 
impact to the bag containing the instrument, the thermocole 
particles collide each other smoothly as suspension is 

provided in the form of air filling in them, leading to less 
impact on instrument. This phenomenon is been carried 
here by replacing individual thermocole units by stone 
aggregates, air filling is replaced by soil mass and link 
elements, impact on bag is here considered as adverse 
seismic activity and finally instrument inside the bag is 
replaced by the structure. 

 

 
 

Fig 1.3 TYPICAL SECTION OF ISOLATING SYSTEM 
MODELED IN STAAD-PRO 

 
( Arrangement of aggregates in typical section 

modeled in Staad-pro software is shown in the figure. 
Here the soil mass is provided as link element between 

stone aggregates ) 
 
As shown in the above figure the stone aggregates are 

packed by providing soil mass and air gap in between them. 
The modeling of isolating system is done in Staad pro V8i 
software. Initially the material properties of stone aggregate, 
soil mass and link elements are defined. The provision is 
provided in Staad pro software to model solid elements and 
thus each stone aggregate is modeled as solid element by 
assigning their respective property. The connection between 
the stone aggregates is done in two ways i.e. by providing, 

 
a) line element at corners of solid stone mass assigning 

preconceived stiffness/Young’s Modulus value. 
b) Solid element of soil mass at all edges of stone 

aggregate. 
 

The study is carried out by considering the Time History 
analysis data of El Centro Earthquake. The deformed shape 
of typical section under the application of seismic force is 
shown in the following figure,  

 

 
 

Fig 1.4 BEHAVIOUR OF AGGREGATES 
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The above mentioned typical section is made to 
experience the seismic activity and as expected earlier we 
noticed the deformed pattern of arrangement represents 
significantly the existence of collision between the stone 
aggregates. Analyzing the behavior of system,  conclusion 
can be drawn that propagation of seismic waves through the 
arrangement occurs via collision between the 
accommodated aggregates and leading to dissipation of 
seismic energy. However impact being contact mechanics, is 
not modeled in the present work. The springs representing 
the resistance between the aggregates deform to absorb the 
energy. The problem is considered as linear, if non-linearity 
and hysteresis curve are considered, even the dissipated 
energy can be obtained. Thus the Raft is  suspended from 
impact of adverse seismic waves. The soil mass provided 
between stones offers suspension for inter-particle collision 
and in turn the whole arrangement of Isolation system offers 
suspension against direct impact of adverse seismic waves 
on structure. 

 
The System is assumed to be well suited for Raft footing. 

Initially penetration test is conducted to make sure that the 
available Earth after excavation is hard enough to bear the 
aggregates against penetration of the same in to earth. It is 
proceeded by dumping calculated mass of aggregates in 
excavated pit. If scenario demands , the covering may be 
provided along the periphery of the mass to persist against 
penetration of mass in to the surrounding earth. The 
provided mass is compacted to preconceived density. All 
sectional properties, physical properties must achieve 
preconceived data. Subsequently Raft is made to settle above 
the arrangement as shown in typical section. 

 
3. MODELLING OF ISOLATING SYSTEM 
 
The heart of the Isolating system is being the nature of 

aggregates, each aggregate is modeled as solid element and 
assigned with respective properties of naturally available 
stone aggregate. Provision to model solid element and 
assigning required properties to same is been provided in 
Staad Pro software.  

 
     The system is assemblage of a large number of aggregates. 
In order to analyze its behavior, initially modeling of single 
unit composed of 2 stone masses fastened by links and soil 
mass is done. Subsequently number of units are increased to 
achieve required size. 
 

A typical model including two solid elements connected 
to each other by line elements provided as link at all four 
corners of solid is shown in the following Figure. 

 

 
 

Fig 1.5:  MODEL OF TWO STONE MASS 
 

( Single unit of the Isolating system is shown in 
figure which is composed of 2 stone masses connected 
to each other by line elements to act as link of desired 

stiffness )    
 

As mentioned above, all modeling and analysis work is 
done in Staad Pro V8i software. Modeling of stone aggregate 
of required size is done using Draw Solid command. Keeping 
the size of aggregate as reference eight nodes are created 
and is proceeded by drawing solid element using Add 8 
Noded Solids command. Subsequently Line element of 
preconceived thickness & stiffness properties is drawn 
between the stone aggregates. 

 

 
 

Fig 1.6:  STAAD PRO- 2 SOLID MODEL 
 

( Typical modeling of two solid masses in Staad-
Pro software is shown in above figure ) 

 
The project is carried out by considering 60mm size of 

stone aggregate and 20mm diameter of circular line element 
which is provided as link element as standard size. Stiffness 
of link elements is varied from 0.001 to 10^7 KN/m. All 
corners of adjacent solids are connected with link elements. 
The stiffness values assigned for beam elements & 
corresponding Young’s & Shear Modulus are as follows, 
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Table -1: Properties of Line elements 
 

STIFFNESS 
(K  KN/m) 

YOUNG’s            
MODULUS 

(E  
KN/m^2) 

SHEAR 
MODULUS 

(G  
KN/m^2) 

0.01 0.32 0.1455 
0.1 3.2 1.4545 
1.0 32 14.5455 
100 3200 1454.5455 
10000 3.2x10^5 145454.54

55 
25x10^5 8x10^7 3.6x10^7 
50x10^5 2x10^8 9x10^7 
1x10^7 3.2x10^8 1.45x10^8 

 
Similarly, a typical model including two stone aggregates 

connected to each other by soil mass modeled as solid 
element is provided as link member at edges of solid is 
shown in the following Figure. 

 

 
 

Fig 1.7: Two stones plugged with soil mass 
 

( Single unit representing the Soil mass as connecting      
element between two stones is shown in above figure ) 

 
    As shown in above Figure, soil mass is sandwiched 

between stone aggregates. The highlighted part in figure 
represents soil mass. Young’s Modulus of soil mass is varied 
from 15000 KN/m^2 for loose soil mass to 30000 KN/m^2 
for fully compacted soil mass & is directly proportional to 
stiffness between aggregates. The values of E and G of soil 
mass are, 

 
Table 1.2:  Properties of Soil mass 

 
Young’s 

Modulus, E 
(KN/m2) 

Shear 
Modulus, G 

(KN/M2) 

Stiffness, 
K 

(KN/m) 
15000 ( loose ) 5358 2700 
20000 ( medium )       7145 3600 
25000 ( stiff ) 8929 4500 
30000 ( fully 

compacted ) 
10715 5400 

 

   The solid masses modeled along the periphery of the system 
are assigned with the properties of Earth crust. The material 
properties of Stone, Crust, Sand, Horizantle and Vertical line 
elements of a typical example model is shown in the Figure 
below. By keeping the material property of stone and Crust as 
constant, the properties of sand and horizontal links are 
varied by assigning the properties listed out in Table 1.3 

Table 1.3:   Material Properties 
 

 

     The properties of connecting elements listed out in Table 
1.3 is kept as standard and number of models with different 
sizes, cross sections, loadings were created and link 
elements in each model is assigned with each material 
property. Thus the behavior of each different model is 
studied by assigning all stiffness properties mentioned in 
Tables 1.3 above. The gap between the stones aggregates in 
actual site varies, but for modeling purpose uniform gap of 
thickness 20mm filled with soil mass is considered.  
 
   The different sizes of system are modeled for the analysis 
purpose and is varied from 0.0005 m3 to 4 m3. 

   The following list of sizes of arrangement are 
considered for analysis purpose, 

 
1. ( 0.06 x 0.18 x 0.08 ) m 

2. ( 0.14 x 0.18 x 0.08 ) m 

3. ( 0.14 x 0.18 x 0.16 ) m  
4. ( 0.06 x 1.00 x 0.50 ) m 
5. ( 0.06 x 1.62 x 0.82 ) m 
6. ( 1.00 x 1.00 x 0.25 ) m 
7. ( 1.00 x 1.00 x 0.50 ) m 
8. ( 1.40 x 1.40 x 0.25 ) m 
9. ( 1.40 x 1.40 x 0.50 ) m 
10. ( 4.00 x 4.00 x 0.25 ) m 
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Fig 1.8 :  Different sizes of system 
 

 ( Figure shows the different sizes and arrangement 
of stone masses, soil masses and line elements ) 

 

   All the modeled sections are analyzed by applying 
vertical load where the load denotes weight of structure in 
actual. The application of vertical load is carried out by 
placing Plate element  of concrete material of suitable 
sections satisfying desired load quantity above the 
arrangement of aggregates. The Plate element resembles the 
raft footing in actual which made it to use as loading element 
here & all models are assigned with constant seismic 
parameters of El Centro Earthquake. The typical section of 
loading on Isolating system and loads applied for analysis 
purpose corresponding to cross section of plate element are 
as follows, 

 

 

   Fig 1.9: Loading on system 
 

( Plate element as loading material is placed above 
the arrangement is shown here ) 

 
 
 
 

 

Table 1.4 (a) & (b) : Sizes of Plate element 
corresponding to loading 

PLATE DIMENSION 
( L x B x D ) m 

LOAD in KN 
 

( 0 x 0 x 0 ) 0 
( 0.94 x 0.94 x 0.05 ) 1.00 
( 0.94 x 0.94 x 0.1 ) 2.00 
( 0.94 x 0.94 x 0.2 ) 4.24 
( 0.94 x 0.94 x 0.4 ) 8.50 
( 0.94 x 0.94 x 1.6 ) 12.72 
( 0.94 x 0.94 x 0.8 ) 17.00 
( 0.94 x 0.94 x 1.0 ) 21.20 

PLATE DIMENSION 
( L x B x D ) m 

LOAD in KN 
 

( 0 x 0 x 0 ) 0 
( 1.34 x 1.34 x 0.023 ) 1.00 
( 1.34 x 1.34 x 0.046 ) 2.00 
( 1.34 x 1.34 x 0.100 ) 4.30 
( 1.34 x 1.34 x 0.197 ) 8.50 
( 1.34 x 1.34 x 0.300 ) 13.00 
( 1.34 x 1.34 x 0.394 ) 17.00 
( 1.34 x 1.34 x 0.500 ) 21.55 

 

   The above mentioned loadings in Table (a) & (b) are done 
for sections ( 1.00 x 1.00 x 0.25 )m, ( 1.00 x 1.00 x 0.50 )m, ( 
1.40 x 1.40 x 0.25 )m, ( 1.40 x 1.40 x 0.50 )m only. 

The analysis is carried out for different compaction 
values. Predominantly Compaction value is used to fix/check 
the depth of system. The compaction value of system can be 
varied by two criteria, i.e. by keeping volume as constant, 

 
1. Increasing stiffness/Young’s Modulus  of connecting 

element 
The system is composed of large number of units containing 
2 stone mass & an link each, values of stiffness & Young’s 
modulus of links is directly proportional to compaction value 
of system. The various values of stiffness & Young’s modulus 
is shown in Table (1) & (2) are assigned and analysis is 
carried out. 

 
2. Increasing number of stone count by reducing thickness 

of soil element. 
Parallel way of varying compaction value of system is by 
keeping volume as constant thickness of link element is 
varied which in turn leads to number of stone  count. Unit 
density of stone mass is same, variation in its count with 
constant system’s volume leads to variation in density of 
system. Density of any system is directly proportional to 
compaction value. 
 

                 The bottom most layer of Stone aggregates 
existing in contact with Ground below are assigned Fixed 
restraint and the layers above are connected by providing 
links. The typical arrangement is shown in following Figure, 
 



      International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395-0056 

          Volume: 04 Issue: 08 | Aug -2017                      www.irjet.net                                                               p-ISSN: 2395-0072 

 

© 2017, IRJET     |    Impact Factor value: 5.181       |    ISO 9001:2008 Certified Journal       |    Page 1834 
 

 

Fig 1.10 :  Support restraint 
 

( All the joints which are in direct contact with below 
ground are assigned with fixed restraint ) 

 
The periphery stone aggregates along the direction of 

seismic wave are assigned with load of El Centro earthquake 
data. The earthquake load is assigned to highlighted solid 
masses of the arrangement shown in below Figure, 

 

Fig 1.11 :  Application of Earthquake load 
 

( The highlighted masses along the periphery are 
assigned with earthquake load ) 

For Time-History analysis purpose El Centro earthquake 
data is assigned for all models and comparison is done 
assuming the system is free from other external 
disturbances. The acceleration values of El Centro 
Earthquake for a time period up to 2.24 seconds are 
considered for analysis purpose. 

 

 

Fig 1.12 :  Acceleration-Time History Plot 
 

( Ground motion data recorded at a site in El Centro, 
California Imperial Valley  earthquake of May 18, 1940 

is shown in figure ) 
 

The number of modes are restricted to 10 in the study and 
the first mode shape of a typical arrangement is shown 

below. The  analysis of all models with different size, cross 
sections, loadings, stiffness of connecting members is carried 
out by assigning the time period and corresponding 
acceleration data of El Centro earthquake. 

   Initially the behavior of two stone aggregates linked with 
sand mass and  surrounded by crust element is drawn and 
subsequently the number of all elements are increased and 
relative responses are drawn. The example models and their 
Natural Frequency, deflected shape along with size, 
corresponding Stiffness/Young’s Modulus of connecting 
element, Mass participation factors, Time-Acceleration curve, 
Base reaction and Work done  are listed below. The 
mentioned parameters are determined for all models 
categorized under different stiffness,  sizes, varying imposed 
loads, but the most efficient models and their behavior are 
listed out below. The case in which the value of work done is 
less, that arrangement is highly encouraged for isolating 
system. 

Ex 1-   Size = ( 0.06 x 0.18 x 0.08 ) m 
      Young’s Modulus (E) = 30000 kN/m2 

       Load = Selfweight 
 

 
 

Fig 1.13 :  Model & First Mode shape 
 

   Model of two stone masses of 60mm size each is highlighted 
in figure connected to one other by soil mass of thickness 
being 20mm is shown in figure. The material property of soil 
mass assigned with very less stiffness value whose Young’s 
modulus being 15000 kN/m2. All the supports are assigned 
Fixed restraint. The analysis is done considering El-Centro 
earthquake data the very first mode shape of arrangement is 
shown above. 

Table 1.5  : Frequency, Period & corresponding 
Mode numbers 
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   The vales of frequencies, periods for corresponding modes 
are tabulated. The gradual decrease of time period and 
increase in frequency is observed in the analysis. 

Table 1.6 : Mass Participation Factors 
 

 

   The mass participation values and its cumulative weight  
of  above model  in all  global directions  is shown  in above  
Table. The arrangement  is experiencing maximum    
response/deformation in global X-direction. 

 

 

Fig 1.14 :  Model & Time v/s Displacement spectra 

   The spectra relating Time and acceleration values in all 
three i.e. X, Y and Z direction is shown in above figure. The 
arrangement is experiencing maximum acceleration at time 
1.58 s. The acceleration is very much less in Z- direction. 

Table 1.7 :  Base Reaction 

 

Under the action of ground motion on arrangement, the 
stone masses in the top layer  experiencing  maximum 
deformation is noticed. The base reaction and displacement 
experienced by the top most stone mass is highlighted in 
Table. 

 
Table 1.8 :  Work done 

 

Work done = Base reaction x Lateral displacement 
 

   The model experiencing less values of work done is 
more suitable and efficient arrangement. The work done 
values  in directions  X, Y , Z and equilibrium state are 
tabulated above. 
 
Ex 2-  Size - ( 1.40 x 1.40 x 0.25 ) m 

     Young’s Modulus (E) = 30000 kN/m2 

     Load = 21.55 kN 
 

 
 

Fig 1.15 :  Model & First Mode shape 
 

   Model of system of size being 0.50 m3 composed of 
stone masses of 60mm size each connected to one other by 
soil mass of thickness being 20mm is shown in figure. The 
material property of soil mass assigned with high stiffness 
value whose Young’s modulus being 30000 kN/m2. All the 
supports are assigned Fixed restraint. The loading on 
arrangement is done in the form of Plate element. The 
analysis is done considering El-Centro earthquake data and 
the very first mode shape of arrangement is shown above. 
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Table 1.9  : Frequency, Period & corresponding 
Mode numbers 

 

 

The values of frequencies, periods for corresponding 
modes are tabulated. The gradual decrease of time period 
and increase in frequency is observed in the analysis.  

 
Table 1.10 : Mass Participation Factors 

 

 

   The mass participation values and its cumulative weight  
of above model  in all global directions are shown  in above  
Table. The arrangement  is experiencing maximum 
response/deformation in global Z-direction. 

 

 

 
Fig 1.16 :  Model & Time v/s Displacement spectra 

   The spectra relating Time and acceleration values in X, Y 
and Z directions is shown in above figure. The arrangement is 
experiencing maximum acceleration at time 1.58 s. 

Table 1.10 :  Base Reaction 
 

 

Under the action of ground motion on arrangement, the 
stone masses in top layer  experiencing  maximum 
deformation is noticed. The base reaction and displacement 
experienced by the top most stone mass is highlighted in 
above Table. 

Table 1.11 :  Work done 
 

 

Work done = Base reaction x Lateral displacement 

   The model experiencing less values of work done is more 
suitable and efficient arrangement and the work done values  
in directions X, Y , Z and equilibrium state are tabulated 
above. 

   The response of system composed of stone masses 
connected to one another through springs/line elements 
greatly depends on assigned  stiffness values for link 
elements ranging from very loose/ zero stiffness to very 
large stiffness value when the aggregates are in rigid contact. 

However the arrangement in which the work done value 
is less, is more encouraged, here the arrangement of 
isolation system consisting soil mass of Young’s modulus 
30000 kN/m2 is adopted for further work which includes the 
comparison between conventional fixed base structure and 
structure plugged with isolation system.  

 
              The typical twenty storied single bay framed 

structure is considered for the comparision purpose whose 
plan dimensions being (3x3) m and height of complete 
structure being 60 m. The size of Isolating system is ( 4x4x0.5 
)m, size of stone mass is 60mm and thickness of soil mass 
between stone aggregates is 20mm. 
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The analysis of framed model is done in two cases, 
case i. Framed model with Isolated footings with fixed 

restraints at base 
 
case ii. Framed model with Raft footing rested on 

Isolating system 
 
The analysis is done using Staad-Pro V8i software and 

the deformed shape of both structures relative to case i and 
case ii is shown in figure below, 
   

 

Fig 1.17  Deformed shape of Structure 
 

( The deformed shape of structure with fixed restraint- 
left and base structure using large sized aggregates-

right is shown in above figure ) 
 

 

Fig 1.18: Periods of Isolated and conventional 
structure 

  

The periods of isolated structure is found to be more 
compared to that of conventional one. The structure 
provided with fixed restraint at base is experienced a 
displacement of around 17 mm at top node of structure. 
Whereas we noticed very less or zero displacement in the 
same node of Isolated structure. The story drift plot for 
conventional and isolated structure is shown in following 
figure. 

 

 

Fig 1.19:  Story drift plot for conventional structure 
 

 

Fig 1.20:  Story drift plot for base isolated structure 

 

Fig 1.21: Comparison of conventional & Isolated 
structure 
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CONCLUSIONS: 

 
 The periods of isolated structure are marginally 

more compared to those of conventional one. 
 

 The technique presented in the paper involves 
filling up an excavated pit of certain known 
designed dimensions and just filling the pit with 
loose boulders/stones or in general coarse 
aggregates. 

 
 The technique can be called as  passive isolation. It 

is easy to construct. The materials locally available 
can be employed and therefore does not involve 
much transportation and energy. It can therefore be 
classified under sustainable technology. 

 
 The system in which the Young’s modulus of soil is 

assigned with 30000kN/m2 ( fully  compacted soil  
mass ) is concluded as efficient one in this study. 

 
 The displacement at topmost node is very much less 

in Isolated structure compared to that of 
conventional one. 

 
 The work done in the case of an isolated structure 

is least which is also an encouraging feature. 
 

 Any structure built on such an isolated system 
shows much less displacement at the top compared 
to that of the conventional which proves that such 
passive isolation works well even when subjected to 
an earthquake ground motion. 

 
 The drift of such a structure is almost nil which is 

very encouraging. 
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Abstract: The objective of this study is to shed light 
on blast resistant building design theories. The 
general aspects of explosion process have been 
presented to clarify the effects of explosives on 
buildings. The main aim of this work is to compare 
the responses of the structure having shear wall 
and the structure having braces. Thus, analysing 
which structure is more blast resistant. Blast loads 
of explosives weighing 150kg and 250kg is 
subjected on both the models at distances 25m & 
50m. Responses of both the models are observed. 

 
 INTRODUCTION 

An explosion can be defined as rapid liberation of 
potential energy followed by huge eruption of 
energy in the atmosphere. The energy released 
during explosion is converted into thermal energy 
radiation and some part of energy forms shock 
waves which expand radially. 
 

Many incidents have taken place around the 
world where the structures are subjected to blast 
induced impulsive loads due to fanatic activities in 
the past few years. This has lead to threat to life and 
property. Blast resistant design is a specialized area 
to which structural engineers are not exposed 
meticulously as this design is comprehensively 
used only for military setups. Various types of finite 
element tools and software are available for blast 
resisting design of structures.  

 
STRUCTURAL ASPECTS OF DESIGN FOR BLASTS 

LOADING 

Whenever an explosion takes place the front face of 
the building experiences maximum over pressure 
due to reflection. The sides and terrace of the 
building experiences no reflected waves. The back 
side of the building experiences zero pressure 
unless the blast wave has travelled throughout the 
structure. There will be a lag of time in the 
formation of pressure and loads on the front and 
back sides. 

 

Fig 1: Blast effects 

LITERATURE REVIEW 

 
R.D. Ambrosini & B M Luccioni (2003): They 
conducted study on reinforced concrete building 
and did the analysis of structural failure due to 
blast load. The whole process of explosion charge to 
the complete destruction of the structure is 
reproduced, including the proliferation of blast 
wave and its effects on the structure. Their journal 
includes comparison that the damage occurred by 
explosive charge with images along with the 
simulation procedure. 
 
Mayor Baxani et al. (2015): He studied the 
dynamic response of Masonry wall subjected to 
blast load of charge 0.5kg at a distance of 0.5m from 
the wall. Langrangian and Eulerian methods are 
incorporated to implement the required 
parameters of blast load. Finite Element analysis 
tool Autodyne was used. The idea of this work was 
to investigate the local effect and global response of 
the masonry wall. The analysis results were 
obtained in terms of acceleration, velocity for 
charges on the ground and in air, it was found that 
the maximum acceleration for both air blast and 
ground blast 11.772 mm/s2 and 8.14 mm/s2 

respectively.  
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METHODOLOGY 

The calculations are based on IS: 4991-1968 which 
is the criteria for blast resistant design of structures 
for explosions above ground. 

Models used: 
 

Model 1: Shear wall of thickness 150mm 
Model 2: Structure having Braces of Steel 
 
Case Study:  
 
Case 1- Blast load of 150kg explosive at 25m 
standoff distance 
Case 2- Blast load of 150kg explosive at 50m 
standoff distance 
Case 3- Blast load of 250kg explosive at 25m 
standoff distance 
Case 4- Blast load of 250kg explosive at 50m 
standoff distance 
 
STRUCTURAL DETAILS 

Description of Model: 

Table 1: Description of Model 

No. of bays in x-direction 4 

No. of bays in y-direction 4 

Width of single bay in both 
directions 

4m 

No. of Storeys 20 

Height of each storey 3m 

 

Structural elements: 

Table 2: Structural Elements 

Column 600mm x 600mm M40 

Beam  350mm x 550mm M30 

Slab  140mm thick M30 

Plinth 900mm thick M30 

Steel   Fe 500 

 

General loading: 

Table 3: Loadings 

Live load 3kN/m2 

Floor finish 1.5 kN/m2 

Imposed loads 2 kN/m2 

Model 1: shear walls of 150mm thickness is 

used 

 
Fig 2: Plan view 

 
Fig 3: Elevation 
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Model 2: Steel bracing of X-shape. ISWB550 

steel has been used. 

 

Fig 4: Plan view 

 

Fig 5: Elevation 

 

RESULTS: 
 
Case 1: when 150kg of explosive is used at 25m 

standoff distance  

Storey displacement 

 

Fig 6: Comparison of Storey Displacement 

Table 4: Storey 
Displacement 

Model 1 Model 2 

Storeys mm mm 

Base 0 0 

PLINTH 21.4 40.3 

Story1 49.7 67.7 

story2 91.1 94.9 

Story3 144.5 124.1 

Story4 207.2 155.9 

Story5 277.1 189.4 

Story6 352.5 224.2 

Story7 431.6 259.8 

Story8 513.2 295.9 

Story9 596.1 332.2 

Story10 679.3 368.7 

Story11 762.7 403.5 

Story12 845.2 439.2 

Story13 926.8 474.9 

Story14 1006.9 510.4 

Story15 1085.5 545.6 

Story16 1162.3 580.4 

Story17 1237.5 614.7 

Story18 1311 648.4 

Story19 1383 681.6 

Story20 1453.9 714.2 
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Storey Drift 

 

Fig 7: Comparison of Storey Drift 

Table 5 : Storey 
Drift 

Model 1 Model 2 

Storeys 

  Base 0 0 

Plinth 0.02382 0.044747 

1 0.012601 0.016684 

2 0.013856 0.009288 

3 0.01783 0.009887 

4 0.020938 0.010624 

5 0.023338 0.011205 

6 0.025124 0.011619 

7 0.026383 0.011896 

8 0.027196 0.012053 

9 0.027641 0.012108 

10 0.027791 0.012155 

11 0.02778 0.011921 

12 0.027532 0.011922 

13 0.027177 0.011909 

14 0.026718 0.011846 

15 0.026188 0.011743 

16 0.025621 0.011605 

17 0.025052 0.01144 

18 0.024511 0.011255 

19 0.024066 0.011057 

20 0.023682 0.010878 

 

 

 

Case 2: when 150kg explosive used at 50m 

standoff distance. 

Storey Displacement 

 

Fig 8: Comparison of lateral displacement 

Table 6: Storey 
Displacement 

Model 1 Model 2 

Storeys mm mm 

Base 0 0 

PLINTH 7.9 3.3 

1 18.7 12.5 

2 34.8 23.7 

3 55.3 36.3 

4 79.7 50.3 

5 107 65.6 

6 136.6 81.8 

7 167.8 98.8 

8 200.3 116.4 

9 233.4 134.6 

10 266.9 153 

11 300.4 171.7 

12 333.6 190.5 

13 366.3 209.3 

14 398.4 228.1 

15 429.8 246.6 

16 460.4 265 

17 490.2 283 

18 519.2 300.8 

19 547.5 318.2 

20 575.1 335.3 
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Storey Drift 

 

Fig 9: Comparison of Storey drift 

Table 7: Storey 
Drift 

Model 1 Model 2 

Storeys 
  Base 0 0 

PLINTH 0.008729 0.003665 

1 0.004794 0.003771 

2 0.005358 0.003764 

3 0.006873 0.004221 

4 0.008124 0.004692 

5 0.009114 0.005088 

6 0.009874 0.005416 

7 0.010434 0.005683 

8 0.010821 0.005894 

9 0.011057 0.006054 

10 0.011165 0.006168 

11 0.011165 0.00624 

12 0.011076 0.006275 

13 0.010916 0.006276 

14 0.010704 0.006247 

15 0.010458 0.006193 

16 0.010192 0.006118 

17 0.009925 0.006026 

18 0.009671 0.005921 

19 0.009466 0.005808 

20 0.009275 0.005711 
 

 

Case 3: when 250kg of explosive is used at 25m 

standoff distance. 

Storey Displacement 

 

Fig 10: Comparison of lateral displacement 

Table 8: Storey 
Displacement 

Model 1 Model 2 

Storeys mm mm 

Base 0 0 

PLINTH 11.1 48 

1 46 97.5 

2 99.9 151.1 

3 166.8 211.6 

4 244.7 279.3 

5 331.1 352.7 

6 423.5 430.8 

7 520 512.8 

8 619.1 597.9 

9 719.4 685.4 

10 819.6 774.4 

11 918.7 864.6 

12 1016.2 955.3 

13 1111.3 1046 

14 1203.6 1136.4 

15 1293 1225.9 

16 1379.2 1314.4 

17 1462.5 1401.6 

18 1542.8 1487.3 

19 1620.8 1571.4 

20 1695.9 1654.1 
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Storey Drift 

 

Fig 11: Comparison of Storey drift 

Table 9: Storey 
Drift  

Model 1 Model 2 

Storeys 
  Base 0 0 

PLINTH 0.012332 0.053297 

1 0.013897 0.024798 

2 0.017958 0.018405 

3 0.022339 0.020365 

4 0.02603 0.022616 

5 0.028824 0.024531 

6 0.030854 0.026112 

7 0.032237 0.027399 

8 0.033069 0.028419 

9 0.033437 0.029194 

10 0.033418 0.029747 

11 0.033081 0.030099 

12 0.032493 0.030269 

13 0.031711 0.030277 

14 0.030792 0.030143 

15 0.029789 0.029886 

16 0.028755 0.029526 

17 0.027744 0.029083 

18 0.0268 0.02858 

19 0.026029 0.028042 

20 0.025406 0.027566 
 

 

 

Case 4: when 250kg explosive is used at 50m 

standoff distance. 

Storey Displacement 

 

Fig 12: Comparison of lateral displacement 

Table 10: Storey 
Displacements 

Model 1 Model 2 

Storeys mm mm 

Base 0 0 

PLINTH 3.3 4.7 

1 12.8 16.6 

2 27.4 31 

3 45.8 47 

4 67.3 64.9 

5 91.3 84.3 

6 117.1 104.9 

7 144.1 126.4 

8 172 148.8 

9 200.3 171.7 

10 228.6 195 

11 256.8 218.6 

12 284.5 242.2 

13 311.7 265.9 

14 338.2 289.4 

15 363.8 312.7 

16 388.7 335.8 

17 412.8 358.4 

18 436.1 380.6 

19 458.9 402.4 

20 480.8 423.9 
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Storey Drift 

 

Fig 13: Comparison of Storey drift 

Table 11 : Storey 
Drift 

Model 1 Model 2 

Storeys 

  Base 0 0 

PLINTH 0.003681 0.005192 

1 0.00386 0.004963 

2 0.004874 0.004854 

3 0.006141 0.005395 

4 0.007196 0.00598 

5 0.008006 0.00647 

6 0.008607 0.006874 

7 0.009028 0.0072 

8 0.009295 0.007457 

9 0.009431 0.00765 

10 0.009457 0.007785 

11 0.009391 0.007868 

12 0.009253 0.007903 

13 0.009059 0.007897 

14 0.008824 0.007854 

15 0.008564 0.007778 

16 0.008294 0.007677 

17 0.008028 0.007554 

18 0.00778 0.007416 

19 0.00758 0.007268 

20 0.007407 0.007144 

 

 

 

CONCLUSIONS  

1) With the increase in Blast load and decrease in 
the Standoff distance, the Displacement and 
Storey Drift increases rapidly. So the response 
of the structure completely depends on the 
standoff distance and blast load. 

2) The maximum displacements are 1695.9mm 
and 1654.1mm for 250kg explosive from 25m 
standoff distance. And 1453.9mm & 714.2mm 
was the maximum displacement for 150kg 
explosive at 25m standoff distance. 

3) For model 2 having steel braces the storey 
displacement is reduced to 58% and storey 
drift are reduced to 52.2% for 150kg of 
explosive. 

4) Here, while using 250kg of explosive the 
thickness of shear wall was increased to 
250mm but the grade of concrete used is M40 
only.  

5) In case 3 and case 4, where the thickness of 
shear wall is increased (Model 1) the difference 
in the response of both the models was 
effectively reduced. 

6) The responses of both Model 1 and Model 2 at 
their respective distances are obtained.   
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Abstract - To study the behaviour of the building when the 
structure is subjected to the lateral loads (earthquake load 
and the wind load). For the urbanization and for the 
aesthetic purpose many irregular structures have been 
designed. As we all know that for good behaviour of the 
structure it is essential that the structure should be regular. 
Understanding the behaviour of the Setback building and 
comparing them with the building without setback building 
(Regular building) under the lateral load, Similarly for the 
Mass irregularity. Modelling and analysis of the models is 
been carried out using the Etab’s 2013 software. The 
present study is limited for analysis of RC structure for 
lateral loads (EL & WL). The behaviour of the G+30 storey 
Regular building, Setback building and Mass irregularity 
building was studied. These building are analysed using 
Response Spectrum Method. The effect of the setback 
irregularity and mass irregularity is been studied by 
considering the parameter such as Storey displacement, 
storey drift, storey stiffness, Base shear and Time period and 
they are compared with the regular building. 
 
Key Words:  Mass Irregularity, Setback, Storey 
displacement, base shear, Time period & Response 
spectrum Analysis 
 
1.INTRODUCTION 
 
              Earthquake is the most devastating and destructive 
of all the natural calamities. Earthquake is distinctive 
shaking of the earth surface which results in damage of the 
structures and causes several hundreds of causalities or 
loss of life. The earthquake is caused due to the energy 
released at the movement of faulty rocks. There will be 
continuous movement of the rock. The earthquake 
occurred in past days proves that effect on the building 
Structures, loss of human lives, damage on the ancient 
structures, flyovers bridges etc. this will directly affect the 
growth of the country. Many researches are carried out to 
design an earthquake resistant structure, but still it is not 
been possible to design the earthquake resistant structure 
without causing damage. In order to overcome this 
problem we need to know the seismic performance of the 
structure or building with various aspects, which will help 
us to design the structure which will resist the frequent 

minor earthquake and gives sufficient caution whenever it 
is exposed to major earthquakes. Hence in present study 
there an effort made to study the behaviour of vertical 
irregular RC structure with mass and set back irregularity. 
 
1.1 Scope of Study 
 
The seismic performance of the RC structures mainly 
depends on the shape of the building and the structural 
system of the building. While symmetrical buildings effect 
in an equally uniform distribution of seismic forces all 
over its components. Unsymmetrical buildings result in 
tremendous indeterminate distribution of forces making 
the analysis and prediction becomes complicated. A desire 
to create an aesthetic and functionally efficient structure 
drives architects to perceive wonderful as well as 
imaginative structures. Earthquake resistant engineering 
emphasis the inconvenience of using irregular plans, 
recommending as an alternative the use of simple shapes. 
The effects that cause seismic action in irregular 
structures were observed in many recent earthquakes.  
 
Furthermore to design and analyse an irregular building a 
considerably high level of engineering and designer effort 
are required, whereas a poor designer can design and 
analyse a simple architectural features. In other words, 
damages in those with irregular features are more than 
those in regular one. Therefore, irregular structures need 
a more cautious structural analysis to reach an 
appropriate behavior during a devastating earthquake. 
 
1.2 OBJECTIVE OF STUDY 
 
In this present study, The study of vertical irregularity and 
Mass irregularity of tall RC structure under lateral loads is 
carried out using Response Spectrum Analysis. Modelling 
and Analysis is done using Etabs 2013. 
  
2. DISCRIPTION OF MODEL 
 
The plan area of (35X25m) and equal length of 5m are 
considered. The building considered is an ordinary 
moment resisting frame of 30 story’s with two types of 
irregular configurations. The different irregularities are 
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mass irregularity and the setback. The stormy height is 
uniform throughout for all the building models considered 
for analysis. The software used for analysis of the frame 
models is ETABS 2013. 
 
Modeling 
 

            

 
Fig-1 Regular Plan                        Fig-2 Setback Plan 

 
                  

 
Fig-3 Model M1VZ5                    Fig-4 Model M2VZ5 

 
                  

 
Fig-5 Model M3VZ5                   Fig-6 Model M3VZ5 

 
The plan and elevations of models considered are as 
follows  
MODEL RMZ5     - Building in rectangular shape with 
regular configuration for Zone 5. 
MODEL RMZ2   - Building in rectangular shape with 
regular configuration for Zone 2.  
MODEL M1VZ5   - Building with setback in 10th to 20th and 
20th to 30th floors at 5m at   regular 10 floors interval 
(ZONE 5). 

MODEL M2VZ5   - Building with setback from 20th floor 
(ZONE 5). 
MODEL M3VZ5   - Building with setback from 10th floor 
(ZONE 5). 
MODEL M4VZ5  - Building with setback from 5th floor 
(ZONE 5). 
MODEL MMZ5  - Building with mass irregularity at 10th, 
20th and 30th floor for (Zone 5). 
MODEL MMZ2 - Building with mass irregularity at 10th, 
20th and 30th floor for (Zone 2). 
The above mentioned models are considered for zone 5 
and similarly same models are considered for zone 2 and 
they are named as RMZ2, model M1VZ2, model M2VZ2. 
Model M3VZ2 and model M4VZ2 
  

Table-1 PARAMETERS CONSIDERED FOR ANALYSIS 
 

Particulars Quantity 

Type of the structure SMRF 

Number of stories 30 

Seismic zone 5 & 2 

Floor height 3m 

Grade of concrete M40 & M25 

Grade of steel Fe550, 
Fe415 

Type of the soil Soft Soil 

Importance factor 1 

Response reduction 
factor: 

5 

Live load 3KN/m^2 

Wind Speed 50 kmps 

Terrain category 4 

Class of the structure C 

 
Table-2 BEAM AND COLUMN SIZE   DIMENSION 

 

Ticulars Dimensions Grade of 
concrete 

Beam Size   

1- 10 floors 300X550mm M40 

11-20 floors 300X500mm M40 

21-30 floors 300X400mm M40 

   

Column Size   

1- 10 floors 650X650mm M40 

11-20 floors 550X550mm M40 

21-30 floors 500X500mm M40 

Thickness of 
slab 

150mm M25 

Interior wall 
thickness 

150mm  

Exterior wall 
thickness 

200mm  
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Table-3 LOAD DETAILS 
 

Particulars Quantity 

Live load  3 kN/m^2 

Live load on top roof 1.5 kN/m^2 

Floor Finish 1.8 kN/m^2 

Floor Finish on top roof  1.2 kN/m^2 

Mass Irregularity load 25 kN/m^2 

 
2. RESULTS AND DISCUSSIONS 
                   
 This chapter represents the results and discussions of 
seismic analysis of vertical irregularities of RC tall 
Structures. Considering the different seismic zones that is 
Zone 5 and Zone 2, and the method of analysis is Response 
Spectrum Method. The results of both mass irregularity 
and the results of setback are discussed by considering the 
following parameters. 
 
           1. Storey Displacement 
           2. Storey Drift 
           3. Storey Stiffness 
           4. Base shear 
           5. Time Period   
 
Comparison of Storey Displacement X-Direction 
 

 

 
Chart-1 Setback results of  storey displacement for Zone 5. 
 

 

 
Chart-2 Setback results of  storey displacement for Zone 2. 

✓ It is observed from chart-1 and chart-2 that 
displacement increases with increase in storey in both the 
directions that is in X direction. 
✓ Comparing all the models with regular model 
(RMZ5), it is seen that model M1VZ5 (Setback irregularity 
at 5th storey) has the higher displacement values. 
✓ Comparing chart-1 and chart-2 it represents that 
the displacement of structure in zone 5 is maximum than 
displacement of the structure in zone 2. 
 
Comparison of Storey Displacement X-Direction. 
 

 

 
Chart-3 Setback results of storey drift for Zone 5. 

 
 

 
Chart-4 Setback results of storey drift for Zone 2. 

 
✓ The storey drift is maximum in model M1VZ5 and 
increased by 22% when compared with regular model 
RMZ5. 
✓ The storey drift is maximum in model M1VZ2 and 
increased by 24% when compared with regular model 
RMZ2. 
✓ Comparing of all models in zone 5( RMZ5, M1VZ5, 
M2VZ5, M3VZ5 and M4VZ5) with models in zone2 (RMZ2, 
M1VZ2, M2VZ2, M3VZ2 and M4VZ2) it is observed that 
models in zone 5 has the higher storey drift values. 
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Comparison of base shear results X-Direction 
 

 

 
Chart-5 setback base shear results for zone 5 

 
 

 
Chart-5 setback base shear results for zone 2 

 
Table-4 Base shear 

 
 
 
 
 
 
 
 
 
 
 
 

 
 Base shear of regular model (RMZ5) and Setback 

irregularity models along X is been presented in 
chart-5 & 6 for Zone 5 & zone2 respectively. 

 It is observed that the base shear is maximum in 
regular model compared with model with setback 
irregularity. 

 The base shear in models M1VZ5, M2VZ5, M3VZ5 
and M4VZ5 reduced by 26%, 17%, 35 and 45% 
respectively when compared with regular model 
RMZ5. 

 Comparing of all models in zone 5 (RMZ5, M1VZ5, 
M2VZ5, M3VZ5 and M4VZ5) with models in zone2 
(RMZ2, M1VZ2, M2VZ2, M3VZ2 and M4VZ2) it is 
observed that base shear of models at zone5 has 
the higher values. 

 
RESULTS OF MASS IRREGULARITY 
 
BASE SHEAR RESULTS 
 

 

 
Chart-7 Base shear results for zone 5 & 2 

 
 

 
Chart-8 Base shear results for zone 5 & 2 

 
 Base shear of regular model (RMZ5) and Mass 
irregularity model along X and Y-direction is been 
presented in figure 5.8.1 and figure 5.8.2 for Zone 5 
respectively. Similarly Base shear of regular  
 model (RMZ5) and Mass irregularity models along 
X and Y-direction is been presented in figure 5.8.3 and 
figure 5.8.4 for Zone 2 respectively. 
 It is observed that the base shear is maximum in 
mass irregularity model compared with model with 
regular model. 
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MODEL X direction Y direction 

RMZ5 7589.622 7538.308 

MMZ5 7836.24 7783.111 

RMZ2 2108.568 2094.312 

MMZ2 2176.787 2162.027 
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 Comparing the model RMZ5 in zone 5 with model 
RMZ2 in zone2 it is observed that models in zone 5 has the 
higher base shear values. 
 

Table-5 Base shear 
 
 
 
 
 
 
 
 
 
 
 

 
STOREY DRIFT RESULTS 
 

 

 
Chart-9 Storey Drift results for zone 5 

 
 

 
Chart-10 Storey Drift results for zone 2 

 
 Storey drift of regular model (RMZ5) and Mass 

irregularity model along X and Y-direction is been 
presented in figure 5.7.1 and figure 5.7.2 for Zone 
5 respectively. 

  The storey drift is maximum in model MMZ5 and 
increased by 3.5% when compared with regular 
model RMZ5. 

 The storey drift is maximum in model MMZ2 and 
increased by 3% when compared with regular 
model RMZ2. 

 Comparing the model RMZ5 in zone 5 with model 
RMZ2 in zone2 it is observed that models in zone 
5 has the higher storey drift values 

 
3. CONCLUSIONS 
 

 From the present study it is concluded that the 
building with irregular structural configuration 
are subjected to severe damage when compared 
to the regular structure. 

 During earthquake structure located in zone 2 are 
less affected when compared to the structure 
located at zone 5. 

 There is difference in the base shear in all models 
this is due to the seismic weight of the building. 

 The storey lateral displacement of mass irregular 
frame will increase as the heavy mass floor level 
increases in the buildings. Regular frame has the 
least displacement. 

 At last, we finish up from the outcomes 
unpredictable structures are to be treated with 
appropriate plan and ought to be trailed by all IS 
code procurements given the guidelines 
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ABSTRACT 
 
ZA-8,ZA-12,ZA-27 are the family of ZA alloys widely used as Low cost Bearing materials in High load and 
Low speed applications. These alloys with low cost, low energy requirement for shaping, excellent cast 

ability, and high strength properties are better than some bronze bearing alloys, but they still have restricted 
application especially due to the deterioration of mechanical and wear resistance properties at temperatures 
exceeding 100°C. Aluminium is one of the major alloying elements in Zn alloy systems where it imparts 
fluidity to the alloys. In practice, the amount of Al added to Zn-based alloys in order to attain good 
engineering properties varies over a wide range. Against this background, the present research work has been 
undertaken with an objective to explore the potential of ZA alloys as a bearing material and to investigate the 
effect of alloying elements at room temperature on the Tribological behaviour of the ZA alloy. Zinc and 
aluminium are low cost bearing materials compared to conventional bearing material and this work is an 

attempt to find a possible use of such economical materials which might gainfully be employed as low cost, 
high strength and wear resistant alloys. 

 
KEYWORDS: High load, Low speed, bearing materials 
 

1. INTRODUCTION 

The group of zinc-aluminium (ZA) alloys was developed in 1970s and became a substitute for 

brass and cast malleable iron to produce the wear-resistant parts. These alloys with low cost, low 

energy requirement for shaping, excellent cast ability, and high strength properties are equivalent 

or better than some standard bronze bearing alloys, but they still have limited application 

especially due to the deterioration of mechanical and wear resistance properties at temperatures 

exceeding 100°C. Aluminium is one of the major alloying elements in Zn alloy systems where it 

imparts fluidity to the alloys. In practice, the amount of Al added to Zn-based alloys in order to 
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attain good engineering properties varies over a wide range. The effect of different Al contents 

(namely 8, 12, 20 and 27) on the microstructure and tensile properties of Zn based alloy has 

increased strength and wear resistance. Zinc-Aluminium alloys are known to possess excellent 

bearing properties particularly at high load and low speed. They have found increasing use for 

many applications and have competed effectively against copper, aluminium and iron-base 
foundry alloys. However, the elevated temperature (> 100°C) properties of zinc aluminium alloys 

are unsatisfactory and restrict their use in some applications. One promising approach to improve 

the elevated temperature properties was reinforcing the alloys with SiCfibers or particles, alumina 

particles and fibres, glass fibres etc. 

All the zinc-aluminium alloys have excellent resistance to corrosion in a variety of environments. 

However, there has been a lack of specific corrosion data of zinc-aluminium based MMCs and 

their corrosion resistance to date, because of very limited use of zinc-aluminium alloys as matrix 

material for MMCs. Most of the commercial work on MMCs has focused on aluminium as the 

matrix metal. The combination of light weight, environmental resistance and favourable 

mechanical properties has made aluminium alloys very popular for use as a matrix metal. 

Aluminium and its alloys have been used as a matrix for a variety of reinforcements: continuous 

boron, Al2O3, SiC and graphite fibers, various particles, short fibers and whiskers. As a result, 

advanced metal matrix composites with improved mechanical, physical and tribological 

characteristics, were obtained. The ZA alloys are suitable for casting by sand, permanent mould, 

shell mould and high-pressure die casting methods. These alloys exhibit mechanical properties 
equal to or exceeding those of conventional zinc die casting alloys and those of cast iron, 

aluminium and copper alloys. In addition, they have excellent bearing properties, wear resistance 

and machinability. Advantage of cast properties include low melting temperatures and hence low 

melting energy consumption, increased die life and mould stability. They can be readily cast in 

thin sections in sand moulds .It is also appreciated that the microstructure of ZA alloys, as it is true 

for any alloy, is associated with various factors such as compositions of alloy, production 

techniques adopted etc., and that even a very small change in one of these factors can seriously 

affect the quality, performance of the material. Hence, this leads to the argument that the field of 

microstructure, phase formation and wear properties of ZA alloys with different compositions still 

remains open for investigation for various purposes in industry.  
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2. EXPERIMENTAL PROCEDURE OF WEAR TEST: 

The Alloy was prepared using Liquid Metallurgy route using Pure Zinc (99% pure) and 

Aluminium (99% pure) using Weight method. Composition as shown in the Table 1. 

Obtained by optical emission spectrum with traces of Impurities. 

Composition Zn Al Sn Cd Cu Fe Pb Bi Mg Ag Sb Si 

Percentage 88.480 9.8 0.094 0.007 0.01 0.600 0.032 0.08 0.236 0.008 0.264 0.353 

 

Dry sliding wear tests for different number of specimens was conducted by using a pin-on disc 

machine (Model: Wear & Friction Monitor TR-20) supplied by DUCOM is shown in Figure 1. 

SPECIFICATIONS 

APPARATUS                         : TRIBOMETER (DUCOM PVT LTDBANGALORE) 

DISC ROTATION SPEED   : 200-2000 RPM 

SLIDING SPEED                   : 0.5-10 M/S 

TRACK DIAMETER            : 50-100 MM 

WEAR RANGE                      : 1-2000 µ 

LOAD                                      : 5-200 N 

POWER                                  : 2KVA, 230V 

SPECIMEN STANDARD    : ASTM G99 
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Figure 1: Pin on Disc Machine 

The pin was held against the counter face of a rotating disc (EN31 steel disc) with wear track 

diameter 100 mm. The pin was loaded against the disc through a dead weight loading system. The 

wear test for all specimens was conducted under the normal loads of 1kg, 2kg and a sliding 

velocity of 2 and 4 m/s. 

Wear tests were carried out for a total sliding distance of approximately 1250 m under similar 

conditions as discussed above. The pin samples were 30 mm in length and 6 mm in diameter. The 

surfaces of the pin samples were slides using emery paper (80 grit size) prior to test in order to 

ensure effective contact of fresh and flat surface with the steel disc. The samples and wear track 

were cleaned with acetone and weighed (up to an accuracy of 0.0001 gm using microbalance) 

prior to and after each test. The wear rate was calculated from the height loss technique and 

expressed in terms of wear volume loss per unit sliding distance. 

In this experiment, the test was conducted with the following  

Parameters: 

 Load  

 Speed 

 Distance 

In the present experiment the parameters such as speed, time and load are kept constant throughout 

for all the experiments. These parameters are given in Table.  
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Table 2: Parameter taken constant during sliding wear test 

Pin material ZA-alloy 

Disc material EN 31 steel 

Pin dimension Cylinder with diameter 6 mm height 30 mm 

Sliding speed (rpm) 400 

Normal load (kg) 1, 2, 3 

Sliding distance (m) 1250 

 

 

 

3. PIN-ON-DISC TEST 

In this study, Pin-on-Disc testing method was used for tribological characterization. The test 

procedure is as follows:  

 Initially, pin surface was made flat such that it will support the load over its entire cross-

section called first stage. This was achieved by the surfaces of the pin sample ground 
using emery paper (80 grit size) prior to testing 

 Run-in-wear was performed in the next stage/ second stage. This stage avoids initial 

turbulent period associated with friction and wear curves  

 Final stage/ third stage is the actual testing called constant/ steady state wear. This stage 

is the dynamic competition between material transfer processes (transfer of material from 

pin onto the disc and formation of wear debris and their subsequent removal). Before the 

test, both the pin and disc were cleaned with ethanol soaked cotton (Surappa et al 2007) 

Before the start of each experiment, precautionary steps were taken to make sure that the load was 

applied in normal direction. Figure represents a schematic view of Pin-on-Disc setup.  
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Table 3: Process parameters and levels 

 

Sl no. 

 

Load (N) 

 

Sliding Speed, S (rpm) 

 

Sliding Distance, D (m) 

1 10 400 1250 

2 20 400 1250 

3 30 400 1250 

 

WEAR TEST 

Dry sliding wear tests for the ZA have been conducted using pin-on-disc Tribometer(m/s Ducom 

Bengaluru). The test have been conducted in air. Wear test have been conducted using cylindrical 

sample (ɸ12mm*30mm) that had flat surface in contact region and the rounded corner. The pin is 

held stationary against counterface of 100mm diameter rotating disc made of En-32 steel having 

HRC65.  

The wear test have been conducted under three normal loads 1kg, 2kg, 3kg and at fixed sliding 

speed of 2.094m/s. Each wear test have been carried out for the sliding distance of 1.8km. 

Tangential force has been monitored continuously. Height was is measured from graph using 

slope and converted to volume loss data and wear rate is determined. 

4. WEAR CALCULATION 

1. Area, Cross sectional Area=  

2. Volume loss, 

Volume loss = Cross sectional Area x Height loss  
3. Wear rate   

Wear rate = Volume loss / Sliding distance  

4. Wear resistance,  

Wear resistance = 1/ Wear rate 

5. Specific wear rate, 

Specific wear rate = Wear rate/load 

 

 

 



   
 

INTERNATIONAL JOURNAL OF RESEARCH IN 
AERONAUTICAL AND MECHANICAL ENGINEERING 

WWW.IJRAME.COM 
ISSN (ONLINE): 2321-3051 

 

Emerging Trends in Mechanical 
Engineering Proceedings of the 

International Conference, ETME-2017, 
27 & 28 December, 2017, Pg: -217-226 

                                      

 

Gurunagendra G R 

                  - 
223 - 

 

Table 4: Wear rate Results at as Cast condition 
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Table 5: Wear rate Results after Heat Treatment 
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COMPARISON CHART: 

 
5. CONCLUSION 

ZA alloy is a competitive Bearing alloy that shows improvement in both Mechanical and 

Tribological properties compared with phosphor bronze, SAE 660 alloy and Cast Iron. As a First 

step towards developing a new material for the tribological applications for component used in 

various industrial applications.  

Finally, at the end of completing the dry sliding wear test on the developed Low Aluminium and 

High Zinc alloy (ZA) there is a very low wear rate observed for heat treated alloy when compared 

to room temperature for Normal load of 10N, but wear rate increases at higher loaded for heat 

treated alloy. 

There is more scope for further research by changing the process of fabrication of alloy and also 

Reinforcing with hard phase Reinforcements like Sic, Al203, graphite, MoS2etc.  
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ABSTRACT:A mobile ad hoc network (MANET) is an 
infrastructure-less network where the number of mobile 
nodes is independently moved in a random direction 
within the transmission range of the network. Due to the 
movement of mobile nodes, the network topology is 
changed arbitrarily. Therefore, various intrusions are 
presented in MANET. For accurate and robust intrusion 
detection against several attack and deceiving actions, 
SIEVE technique was designed in MANET. However, node 
mobility of the ad hoc network restricts the BP algorithm 
efficiency and it’s difficult to identify attack behavior. 
Therefore, security is a most important concern in 
decentralized structure of mobile network. In order to 
develop the intrusion detection and isolation in MANET, 
Quantum based Adaptive Topology Control (QATC) 
technique is developed. In QATC, an adaptive topology 
control is designed to adjust the transmission range of the 
mobile nodes to extend the lifetime of networks by 
retaining the network connectivity. This topology leaves 
maximum possible nodes connected in a cluster zone with 
minimum energy consumption and transmission 
interference. This helps to increase the packet delivery 
ratio. After this, the arriving and leaving nodes are 
monitored and the malicious node is identified from the 
network, through Quantum Mechanism. Quantum 
mechanism is typically used to detect the malicious node 
from the network using specific key distribution. Due to 
this, the malicious nodes are easily detected and isolated, 
aiming at improving the Malicious node detection rate 
with minimum time. A simulation result shows that the 
Quantum based Adaptive Topology Control (QATC) 
technique achieves higher packet delivery ratio, malicious 
node detection rate and reduces energy consumption, and 
time to identify the malicious node compared to state-of-
the-works.  

KEYWORDS:  Mobile ad hoc network (MANET), 
malicious node, Adaptive Topological Control, Quantum 
Mechanism, intrusion detection, intrusion isolation  

 

 

I.INTRODUCTION 

A mobile ad hoc network is an infra-structure less 
network which can establish the route path through 
collection of intermediate mobile nodes. In MANET, the 
mobile nodes are randomly moved in any direction. Due to 
the mobility of node, the transmission range of the 
networks is varied accordingly. By varying the 
transmission range, several intrusions continuously attack 
the network's accessibility through common techniques 
such as flooding, black hole and denial of service (DoS). 
The mobile nodes perform packet transmission from one 
end to another end with the mobility of nodes and due to 
this wide range of intrusion occurs in MANET. Therefore, 
several review techniques are expensively developed. 

MANET processed with two different types of 
modes such as single-hop and multi-hop. The nodes in 
MANETs assume that other nodes are always combined 
with each other to communicate data, which is exploited 
by malicious nodes and propagate intrusive attacks across 
the network. Intrusion detection system is developed for 
MANET to improve the security level and to detect the 
malicious attackers in the network. 

 To obtain accurate and robust intrusion detection 
against several attack and deceiving actions, SIEVE 
technique was designed in [1] to infer Identity of Polluters 
in MANET by exploiting Rate less Codes and Belief 
Propagation (BP). The BP algorithm evaluates the identity 
of malicious nodes residing upon the network with simple 
pollution detection mechanism. SIEVE technique ensures 
multi-party download or collaboration attack detection 
with minimal computational, memory and communication 
resources. However, node mobility of the ad hoc network 
restricts the BP algorithm efficiency, as it affects key Pre-
distribution, identifying routing mechanisms and attack 
behavior. 

To improve the routing performance in MANET, 
Energy-Aware Routing Algorithm was introduced in [2] 
along with RMECR and RMER. Reliable Minimum Energy 
Cost Routing (RMECR) addresses requirements of ad hoc 
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networks: energy-efficiency, reliability, and extending 
network lifetime. Reliable Minimum Energy Routing 
(RMER) is an energy-efficient routing algorithm which 
minimizes the route of total energy required for end-to-
end packet traversal. However, the RMECR and RMER 
algorithm, for extending the network lifetime cannot be 
implemented for varying conditions.   

The objective of the thesis is organized as follows. 
Quantum based Adaptive Topology Control (QATC) 
technique is introduced to develop the intrusion detection 
and effective isolation in MANET. Initially, an adaptive 
topology control technique is applied to adjust the 
transmission range of the mobile nodes to extend the 
lifetime of Adhoc networks by changing the network 
connectivity and improving the network lifetime. This 
topology also increases the packet delivery ratio and 
maximum possible nodes are connected in a cluster zone 
with minimum energy consumption and transmission 
interference. Then, the quantum mechanism is used to 
monitor and detect the malicious node from the network 
using key distribution followed by isolation of malicious 
nodes from the network for increasing the transmission.  

The rest of the paper is organized as follows. In 
Section 2, a summary of different routing techniques to 
prevent intrusion in mobile ad-hoc network are explained. 
In Section 3, the proposed framework of Quantum based 
Adaptive Topology Control (QATC) technique with the 
help of diagram is described. In Section 4, simulation 
environment is provided with detailed analysis of results 
explained in Section 5. In Section 6, the concluding 
remarks are included. 

II.RELATED WORK 

Intrusion detection is a type of vulnerable attack 
in wireless mobile ad hoc networks that can occur during 
packet transmission between the mobile nodes. A new IDS 
scheme was introduced in [3] and selects novel cluster 
leader selection process and a hybrid IDS using Vickrey– 
Clarke–Groves which provides the intrusion detection 
service. However, it does not increase the intrusion 
detection rate. An approach based on a multivariate 
Hotelling’s T2 statistical analysis technique was designed 
in [4] for intrusion detection in network environments. In 
[5], a lightweight system to discover the new 
characteristics of Sybil attackers with lack of centralized 
trusted third party. However, variable transmit powers 
and hidden attacks are the major issues in the network. A 
secure routing scheme was developed in [6] ID-based 
encryption for route discovery. 

An integrated detection model was developed in 
[7] cluster-based wireless sensor network for increasing 
detection rate and reducing false rate. In [8], the 
classification methods are developed for intrusion 
detection for MANETs. The datasets cover various attack 
types, levels of network mobility and several data 
collection intervals for the intrusion detection system. 

An intrusion detection and adaptive response 
mechanism was developed in [9] for identifying a range of 
attacks and provides an effective response in MANETs. An 
effective intrusion-detection system [10] named as EAACK 
particularly developed for MANETs obtains higher 
malicious-behavior-detection. However, the network 
overhead was not reduced to a required level. 

An Adaptive Three Acknowledgements (A3ACKs) 
intrusion detection system was developed in [11] for 
reducing the receiver collision, restricted transmission 
power and attacks in MANET. A novel Intrusion Detection 
System was designed in [12] using the trust evaluation 
metrics for identifying the flooding DDOS attacks in 
MANET. In [13], Machine learning based intrusion 
detection systems for MANETs was described and it has 
the difficulties when constructing the topology of the 
network. 

An intrusion detection system was designed in 
[14] based on 𝐾-nearest neighbor classification algorithm 
in wireless sensor network for improving the intrusion 
detection accuracy. Risk assessment in mobile applications 
have received greater attention never before with the 
increasing use of its applications worldwide. In [15], 
attacks related to mobile applications and measure for 
avoiding the risk assessment baseline on sensitive 
information and permission revocation is discussed. But, 
channel quality information with respect to mobile 
applications was not concentrated. 

To analyze the performance of a base station (BS) 
coordination strategy, Stochastic Geometry Approach was 
developed in [16]. A neighbor coverage-based probabilistic 
rebroadcast protocol was proposed in [17], to consider the 
information about uncovered neighbors (UCN), 
connectivity metric and local node density to calculate the 
rebroadcast probability. Cooperation Scheme was 
implemented in [18] to carry out both selection 
combination and maximum ratio at destination in the 
network to improve the lifetime. The survey of several 
intrusion detection approaches was developed in MANET 
[19].A danger theory-based artificial immune algorithm 
was designed in [20] using mobile dendritic cell algorithm 
for identifying the flooding-based attacks in MANETs.  
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Based on the above mentioned methods and 
techniques, an efficient Quantum based Adaptive Topology 
Control (QATC) Technique is developed to increase the 
network transmission range and intrusion detection in 
MANET. The brief explanation about the intrusion 
detection is explained in the forth coming section. 

III. QUANTUM BASED ADAPTIVE 
TOPOLOGY CONTROL (QATC) TECHNIQUE 
IN MANET 

In Quantum based Adaptive Topology Control 
(QATC) Technique, we consider MANET be the connected 
path link set of ‘G’ with sub graphs. The connected path 
link graph G<V, E> where ‘ ’ represents the set of nodes 
and ‘ ’ represents the set of bidirectional edges. Due to the 
presence of intrusion, that utilize the ambiguity to carry 
out the malicious behavior and therefore nodes gets 
compromised and number of packets are not successfully 
received at the destinations within the transmission range. 
In order to overcome the above issues during 
transmission, the quantum based adaptive topological 
control technique is proposed aiming at detecting and 
isolating the intrusion effectively. Therefore, the packet 
delivery ratio is increased with minimum energy 
consumption. 

Initially, the number of mobiles in network is 
grouped to form a cluster. Due to the variation in network 
transmission range, the number of intrusion can easily 
affect the network system performance.  The proposed 
adaptive topology control technique is applied for 
adjusting the transmission range of the mobile nodes. This 
topology is also keeping the maximum number of nodes in 
cluster zone with minimum energy consumption. In order 
to achieve the intrusion detection and isolation in MANET, 
Quantum mechanism is applied on the cluster with 
minimum transmission interference. 

A. Adaptive topology control technique 

Adaptive topology control is used in MANET to 
alter the transmission range of the network. The topology 
control is also used to improve network wide connectivity, 
minimum energy and reduces interference between nodes. 
Initially, cluster is formed based on the intermediate nodes 
between the source nodes to destination. The source node 
is denoted as ‘  ’ and destination node ‘  ’. The Neighbor 
Nodes exists between the source and destination pair. The 
entire possible neighbor nodes are grouped through which 
routing can be established from source to destination. 

 

 

 

 

 

 

 

 

 

Fig-1: Formation of cluster in MANET 

Fig 1 illustrates the cluster formation in MANET 
and complete clustering provides effective connection 
where the link between all the clusters contain all element 
pair of nodes which creates the route path. The node 
vertex ‘  and edges ‘ ’ are combined together to cluster 
the movable nodes of similar connected path links. The 
initial step uses the node with maximum degree of cluster 
connected path links. The application of clustering 
increases the broadcasting performance.  

Consider a number of mobile nodes are deployed 
randomly throughout the network. It is assumed that all 
the nodes are equipped and fully connected at maximum 
transmission range     . The objective of the Adaptive 
topology control is to provide a controllable and, minimal 
energy cost. The proposed Adaptive topology control 
consists of three phases such as discovery phase, topology 
construction phase, topology maintenance phase. At first, 
each mobile node determines its one-hop neighbors for 
establishing the route path. Mobile base station node 
begins the topology construction (TC) phase by 
transmitting a control message in second phase. Between 
the other nodes, the control message has information on 
limited neighborhood connectivity. Finally, the topology 
maintenance is carried out to avoid separated networks 
because of few control message losses. 

Initially, the source node ‘SN’ broadcasts the 
control message at the maximum transmission 
range      . A reliable one-hop broadcast mechanism can 
be used to find the one hop neighbors. This helps to reduce 
the possibility of undiscovered node by its neighbors.  

The intermediate nodes from the source node ‘  ’ 
within the transmission range ‘      ’ is measured to 
ensure secure routing through which data packets are 
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transmitted , the intermediate nodes are calculated as 
follows, 
 
   ∑     (    (       ))

 
                                eq.  (1) 

 
From eq. (1), the distances between the source 

node and the neighbor nodes is first evaluated. Then, 
based on the result obtained, the minimum distance nodes 
are then selected as the intermediate nodes. Based on this 
distance measure, the route path is selected for efficient 
transmission. 

Step 1: Discovery phase 

In discovery phase, the route is established 
between source and destination. The main objective is to 
make all the nodes receive the discovery message and 
formulate an entire neighbor list. After the successful 
reception of the control message from source node SN, the 
neighboring node ‘NN’ estimates its distance and 
maintains the route. The entire neighboring list is 
maintained and it consists of different neighbor identity 
and distance between the nodes. The neighbor list is then 
stored in ascending order. 

Step 2: Topology construction (TC) phase  

In proposed adaptive topology control technique, 
each node chooses a set of neighbors by overhearing the 
continuous transmission between its neighboring nodes. 
The neighboring node is selected to distribute its control 
message. Nodes that are closer to the source node are 
given higher priority as compared to the farther ones. The 
control message is also used to maintain proper value of 
hop distance towards the source node. As the TC phase 
proceeds, the control message broadcast in a limited 
manner such that each node communicates the control 
message only once. Each node maintains the following 
features such as Identity, backbone, hop count and 
neighboring list. 

Step 3:  Topology maintenance phase 

This section describes a where the control 
message is lost and not successfully received at the 
destination. The loss of control message is major issue, 
because it contains information about the neighboring 
node. Due to this, the asymmetric routes are established 
where the selected neighboring node not able to extend its 
transmission range. Therefore, the proposed topology 
control technique is developed for altering the 
transmission range. Each node received control message 
from all its one-hop neighbors. Then it transmits the 

Request (RREQ) message at maximum transmission 
range       . During the reception, only the neighboring 
node responds with the Reply (RREP) message. Finally, on 
receiving the RREP message, the source node alters its 
transmission range with minimum energy cost to include 
neighboring node by retaining the network connectivity.  

 

 

  

 

 

 

 

 

Fig-2: Network connectivity based on request and 
reply message 

As shown in fig 2, Network connectivity based on 
request and reply message distribution is described in 
topology maintenance phase. The algorithmic description 
of the adaptive topology control technique is explained as 
below. 

Input: Mobile Node ‘                  ’, Neighbor 
Node ‘                  ’,  

      message,      message 

Output: Extend the transmission range of the mobile 
network 

Begin  

      For each Source Node ‘  ’ and Destination Node ‘  ’ 

          Measure the intermediate node using minimum 
distance by (1) 

Route Discovery phase  

Step 1: obtain  the information about the neighboring 
node 

Step 2: Arrange the neighbor list in ascending order of 
distance 
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Topology construction phase 

Step 3: Each node selects neighbor node to transmit a 
control message 

Step 4: Broadcast the control message at        

Step 5: Maintain the value of hop distance towards source 
node 

Topology maintenance phase 

Step 6: if (Each node received control message from all its 
one-hop neighbors) 

Step 7: else  

Step 8:      Send RREQ message from SN to NN at         

Step 9: Sends the Reply (RREP) message from NN to SN 

Step 10: SN receives the RREP message 

Step 12: SN extends its transmission range and improves 
connectivity with minimum energy cost 

Step 13: end if 

Step 14: end for  

Step 15: end  

Algorithm 1. Adaptive topology control algorithm 

As shown in the above algorithm, it is adaptive to 
different transmission range of the mobile nodes. In 
discovery phase, the neighboring nodes are identified 
among the number of movable node in MANET for 
establishing the route path from source to destination. 
Then, the neighboring information is listed and sorted in 
ascending order. In second phase, topology is constructed. 
The topology construction control message is distributed 
for all the nodes at a transmission range       .  Due to 
this, the hop distance is maintained.  In third phase, 
topology maintenance is performed for improving the 
network lifetime with minimum energy cost. This topology 
leaves maximum possible nodes connected in a one cluster 
zone with minimum energy consumption and transmission 
interference. As a result, it helps to increase the packet 
delivery ratio. 

B. Quantum based secure transmission in MANET 

The successful topology construction and 
maintenance is carried out to improve the network 

connectivity. Due to increasing the network transmission 
range, several intrusions affects the network performance. 
In order to reduce the intrusion in MANET, the quantum 
mechanism is applied for secured transmission through 
quantum key distribution. The application of quantum 
mechanism provides the sharing of a secret encryption key 
between the mobile nodes within the transmission range. 
The Intrusion Detection and isolation approach to enhance 
high security mobile Adhoc networks effectively detect 
malicious node behavior.  The flow diagram of the shared 
key distribution is organized as shown in fig 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Flow process of quantum based key distribution 

 As shown in fig 3, Quantum cryptography uses 
quantum mechanics to enhance secure communication. It 
enables two parties’ source node and destination to 
produce a shared random key to encrypt and decrypt 
information. An important cryptography is the ability of 
the nodes to detect the third party (i.e. intrusion) trying to 
obtain a knowledge of the key.  

Yes 

NO 

Source node (SN) 

Trusted center 

Request 

Session key generation 

Shared secret key with trusted center 

Quantum 

key 

Packet Transmitted 

within the coverage area 

Packet dropping (i.e. 

malicious node) 

Destination node (DN) receives 

the Original information 



            International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395 -0056 

               Volume: 04 Issue: 05 | May -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |    Page 1205 
 

 Quantum based key distribution depends on the 
principle of quantum for detecting the intrusion without 
disturbing the transmission. The quantum network 
facilitates the distribution of a secret encryption key 
between the nodes. The two nodes are exchanging a key 
with contact to achieve perfect secrecy for transmission. 
The ability of the source and destination to use the shared 
key helps to detect the intrusion. A trusted center 
generates a random number and a session key. It 
distributes the session key to the source node for 
encryption. Also, it distributes the same session key to the 
receiver side for decryption. Then the quantum key is 
generated using quantum information and session key. 
The four types of the input bit with the key value is 
obtained as follows,  

 The input value is 0 and 0, the quantum 
key generate 0.707(|0> + |1>) 

 The input value is 1 and 0, then 
0.707(|0> - |1>) 

 The value is 0 and 1, then |0> 
 The value is 1 and 1, then |1> 

 If the shared secret key is matched with the 
quantum key, the transmission is performed effectively 
within the range. Otherwise, Packet Dropping occurs 
aiming at improving the security of the mobile network. 
This is used to detect the malicious node (i.e. intrusion) 
and prevents it from receiving data packets from other 
mobile nodes in the network. 

Step 1: Malicious node isolation approach  

 Upon the successful detection of intrusion in 
MANET, the isolation is performed accordingly. The 
intrusion is established during the transmission packet 
form source to destination. A Malicious node isolation 
approach is used to detect the intrusion and make aware 
the nodes about malicious node. The source node monitors 
whether the data packets are transmitted or dropped by 
the suspected nodes If there is packet drop then the node 
is isolated and distributes the attack isolation message to 
all normal behavior nodes thus preventing further 
intrusion attack. 

 

 

 

 

 

 

  

     

 

 

 

  

 

Fig 4 Malicious node behavior 

In fig 4, the malicious node behavior process is described. 
When a node N3 is identified as the malicious node, the 
isolation of the node is carried out from the network. 
According to Malicious node isolation approach in QATC, 
the source node transmits an attack isolation message to 
inform other normal nodes in transmission range of the 
network. Simultaneously, the nearby nodes can receive 
this message. Due to this, the malicious node is isolated by 
removing it from  the path and preventing the data packets 
from reaching it. 

 At first, the source node sends an attack isolation 
message to all the nodes in the network then the nodes 
verifies the presence of malicious node. If all nodes identify 
the malicious node then they detect the particular 
malicious path where malicious node is present. Thus the 
malicious node is isolated and it has fake link with other 
nodes in the network. After isolating the malicious node, 
the source node retransmits the data packets through 
other alternative path. For increasing the transmission, 
neighboring nodes do not have malicious node in routing 
process and also does not receive any request message 
from malicious node. Followed by this, the malicious nodes 
are isolated from the network graph and rest of the 
network remains connected and easily identifies the 
packet drop. This helps to improve the network security 
during the packet transmission in MANET. 

IV EXPERIMENTAL SETTINGS 

An efficient Quantum based Adaptive Topology 
Control (QATC) technique is implemented in NS-2 
simulator with the network range of 1500*1500 m size. 
The mobile network consists of 70 nodes in the network 
structure and uses the Random Way Point (RWM) model. 
The RWM uses typical number of mobile nodes for locating 

Fake path 

Malicious node 

    Maliciousnode

     

    Fakepath                      

S

N 

N1 

N2 

D

N

N3 

N

4 



            International Research Journal of Engineering and Technology (IRJET)      e-ISSN: 2395 -0056 

               Volume: 04 Issue: 05 | May -2017                     www.irjet.net                                                                p-ISSN: 2395-0072 

 

© 2017, IRJET       |       Impact Factor value: 5.181       |       ISO 9001:2008 Certified Journal       |    Page 1206 
 

the movable nodes. The dynamic changing topology uses 
the Ad hoc On-demand Distance Vector (AODV) routing 
protocol to perform the experimental work. 

The node speed is varied between 2m/s and 
25m/s and the mobile node pause time is varied from 0 
seconds to 300 seconds. As a result, for each metric, 
simulation is done for seven different seed values which 
are taken for the result. The simulations parameters are 
obtained that are used in the experiments are listed in 
table 1. 

 
Table-1: Parameters value 

 
Parameter  Value  

Node density 10, 20, 30, 40, 50, 
60, 70 

Network area  1500*1500m 

Transmission range 250m 

Packets  9, 18, 27, 36, 45, 
54, 63 

Simulation period 600s 

Minimum node 
speed 

2m/s 

Maximum node 
speed 

25m/s 

Node pause time  0 – 300 seconds 

Mobility model Random Way Point 

Network simulator NS 2.34 

 
Experiment is conducted on the factors such as 

packet delivery ratio, malicious behavior detection rate, 
energy consumption, time to identify the intrusion. These, 
parameters result percentage of the QATC technique is 
compared against the existing intrusion detection 
techniques including SIEVE technique [1] and Energy-
Aware Routing Algorithm [2].  

V SIMULATION RESULTS AND ANALYSIS 
 
To validate the efficiency and theoretical 

advantages of the proposed Quantum based Adaptive 
Topology Control (QATC) technique with SIEVE technique 

[1] and Energy-Aware Routing Algorithm [2] simulation 
results under NS2 are presented. The experiment is 
conducted on the factors such as packet delivery ratio, 
malicious behavior detection rate, energy consumption, 
and time to identify the intrusion. Performance is 
evaluated along with the following metrics with help of 
tables and graph values.  

A. Impact of Packet delivery ratio  

Packet delivery ratio using QATC technique is 
defined as the ratio of umbers of packets sent by source 
nodes to the number of packets successfully received at 
the destination nodes in MANET. 

    
             

             
 *100               eq. (2) 

From eq.(2), packet delivery ratio     is         
number of packet received,          No. of packet sent. It 
is measured in terms of percentage (%). Higher the packet 
delivery ratio more efficient the method is said to be.    

Table 2 Tabulation for packet delivery ratio 

No. of  

packet 
sent 

Packet Delivery ratio (%) 

QATC SIEVE 
technique 

Energy-
Aware 

Routing 
Algorithms 

9 91.36 85.69 81.36 

18 92.74 87.37 82.98 

27 93.12 88.68 84.63 

36 94.63 88.97 85.74 

45 95.23 89.36 85.98 

54 95.69 90.10 86.25 

63 96.31 91.36 87.36 

The simulation values of packet delivery ratio based on the 
number of packet sent is illustrated in table 2. The 
convergence plot of seven different values is shown in 
chart-1. 
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Chart-1: Measure of packet delivery ratio 

Chart-1 illustrates the simulation results of packet 
delivery ratio with number of packet transmitted and it 
varies from 9 to 63. From the figure, it is clear that the 
proposed QATC technique achieves higher packet delivery 
ratio as compared to existing SIEVE technique [1] and 
Energy-Aware Routing Algorithm [2]. Due to this, the 
adaptive topology control technique is applied in proposed 
QATC. This topology uses the discovery phase to establish 
the route path by identifying the one hop neighbor. The 
path links are established where the selected neighboring 
node to extend its transmission range. This in turn 
improves the packet delivery ratio by 6% compared to 
existing SIEVE technique [1]. In addition, QATC efficiently 
identifies the malicious node for effective transmission. As 
a result, the packet delivery ratio is improved by 10% 
compared to Energy-Aware Routing Algorithm [2].   

B. Impact of Malicious behavior detection 
rate  

Malicious behavior detection rate in QATC 
technique measures the rate of malicious nodes identified 
in the mobile network. Due to the packet drop, malicious 
behavior of a node is observed. In the proposed technique, 
packet drop is used as a measure to detect intrusion in the 
network and is mathematically formulated as given below. 

         
                       

                
                eq. (3) 

From eq.(3), the malicious behavior detection rate 
‘    ’ is observed which is ratio of detecting the number 
of dropped packet to the total number of nodes in MANET.  

Table 3 Tabulation for Malicious behavior detection 
rate 

No. of 
mobile 
nodes 

Malicious behavior detection rate 
(%) 

QATC SIEVE 
technique 

Energy-
Aware 

Routing 
Algorithm 

10 78.35 64.36 61.35 

20 81.24 68.24 65.65 

30 82.36 73.31 70.36 

40 84.67 75.36 73.52 

50 85.34 79.24 76.34 

60 88.74 80.32 78.69 

70 90.32 81.36 79.67 

The malicious behavior detection rate using QATC 
technique is evaluated with two different methods SIEVE 
technique [1] and Energy-Aware Routing Algorithm [2] as 
shown in table 3.  The simulation results of three different 
techniques are illustrated in Chart-2. 

 

Chart-2: Measure of Malicious behavior detection rate 
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Chart 2 depicts the simulation of malicious 
behavior detection rate with respect to number of mobile 
nodes in MANET. The figure illustrates, our proposed 
QATC technique improved the performance of malicious 
behavior detection rate than the other state-of-art- 
methods [1] [2].  This is because, the malicious behavior 
detection rate in the QATC technique is made by detecting 
the malicious node using Quantum based key distribution, 
based on the principle of quantum. By using this key 
distribution mechanism, the intrusions are effectively 
detected without disturbing the transmission. So the 
performance of the proposed QATC technique is improved 
and increases the malicious behavior detection rate by 
24% and 29% compared to SIEVE technique [1] and 
Energy-Aware Routing Algorithm [2] respectively. 

C. Impact of energy consumption 

Energy consumption using QATC technique method is 
the product of number of mobile nodes, power (in terms of 
watts) and time (in terms of seconds). The energy 
consumption is measured in terms of Joules (J). The 
mathematical formulation for energy consumption used is 
expressed as follows,  

                           eq. (4) 
 

‘  ’ is the energy consumption where the energy 
consumed by mobile nodes to reach destination.  

Table 4 Tabulation for Energy consumption 

No. of 
nodes 

Energy consumption (Joules) 

QATC SIEVE 
technique 

Energy-
Aware 

Routing 
Algorithm 

10 26.64 38.12 32.54 

20 35.30 39.33 37.58 

30 38.53 41.56 40.64 

40 40.13 44.27 43.32 

50 41.21 47.22 45.65 

60 42.14 50.12 46.54 

70 44.22 51.58 48.24 

 

The energy consumption of proposed QATC 
technique and SIEVE technique [1] and Energy-Aware 
Routing Algorithm [2] are described in table 4. The 
comparison results of three different methods are 
illustrates the following chart 3.  

 

Chart-3: Measure of Energy consumptionThe energy 
consumption based on different mobile nodes with three 
different methods QATC technique, SIEVE technique [1] 
and Energy-Aware Routing Algorithm [2] performed is 
extensively shown in figure 7. As illustrated in figure 7, 
while increasing the number of mobile nodes in MANET, 
the energy consumption is increased in all the three 
methods but comparatively it is reduced in QATC 
technique. In QATC technique, the clustering is performed 
on the mobile node, then the routing path is selected for 
efficient transmission with minimum energy consumption. 
In addition, by applying topology control technique, the 
topology maintenance phase is carried out to improve the 
network connectivity. This topology will leave maximum 
possible nodes connected in a cluster zone with minimum 
possible energy consumption and transmission 
interference. Therefore the energy consumption is reduced 
by 18 % compared to SIEVE technique [1] and 10% 
compared to Energy-Aware Routing Algorithm [2] 
respectively. 

D.Impact of time to identify the Malicious 
node 

The time to identify the black hole node is 
measured using the number of node and the time taken to 
identify packet dropping during the packet transmission in 
MANET. The mathematical formulation for time is as given 
below. 
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                    (                          ) 
  eq.(5) 

 From eq.5, where     time to identify the malicious 
node, which is measured in terms of milliseconds (ms). 

Table 5 Tabulation for Time to identify the malicious 
node 

No. of 

 node 

Time to identify the malicious node (ms) 

QATC SIEVE 
technique 

Energy-
Aware 

Routing 
Algorithm 

10 1.17 1.56 1.24 

20 1.25 1.63 1.55 

30 1.79 2.14 1.97 

40 1.95 2.63 2.45 

50 2.74 3.12 2.99 

60 3.31 4.25 3.87 

70 4.22 4.68 4.55 

As shown in table 5, the analysis of malicious node 
identification time based on the number of node ranges 
from 10 to 70. The results of malicious node identification 
time using QATC technique, SIEVE technique [1] and 
Energy-Aware Routing Algorithm [2] is shown in chart 4.  

 

Chart-4: Measure of Time to identify the malicious 
node 

Chart 4 reveals the simulation results of time to 
identify the malicious node with respect to number of 
mobile node in MANET. The figure illustrates, our 
proposed QATC technique improves the performance by 
reducing the time taken to identify the malicious node than 
the other state-of-art- methods [1] [2].  Due to this, the 
quantum based shared key distribution effectively 
identifies the malicious node to enhance secure 
communication. It enables two parties’ source node and 
destination node to use shared random key to encrypt and 
decrypt information. Quantum based key distribution is 
used to detect the intrusion with minimum time. The 
intrusion detection time is reduced by 24% and 14% 
compared to SIEVE technique [1] and Energy-Aware 
Routing Algorithm [2]. 

VI CONCLUSION 

 In this paper, an efficient Quantum based Adaptive 
Topology Control (QATC) technique is developed for 
detecting the intrusion and isolation in MANET. Initially, 
an adaptive topology control is used in three phases for 
adjusting the transmission range of the mobile nodes to 
extend the network lifetime of Adhoc networks by 
maintaining the network connectivity. The adaptive 
topology establishes the effective route path with 
minimum energy consumption and transmission 
interference. After that, Quantum mechanism is applied by 
using the key distribution. The quantum network 
facilitates the distribution of a secret key between the 
nodes. The two nodes are exchanging a key with contact to 
achieve perfect secrecy for transmission. Finally, the 
detected malicious nodes are isolated by removing from 
the path and prevents the data packets from reaching 
them. The simulation results also reveal that the QATC 
technique improves the packet delivery ratio and 
minimizes the energy consumption. Therefore, the QATC 
technique also increases the malicious behavior detection 
rate with minimum time compared to state-of-art 
methods. 
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Abstract: A Mobile Ad-Hoc Network(MANET) is a structure-less 
network where the mobile nodes randomly moved in any direction 
within the transmission range of the network. Due to this mobility, 
wide range of intrusion occurs in MANET. Therefore, Intrusion 
Detection Systems (IDS) are significant in MANETs to identify the 
malicious behavior. In order to improve the secured data 
communication an efficient Quantum Phase Shift Energy Conserved 
Data Security (QPSEC-DS) technique is introduced. The Quantum 
Phase Shift (QPS) technique is used for ensuring the security during 
the data transmission from sender to receiver in MANET. Initially, the 
quantum based approach is used to encrypt the information using QPS 
at the sender through secret key distribution. The receiver side also 
performs the same QPS, and then the encrypted bit is received 
successfully. This in turns attains the secured packet transmission 
without any malicious node in the MANET. Based on the phase 
shifting, the energy conservation between the sender and receiver is 
measured for transmitting the data packet using QPSEC-DS 
technique. Also, the enhanced Dynamic Source Routing (DSR) 
protocol is applied in QPSEC-DS technique is implemented to 
improve the energy management and secured data communication 
between the source and destination in an efficient manner. The 
QPSEC-DS technique conducts the simulations work on parameters 
including packet delivery ratio, energy consumption, communication 
overhead and end to end delay. 
 

Keywords: Mobile ad hoc network (MANET), Quantum phase shift 
(QPS), Energy conservation, Intrusion Detection Systems (IDS), 
Dynamic source routing (DSR) protocol. 
 

1. Introduction 
 

A MANET is arranged with a group of mobile nodes based on 
the multi-hop approach without any centralized administration. 
In MANET, every mobile node act as a sender and a receiver 
via bidirectional wireless and it does not contain any 
permanent network infrastructure. Intrusion-detection 
mechanisms effectively protect MANET from attacks. Most 
recently, intrusion attacks are created by forming the black 
hole attacks in MANET. Therefore, IDS is developed in 
MANET to improve the security level and to detect the 
malicious attackers in the network.  Several secured  
data transmission and energy efficient techniques are explained 
with the help of literature. 
An Enhanced Adaptive Acknowledgment (EAACK) intrusion-
detection system was developed in [1] for detecting the 
malicious activities. However, EAACK does not reduce the 
network overhead and also energy efficient secured data 
transmission is the difficult issue. Energy-Aware and Error 
Resilient (EAER) routing protocol was designed in [2] for 
improving the packet delivery with minimum energy  
 

 
consumption. However, the secured transmission remained 
unaddressed.        
In [3], standard ad hoc on-demand multi-path distance vector 
protocol was introduced to improve packet delivery ratio with 
minimum delay, overhead and it also offered security against 
vulnerabilities and attacks. A Report-based payment scheme 
(RACE) was developed in [4] for securing the payment and 
accurately detecting malicious nodes without false declaration. 
However, intermediate nodes cannot make confirmation for 
packet transmission. 
A MANET has been highly susceptible to several attacks 
because of random motion of mobile nodes in network. Due to 
this, a risk-aware response approach was introduced in [5] to 
systematically handle identified routing attacks. However, it 
included node reputation and attack frequency with adaptive 
decision model and energy management was considered to be a 
challenging issue. In [6], Reliable and Energy Efficient 
Protocol was developed for improving packet delivery ratio, 
energy consumption, and throughput. Danger-theory based 
artificial immune algorithm was designed in [7] to improve 
security through multipath routing by means of attack 
detection. However, the performance of this method was not 
proved to be efficient. 
Residual Energy based Reliable Multicast Routing Protocol 
(RERMR) was designed in [8] to improve network lifetime and 
also increased packet delivery rate. However, security in 
optimized multicast routing was unaddressed. Hybrid method 
was developed in [9] for minimizing energy consumption and 
execution time through multipath routing in MANET. 
Different routing protocol was designed in [10] for identifying 
malicious activities during secured data transmission in 
MANET.  
With the above considerations, main contribution of the 
research work is arranged as follows. An efficient Quantum 
Phase Shift Energy Conserved Data Security (QPSEC-DS) 
technique is proposed with the objective of improving the 
security during data packet transmission with minimum energy 
conservation in MANET. Then the Quantum phase shift is 
carried out to improve the security for transmitting the data 
packet from the sender to the receiver side. Initially, the 
Quantum based approach utilizes the shared random key to 
encrypt and decrypt the information using phase shift between 
the sender and the receiver in a secured manner. Next, the 
Quantum key distribution is efficiently detects the intrusion 
node and improves the security for packet transmission in 
MANET. With the aid of energy conserved data 
communication, the shifting position is evaluated for 
preserving the data transmission with lesser energy 
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Simple but efficient synthesis of bis(indolyl)methanes by the condensation reaction of substituted benzaldehydes with indole over mesoporous ZrO2–MgO
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Abstract and Figures

Solid base catalytic materials such as ZrO2, MgO, ZrO2–MgO were prepared by either
precipitation or impregnation method and characterized by, BET, CO2-TPD, PXRD, FT-IR,
ICP-OES and TEM techniques. These catalysts were used for the synthesis of
bis(indolyl)methanes by the condensation of different benzaldehydes with indole under
solvent free conditions in shorter reaction times (20 min) at moderate temperature (70 °C).
ZrO2/MgO catalyst was found to be highly basic and also resulted in high yields of
bis(indolyl)methanes up to ~99%. This methodology offers several advantages such as
high quality yields, easy procedure, mild and environmentally benign conditions. TEM
studies revealed that ZrO2–MgO is mesoporous (25–45 nm) in nature. ZrO2–MgO
catalysts were found to be economical, efficient and were found to be highly active,
recyclable and reusable up to six reaction cycles without much loss of their activity.
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Abstract and Figures

Mixed metal oxide based solid acids like ZrO2–Al2O3 (ZA) with Al2O3 different loadings
(2, 4, 6, 8 and 10 mol%) were prepared by wet impregnation method and characterized by
PXRD, NH3-TPD, BET, ICP-OES, SEM, and TEM techniques. These solid acids were
evaluated for their catalytic activity in the synthesis of a series of O-methoxymethylated
products under solvent-free conditions at a moderate temperature in shorter reaction time
(~20 min). This is achieved by various substituted alcohols and dimethoxy methane in
good yields. Solid acids containing ZA used in this study exhibited good catalytic activity in
the reaction. In case of 6 mol% ZA which has highest surface acidity, surface area and
catalytically active tetragonal phase was found to be highest active in the O-
methoxymethylation reaction up to ~99% yield. These catalysts were found to be
reactivable and reusable.
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In this paper, we study the Schur properties of convexities(concave) like Schur, Schur Geometric,
Schur Harmonic convexities on the ratio of difference of means obtained by arithmetic mean,
geometric mean, harmonic mean, contra harmonic mean, heron mean and root-square means. Also,
established some inequalities related to these means.
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Abstract

In this paper, we research the Schur convexity,

Schur geometric convexity and Schur harmonic

convexity of the Bonferroni harmonic mean. Some

inequalities identified with the Bonferroni harmonic

mean are set up to represent the utilizations of the

acquired outcomes.

Introduction

Arithmetic, Geometric and Harmonic means are

three important means, which have been extensively

used in the information aggregation [5, 6, 7, 11, 12,

17, 18, 19, 35, 36]. For a collection of real numbers 

 the Arithmetic mean (AM), the

Geometric mean (GM) and the Harmonic mean

(HM) are defined by:
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ABSTRACT: 
The paper employs deep learning to classify breast cancer histopathological image into normal, benign and 

malignant subclasses in situ carcinoma and invasivecarcinoma categories. The classification is mainly based on 

cells' density, variability, and organization along with overall tissue structure and morphology. Smaller and 

larger patches of histological images are extracted that includes cell-level and tissue-level features. Here, 

Patches are screened by Clustering algorithm and CNN is used to select the discriminative patches. The 

proposed approach is applied to the multi-class classification of breast cancer histology images.It achieves initial 

test achieves of 95% accuracy and on the overall test,88.89% accuracy. 
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I. INTRODUCTION: 
Breast cancer is the most common cancer and 

the secondmain cause of cancer for death in women, 

after lung cancer. Thechance of any woman dying 

from breast cancer is around 1 in37, or 2.7 percent 

[1]. The diagnosis from a histology image is the 

gold standardin diagnosing considerable types of 

cancer. Pathologistsanalyse the regularities of cell 

shapes, density, andtissue structures by examining a 

thin slice of tissue underan optical microscope and 

determine cancerous regionsand malignancy degree. 

Due to the complexity and diversityof histology 

images, the manual examination requiresabundant 

knowledge and experience of the pathologistsand is 

fairly time-consuming and error-prone [2]_[4]. 

 

II. RELATED WORK: 
In the 2012 ImageNet image classification 

competition, the deep learning model AlexNet won 

the champion [5]. In study, Spanholet al. [6], [7] 

constructed a datasetof 7909 breast cancer histology 

images named BreakHisacquired on 82 

patients.Spanhol et al. used six different feature 

extractors to extract features from the image, and 

provided four classifiers for each feature extractor 

for final classification. The final correct rate was 

80% to 85%. Bayramoglu et al. put together four 

different magnifications for uniform training and 

tested them separately at a single magnification [8].  

They trained AlexNet based on the extraction of 

patches obtained randomly or by a sliding window 

mechanism from breast cancer images with 

multiplemagnifications and combined the patch 

probabilities withthree fusion rules for final 

classification.Wang et al. [9] used sampling patches 

to train a CNN to make patch-level predictions, then 

aggregated the results to create tumour probability 

heatmaps and made slide-level predictions. The 

methodology was tested on theCamelyon16 dataset 

including 400 WSIs [10]. In [11], context-aware 

stacked convolutionalneural networks for 3-class 

classification of breast WSIs 

werepresented.Bejnordi et al. used a CNN trained by 

high pixel resolution patches to extract cell-level 

features primarily, followed by a second CNN. 

Then, large input patches were used to train the 

stacked CNNs to learn both cellular information and 

global tissue structures. 

 

III. PROPOSED SOLUTION: 
In this paper, deep learning is employed to 

construct a CAD model, and the pathological 

images of breast cancer are divided into benign and 

malignant. In the work herein described, histology 

image classificationwas performed by processing 

several patches with fixedsize. Microscopically, 

cancer cells have distinguishing histologicalfeatures. 

Therefore, referring to the pathologists' diagnostic 

process, features related to cells and global tissue 

structures extractedfrom two kinds of patches with 
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different sizes will improvethe performance of the 

classification of breast cancer histologyimages into 

one of the 4 target classes. The labels of 

histologyimages for the classification task given by 

the pathologistsare based on the whole images. 

Larger size patchessampled from a histology image 

contain sufficient informationso that the image label 

can be used for the patches. However, cell-level 

patches extracted from high resolutionhistology 

images, especially ultra-high resolution WSIs, 

maynot contain sufficient diagnostic information. 

There existsome patches with large areas of fat cells 

and stroma, sparsebreast cells, and normal patches 

extracted from malignanthistology images. CNNs 

trained by these patches can't extractdiscriminative 

features. Consequently, we present a methodologyto 

automatically screen more discriminative 

patchesbased on clustering algorithm and 

convolutional neural network. Based on the above 

two aspects, the main objective ofthis paper is to 

propose a comprehensive and effective schemefor 

the multi-classification of breast histology images in 

orderto improve the diagnostic performance. To 

achieve this, the main contributions of our work 

canbe summarized as follow: (i) We propose a patch 

sampling strategy to extract two kinds of patches 

with different sizesto preserve essential information 

and contain cell-level andtissue-level features 

respectively., (ii) We design a patchselecting 

method to select more discriminative patches 

basedon CNN and K-means., (iii)We design a 

classification frameworkwhich extracts features 

from the patches using thefeature extractors and 

compute the final feature of each wholeimage for 

classification through a classifier. 

Stain inconsistency of histology images, 

due to differences in color responses of slide digital 

scanners, will affect the performance of image 

analysis. As can be seenfrom Fig. 1, the images in 

the dataset have large stain variation.

  

 

 
(a)            (b) 

 
(c)                (d) 

FIGURE 1. H&E stained images from each type, (a): normal tissue, 

(b): benign abnormality, (c): in situ carcinoma, and (d): invasive carcinoma. 

 

To thisend, stain normalization is essential 

prior to other processes. Thereare various research 

for stain normalization in histology images[12], 

[13]. In this paper,we use a method proposed by 

Reinhardet al. [14], which transforms the RGB 

images to the decorrelatedl𝛼𝛽 color space, followed 

by computing themeans and standard deviations for 

each channel separately in l𝛼𝛽 space and a set of 

linear transforms in order to match the color 

distribution of the source and target images, finally, 

converts the results back to RGB.  

 

IV. DATASET: 
This section is dedicated to introducing the 

dataset used inour work and pre-processing of 

images. The dataset is fromthe bioimaging 2015 

breast histology classification challenge[15], 

composed of high-resolution (2048×1536 

pixels)and H&E stained breast cancer histology 

images. The imageswere digitized with a 

magnification of 200x and pixel size 

of0:42𝜇m×0:42𝜇m . Two pathologists labelled 

images as normal, benign, in situ carcinoma or 

invasive carcinoma accordingto the predominant 

cancer type in each image, withoutspecifying the 

area of interest. Fig. 1 illustrates images fromeach 

class mentioned in the dataset. 

This dataset composed of a training set of 249 

images, an initial test set of 20 images and an 

extended testset of 16 images with increased 
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ambiguity is public clyavailable at 

https://rdm.inesctec.pt/dataset/nis-2017-003.The 

main goal of this paper is to propose an 

effectivescheme for the multi-class breast histology 

images 

classification. 

 

V. PROPOSED ARCHITECTURE: 
The multi-classification scheme of breast 

histology images ispresented in this section. We 

introduce the overall frameworkat first, and then 

describe each process in detail.Fig. 2 illustrates the 

framework of our approach used for multi-class 

classification of breast histology images. 

 

A. Framework: 

Themain processes can be summarized as follow: (i) 

We extracttwo kinds of patches with different sizes 

by a sliding windowmechanism from breast cancer 

histology images to preserveessential information 

and contain cell-level and tissue-level 

features, and then train two CNNs as feature 

extractorsrespectively. (ii) We split the small 

patches into multipleclusters using k-means 

clustering algorithm and select morediscriminative 

patches based on the network trained by small 

patches to retrain the network. (iii) We extract 

features from the select smaller patches and larger 

patches using the featureextractors and compute the 

final feature of each whole imageto train a classifier 

for classification. 

 

 
Figure 2. System Architecture 

 

B.CNNTraining: 

Our goal is to classify the breast histology 

image intofour classes: normal tissue, benign tissue, 

in situ carcinomaand invasive carcinoma. The 

performance of classificationis highly dependent on 

the information extracted from theimages. We use 

features related to breast cells and globaltissue 

structures to represent each whole image. Firstly, 

because the arrangement of cancer cells is extremely 

disorderedand the cancerous cells have atypia such 

as larger nucleiand inconsistent morphology, 

therefore, cell-level featuresincluding the nuclei 

information, such as shape and variability, as well as 

cells organization features like density and 

morphology, are used to diagnose whether cells are 

cancerous. The pixel size of the breast histology 

images in the dataset is0:42𝜇m×0:42𝜇m, and the 

radius of cells is between 3 and 11pixels 

approximately. Consequently, we extract small 

patchesof 128 ×128 pixels to contain cell-level 

features. Secondly,the structure of the diseased 

tissue may be atypical. In situcarcinoma is a 

carcinoma growth of minor grade precancerous,with 

no invasion of the surrounding tissue within a 

particular tissue compartment in themammary duct. 

Interestingly, invasive carcinoma does not confine 

itself to theinitial tissue compartment [16]. 

Therefore, tissue structuresinformation is essential 

to differentiate between in situ andinvasive 

carcinomas. It is unpractical for CNNs to 

extractfeatures from a histology image with a large 

size directly. According to the size of images in the 

provided dataset, we extract patches of 128×128 

pixels to contain the globaltissue structures 

information.We extract patches by a sliding window 

mechanism frombreast cancer histology images. The 

patches of 128×128 pixelsare small and focus on 

cell-related characteristics, therefore, we extract 

contiguous non-overlapping patches from thebreast 

histology images. In addition, we extract 

overlapping128×128 pixels patches with a 50% 

overlap to containcontinuous tissue morphology and 

structures information. Allextracted patches are 

given the same label as the correspondinghistology 

image. 

 

C. FEATURE EXTRACTOR: 

The histology images have different cell 

morphology, texture, tissue structures, and so on. 

The representation of complexfeatures is significant 

for the classification task. The handcraftedfeature 

extraction method needs abundant expertdomain 

knowledge, and it is labour-intensive and difficult 

toextract discriminative features. CNNs can directly 

extractrepresentative features from images, and have 

achievedremarkable results in various fields. 

ResNet50 [17] is used asfeature extractor in this 
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paper because it is a classical CNNand easy to train 

compared to other deeper models under thepremise 

of ensuring the extraction of usability features. 

Thedeep residual learning framework (ResNet) is 

proposedby He and Sun [18] to address the 

degradation ofdeep networks. Formally, the desired 

underlying mappingis denoted as H(x), then the 

stacked nonlinear layers arefitted to another 

mapping of F(x) : =H(x) −x and the original 

mapping is rewritten as F(x) + x. The formula ofF(x) 

+ x is implemented by feed-forward neural 

networkswith ``shortcut connections'' which perform 

the identity mapping. For deeper nets, a bottleneck 

design whichuses a stack of 3 layers instead of 2 for 

each residual functionis proposed. The ResNet50 

consists of 16 ``bottleneck''building blocks and takes 

as input a {3, 224, 224} RGB image. 

The training of ResNet50 from scratch 

requires a largenumber of training images to avoid 

overfitting. However,because of the paucity of 

histology images in ourdataset, we adapt a transfer 

learning strategy[20], [21] anduse ResNet50 pre-

trained on the ImageNet dataset[22].Weremove the 

top layer of the network and add a softmaxclassifier 

with 4 neurons, then, we resize the patches 

of128×128 pixels to 224×224 pixels forfine-tuning 

two modified networks as original feature 

extractorsand the trained networks are denoted as 

ResNet50-512and ResNet50-128 respectively. 

2048-dimensional featuresof patches can be 

obtained from the globalAveragePoolinglayer of 

ResNet50. 

For the multi-class classification of breast 

cancer histology images, the sampling strategy of 

two kinds of patches, the screening method of 

128×128 pixels patches and feature extractors based 

on ResNet50 have been introduced above. 

Then, we rescale the extracted patches of 

128×128 pixels and selected patches of 128 × 128 

pixels corresponding to each image in the training 

set, and feed them into the fine-tuned ResNet50-512 

and ResNet50-cluster respectively to obtain the 

2048-dimensional features group, which can 

represent the cells and tissue structures information 

of the image. In order to obtain the final feature of 

an image, we employ the P-norm pooling fusion 

method [19] and the formulation is as follows:  

fp v = 
1

𝑁
 𝑣𝑖 

𝑝𝑁

𝑖 =1
 

1

𝑝
 

 

Here, N represents the number of patches, vi 

denotes the 2048-dimensional feature of the i-th 

patch and P D 3 is used in our paper. At last, the 

image-wise features of histology images in the 

training set are used to train the SVM classifier for 

multi-class breast cancer histology classification. 

 

VI. PERFORMANCE EVALUATION: 
IMAGE-WISE CLASSIFICATION: 

We use the normalized breast histology images in 

the test set to verify the approach proposed in this 

paper. The procedure of the experiment is as 

follows: 

a) The sampling strategy introduced in Section V.B 

is used to extract contiguous non-overlapping 

patches of 128×128 pixels and patches of 128×128 

pixels with 50% overlap from the test images. 

b) The ResNet50-cluster fine-tuned by patches of 

128×128 pixels in the selected clusters is sensitive 

to morediscriminative patches, therefore, we use the 

networkto predict the smaller patches and select 

patches withclassification probability higher than a 

set threshold. 

c) We rescale the selected patches of 128 × 128 

pixels correspondingto each test image to 224 × 224 

pixels, and feed them into the fine-tuned ResNet50-

512 and ResNet50-cluster respectively to obtain the 

2048-dimensional featuresgroup. 

d) We employ the 3-norm pooling method to 

compute the final feature of each image and make 

final classification by using SVM. 

The patches of 128 × 128 pixels are predicted using 

the ResNet50-cluster,and the patches with classifier 

probability higher than 

90% are retained. Four test images are classified 

into wrong categories, three of which belong to the 

extended test set, and the remaining one labelled as 

normal is classified as benign.  

The calculation formulas are as follows: 

 

Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
         ……(2) 

Precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
, 𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃+𝐹𝑁
… . .  3  

F=
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
…………… .  4  

Macro-F=
1

𝑁
 𝐹𝑖𝑛

𝑖=1 ………………(5) 

 

Here, TP (true positive) is the number of positives 

cases that are classifies as positive. Analogously, 

TN, FN and FP represent the numbers of true 

negatives, false negatives and false 

positives respectively. The recall represents the 

percentage of positive samples that are correctly 

classified, which is more clinically relevant.Macro-

F, also known as macro-averaging, is used to 

evaluate the performance of multi-classification 

globally and is computed by first computing the F-

scores for the ncategories then averaging these per-

category scores to compute the global means. 

The image-wise accuracy of the initial test set and 

overall test set is 95% and 88.89% respectively. 

According to the confusion matrix, precision, recall 

and F-score of each class can be obtained 

respectively, as shown in Table 2. The value of 
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macro-F calculated according to formula (5) is 89.14%. 

 

Results Normal Benign InSitu Invasive 

Precision 0.875 0.75 1.0 1.0 

recall 0.78 1.0 0.89 0.89 

F-Score 0.825 0.857 0.942 0.942 

Table 2: The Performance of the proposed model. 

 

VII. RESULTS AND DISCUSSION: 
In our work, we extract smaller patches of 

128 × 128 pixels from the breast histology images 

to contain cell-level and tissue-level features, then, 

we screen discriminative 128 × 128 pixels patches 

based on clustering algorithm and CNN. Through 

comparative experiments, it is proved that the 

method proposed in this paper can effectively 

improve the performance of multi-classification of 

breast histology images.We contrast the aftereffects 

of our methodology and the benchmark strategy 

proposed in [23] (CNNCSVM) and the near  

result is appeared in Table 11. Araújo et al. utilized 

the equivalent dataset as us and extricated patches 

of 512 × 512 pixels. Theyutilized their very own 

CNN planned and accomplished a best exactness of 

77.8% of multi-classification with enlarged dataset. 

It very well may be seen that our methodology has 

a considerable improvement in exactness and 

review contrasted and the benchmark conspire, 

particularly in the classification of benevolent 

what's more, in situ carcinoma pictures. 

 

VIII. CONCLUSION: 
In this paper, we propose an effective 

method to classify the H&E stained breast 

histology images into four classes: normal tissue, 

benign lesion, in-situ carcinoma and invasive 

carcinoma. Due to the atypia of cancerous cells 

andthe difference in tissue morphology and 

structures between in situ carcinoma and invasive 

carcinoma, we extract patches of 128 × 128 pixels 

from the histology images to contain different 

levels features. 
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Abstract: With the rapid development of urbanization and industrialization, many developing countries are suffering from heavy air 
pollution. Current air quality prediction methods mainly use shallow models; however, these methods produce unsatisfactory results. The 

three important topics involved in urban air computing are interpolation, prediction, and feature analysis of fine-gained air quality and the 

solutions to these topics can provide extremely useful information to support air pollution control, and consequently generate great societal 

and technical impacts. The related existing work solves the three problems separately by different models. The proposed approach utilizes 

the unlabelled spatio-temporal data to improve the performance of the interpolation and the prediction, and performs feature selection and 

association analysis, results reveals the variation in the air quality. This paper focuses on applicability of machine learning algorithms in 

operational conditions of air quality monitoring for predicting the daily peak concentration of a major photochemical pollutant from point 

measurements of a local monitoring station for the smaller places of the cities. The aim of the research reported here is the investigation of 

applicability of machine learning techniques for air quality forecasting in operational conditions. 

 
Key Words: Interpolation, Prediction, Feature analysis, Air quality, Semi supervised learning, unlabelled spatio-temporal data. 

 
I.INTRODUCTION 

 
The interpolation, prediction, and feature analysis of fine-gained air quality are three important verticals of the area of urban air 

computing. Interpolation targets to solve the problem that there are limited air-quality-monitor-stations. A precise prediction 

provides valuable insight to protect humans from ill effect of the air pollution. A reasonable feature analysis provides details of the 

variation in the air quality.  
There are several challenges for urban air computing as the related data have some special characteristics.  
There are insufficient air-quality-monitor stations in a city due to the high cost of building and maintaining. Also, it is expensive to 
obtain labelled training samples for the fine-gained air quality.  
There are lot of missing and incomplete data from the air-quality-monitor-stations. This could be because of the periodical 

maintenance, frequency of collection and other issues.  
It’s difficult to identify the kind of data that are relevant features for interpolation and prediction, and the key factors for 

environment departments to prevent and control air pollution. This is because there is not clearly accepted factor for the cause of air 

pollution. This paper addresses all these challenges by utilizing the information contained in the unlabelled data and the spatio-

temporal data, and performing feature selection and association analysis for the urban air related data. 
 
 
 
II.PROBLEM STATEMENT 

 
The increase in the pollution, a smaller number of devices monitoring the air quality but forward various health hazards and poorly 

managed air pollution. The interpolation, prediction, and feature analysis of fine-gained air quality are three important verticals in 

the area of air pollution analysis. The solutions to these three verticals can provide extremely useful insight to support air pollution 

control, and consequently generate great societal and technical impacts. Most of the existing work solves the three problems 

separately by different models. 
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III.PROPOSED SYSTEM 

 

The paper is motivated to address all these challenges by utilizing the information contained in the unlabelled data and the spatio-

temporal data, and performing feature selection and association analysis for the urban air related data. Though labelled data are 

difficult or expensive to obtain, large amounts of unlabelled examples can often be gathered cheaply. In general, unlabelled data can 

help in providing information to better exploit the geometric structure of the data. Moreover, most of the urban air related data 

contain both space and time information.  
The first step is determining a subset of the initial features is called feature selection. The selected features are expected to contain 

the relevant information from the input data, so that the desired task can be performed by using this reduced representation instead 

of the complete initial data.  
The feature extraction starts from an initial set of measured data and builds derived values (features) intended to be informative and 
non-redundant, facilitating the subsequent learning and generalization steps.  
When the input data to an algorithm is too large to be processed and it is suspected to be redundant, then it can be transformed into a 
reduced set of features.  
The learning algorithm finds patterns in the training data that map the input data attributes to the target, and it outputs an ML model 

that captures these patterns. Once the build model is tested then we will pass real time data for the prediction. Once prediction is 

done then we will analyse the output to find out the crucial information.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Design Consideration of the Proposed System 
 

 

III.RESEARCH METHODOLOGY 

 

3.1 Modules Description 

 

Pre-processing of Captured Image 

 
Real Time air quality data collection  
The primary data collected from the online sources remains in the raw form of statements, digits and qualitative terms. The raw data 

contains error, omissions and inconsistencies. Various techniques have been incorporated for the pre-processing & cleaning of the 

raw data. Post the pre-processing of the raw data it is feed to forecast engine and persisted in Historical Data. 

 

Forecast Engine  
The forecast engine does the feature selection. The features extraction starts from an initial set of measured data and builds derived 

values (features) intended to be informative and non-redundant, facilitating the subsequent learning and generalization steps. 

 

Air Quality Forecast  
Based on the real time air quality data and model trained, this layer does the prediction. Once prediction is done then we will 

analyze the output to find out the crucial information.  
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Feedback  
The prediction is further feedback and persisted to the historical data. This is later used by the Patterns module for the analysis and 

training of the Machine Learning model for the prediction. 

 

Patterns  
This module involves the training the model based on the historical data and feedback from the forecast engine. The learning 

algorithm finds patterns in the training data that map the input data attributes to the target, and it outputs an ML model that captures 

these patterns. The build model is further tested for the accuracy. 
 

 

3.2 Result Analysis 

 

In this section, the performance of the system is checked with respect to the real time air quality statistics collected.  
 
 
 
 
 
 
 
 
 
 
 

 

Fig: Accuracy of a sample air quality data 

 
The above pie chart depicts the accuracy of the proposed system in predicting the urban air quality. 

 

 

3.3 Future Work 

 

The current algorithm uses the Random forest algorithm for classification of the air quality. In future work, the artificial neural 
network can be implemented for the classification problem. 

 

 

IV.CONCLUSION 

 

In this project the three important topics in the area of urban air computing: the interpolation, prediction, and feature analysis of 

fine-gained air quality has been computed. The solutions to these topics can provide crucial information to support air pollution 
control, and consequently generate great societal and technical impacts. Most existing efforts focus on solving the three problems 

separately by establishing different models. In this paper, we develop a general and effective approach to unify the interpolation, 
prediction, feature selection and analysis of the fine-grained air quality into one model. In order to improve the performance of 

interpolation and prediction, we utilize the intrinsic characteristics of the spatio-temporal data and the information contained in the 
unlabeled data by embedding spatio-temporal semisupervised learning on the output layer of neural network. 
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Abstract :“Swachh Bharat Abhiyaan”  is a national campaign initiated by the Government of India, which covers 4,041 cities 

and towns, to clean the streets, roads and infrastructure of the country. The main motto of the mission is to cover all the rural and 

urban areas of the country. With increase in population, the scenario of cleanliness with respect to garbage management is 

degrading tremendously. The overflow of garbage in public areas creates the unhygienic condition in the nearby surrounding. It 

may provoke several serious diseases amongst the nearby people. It also degrades the valuation of the area. To avoid this and to 

enhance the cleaning, ‘smart robotic garbage management system’ is proposed. The proposed automated robotic dustbin can 

sense human being approaching towards it and opens the upper lid and alerts the user to use the dustbin. If the waste falls outside 

the dustbin it can sense and alert the user. 

 

IndexTerms -Image processing, Machine Learning, IOT, K Means Clustering Algorithm, Waste Management 

I.INTRODUCTION 

Waste management is a global issue but its consequences are more pronounced in developing countries. World is facing as well as 

enjoying Urbanization. In urban life waste is the major issue. How, where and when waste should be disposed is the burning 

issue. In India, solid waste management system has failed to keep pace with social and economic development in several regions. 

Solid waste management is one of the most challenging issues, which are facing a serious pollution problem due to the huge 

quantities of solid waste. The inefficiency in management of municipal solid waste can adversely affect public health, 

environment and our economy. Considering sustainability for the smart city concept, major issues faced by most of the smart 

cities will be enormous .  

 

At various stage of Solid Waste Management process the problems which cities face today will be acute if not addressed in a 

smart manner due to the Urbanization pressure and its multifarious effects on the local as well as regional environment .The 
automated robotic smartbin can sense human being approaching towards it and opens the upper lid and alerts the user to use the 

smartbin. If the waste falls outside the smartbin it can sense and alert the user.  

 

The automated robotic smartbin can segregate the wet and dry materials and put it in the respective chambers. Once a particular 

chamber is filled up the bottom lid opens up and dumps the waste in the lower part of the smartbin. The robotic smartbin comes 

with a HD camera that monitors the nearby area and processes the captured images and detects if any waste is there. If waste is 

detected the robotic smartbin moves towards it and picks it up.  

 

Robotics is related to electronics, mechanics, and software technology. Today research on robotics is focused on developing 

systems which exhibit modularity, flexibility, redundancy, fault-tolerance. A general and extensible software environment and 

seamless connectivity to other machines are some of the characteristics some researchers focus on completely automating a 

manufacturing process or a task. Robots are normally designed by providing sensor based intelligence to the robot arm, while 
others try to solidify the analytical foundations on which many of the basic concepts in robotics are built.  

 

II.PROBLEM STATEMENT 

In our daily life we face many difficulties while moving on the streets,walkinginside the park, walking on the roadside, market 

areas due to improper management of waste materials. Most of the time not only human beings even street dogs tend to scatter the 

waste because of which the diseases spread easily. Few reasons for this kind of situation are improper management of the waste 

material, improper adequate installation of the dustbin in various areas, as well as the untimely collection of waste which leads to 

unhygienic surroundings such as bad smell and spread of  diseases.One more important cause is the inherent habit of the humans 

to dump the waste due to lack of dustbins in the neighborhood. This leads to decomposition of the waste for prolonged time 

leading to certain chemical reactions in the environment. Lack of knowledge about proper waste management.  

While doing the research work and interviewing the common people and the government authorities associated with the garbage 
management (Municipal corporations) of various places, few very common things turned up : A nation always possess rules , 

regulations and technologies but the matter of grave concern is that the linking factor is missing, faithful following of duties by 

the officers and low grade workers is nowhere to be seen. Here arises a urgent need of developing a system which can handle the 

situation intelligently before it’s too late. There is a tendency for accuracy to vary greatly as well as delay in readings. Those 

problems may be enlarged in real time applications. 
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An efficient waste management is a pre requisition for maintain a safe and green environment as there are increasing all kinds of 

waste disposal which is lacking in the environment. In most of the system, waste separation is done according to the type of the 

waste i.e. dry or wet. Similarly, the waste separation is done also on the basis of the type of garbage bin located at various 
locations.Over the last few decades, plenty of remedial ways were suggested dispensing with filled level detection of garbage 

vehicle, though it is still a tough challenge /arduous task. The detection of the fill-level for different garbage collection vehicle 

presents many difficulties due to the various irregularities of the bin-filling process, such as the irregular shape and the variety of 

the included materials . 

 

PROPOSED SYSTEM 

To solve the problems, IR, Ultrasonic Sensor, Camera and robotics technologies could be used to reduce cleaner’s workload 

and assure a clean environment. The Camera can rotate and capture image. The captured image is processed and detect the waste 

product or material and put a laser light beam to it.  The LDR follows the light and reach the waste material. The robotic smartbin 

can capture the  waste and put it into the bin. The robotic smart bin can detect the dry and wet material put into it and dump it into 

the respective chamber. 

 

III.RESEARCH METHODOLOGY 

3.1 Modules Description 

 

1. Controlling Lids 

The robotic smartbin has two lids, one on the top and another in the bottom.When it detects that someone is approaching 

towards it, the upper lid of the smartbin opens up so that we can dump the waste inside the smartbin.When the upper chamber 

of the smartbin fills up with waste, the lower lid opens up and dumps all the waste into the lower chamber and sends a 

message to the care taker to clean the lower chamber.PIR sensor is used to detect the motion of the people coming to the 

garbage bin with trash while the bin is at full status and block adding of any more garbage to the bin through informing them 

by speaker. An individual PIR sensor detects changes in the amount of infrared radiation impinging upon it, which varies 

depending on the temperature and surface characteristics of the objects in front of the sensor.Objects of similar temperature 

but different surface characteristics may also have a different infrared emission pattern, and thus moving them with respect to 

the background may trigger the detector as well.When an object, such as a human, passes in front of the background, such as 

a wall, the temperature at that point in the sensor's field of view will rise from room temperature to body temperature, and 
then back again. 

 

2. Segregate the wet and dry waste 

There are two chambers(partitions) in the smartbin.One chamber is for wet waste and another one is for dry waste.When 

we dump waste into the smartbin, it can detect what type of the waste i.e wet or dry.If wet waste is detected then the upper lid 

will rotate towards the wet chamber and dump the waste. If dry waste is detected then the upper lid will rotate towards the 

dry chamber and dump the waste.Moisture sensors measure the volumetric water content in the waste.The Moisture Sensor 

uses capacitance to measure dielectric permittivity of the surrounding medium.In waste, dielectric permittivity is a function 

of the water content.The sensor averages the water content over the entire length of the sensor.There is a 2 cm zone of 

influence with respect to the flat surface of the sensor, but it has little or no sensitivity at the extreme edges.Moisture sensors 

typically refer to sensors that estimate volumetric water content.The dielectric constant of a certain volume element around 

the sensor is obtained by measuring the speed of propagation along a buried transmission line.The moderator properties of 
water for neutrons are utilized to estimate waste moisture content between a source and detector probe.Measuring how 

strongly the waste resists the flow of electricity between two electrodes can be used to determine the waste moisture 

content.The amount of water present can be determined based on the voltage the waste produces because water acts as an 

electrolyte and produces electricity. The technology behind this concept is the galvanic cell. 

 

3. Moving in a Path 

The robotic smartbin can move on the specified path in the park. On the move if it detects any obstacle then it stops, changes 

its direction and then continues moving. It helps us to get the smartbin near to us most of the time.A stepper motor or step 

motor or stepping motor is a brushless DC electric motor that divides a full rotation into a number of equal steps.The motor's 

position can then be commanded to move and hold at one of these steps without any position sensor for feedback (an open-

loop controller), as long as the motor is carefully sized to the application in respect to torque and speed.Stepper motors 
effectively have multiple "toothed" electromagnets arranged around a central gear-shaped piece of iron. The main idea 

behind it is a programmable robotic vehicle with a dustbin having recyclable and non recyclable compartments on it.The 

bots can be placed on different designed locations in an area where they will behave as normal dustbin for collecting the 

waste , once the compartments of dustbin are full it will move to the dumping site by following a painted path and will 

return back to its location after dumping .The dumping of waste at the dumping sites can also be timed such that it matches 

with the time at which municipal waste collector vehicles will arrive at the dumping site to collect the waste (it can also have 

a default dumping time). The additional features such as proximity sensor that will open the dustbin lid automatically when 

someone try to put waste in the dustbin and some praising mechanism either a gesture or through some digital means will 

attract the public to use this dustbin. Moreover there are limitless additional features that can be added depending upon the 

place where the bot is being used. 
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4.Detect and collect waste 

The smartbin is installed with a HD camera. While moving, it keeps on monitoring the surrounding and captures images.  

The captured image is processed and if any waste packets are detected, it targets the waste, moves towards it, picks up the 
waste packet and dumps inside it.Ultrasonic sensors measure distance by using ultrasonic waves .The sensor head emits an 

ultrasonic wave and receives the wave reflected back from the target.Ultrasonic Sensors measure the distance to the target by 

measuring the time between the emission and reception.An infrared sensor is an electronic device, that emits in order to sense 

some aspects of the surroundings.An IR sensor can measure the heat of an object as well as detects the motion.These types 

of sensors measures only infrared radiation, rather than emitting it that is called as a passive IR sensor. 

 

 5. Automatic alert 

The smart bin has an additional functionality of updating the status of the bin. The smart bin is connected to an 

application through a Bluetooth device.The application has the capability of detecting the amount of waste filled in the smart 

bin. The ultrasonic sensor attached to the smart bin helps with this functionality. The application sends an alert to the user as 

well as the garbage collector as soon as the smartbin is filled. A notification prompt is sent to the registered mobile phone 

and the user can monitor the waste filled in the smart bin. Bluetooth is a wireless technology standard for exchanging data 
between fixed and mobile devices over short distances using short-wavelength UHF radio waves in the industrial, scientific 

and medical radio bands, from 2.400 to 2.485 GHz, and building personal area networks (PANs).Bluetooth is a packet-based 

protocol with a master/slave architecture.One master may communicate with up to seven slaves in a piconet.All devices 

share the master's clock. Packet exchange is based on the basic clock, defined by the master, which ticks at 312.5 µs 

intervals. A master BR/EDR Bluetooth device can communicate with a maximum of seven devices in a piconet (an ad-hoc 

computer network using Bluetooth technology), though not all devices reach this maximum. The devices can switch roles, 

by agreement, and the slave can become the master.Android software development is the process by which new applications 

are created for devices running the Android operating system.Some languages/programming tools allow cross-platform app 

support, i.e. for both Android and iOS.Through the Bluetooth device, a notification prompt is sent to the mobile device and a 

message stating the smart bin is filled will be achieved.The garbage collector can hence come and pick up the waste. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

IV.RESULT AND DISCUSSION 

The system presents a parallel approach, based on robotics and image processing to construct a smart robotic garbage 
management system, with the aim of improving the cleanliness of the society. In this proposed system, IR, Ultrasonic Sensor, 

Camera and robotics technologies could be used to reduce cleaner’s workload and assure a clean environment.The Camera  

installed to the smartbin can rotate and capture images. The captured image is processed and detect the waste product or material 

and put a laser light beam to it. The LDR follows the light and reach the waste material. The robotic smartbin can capture the 

waste and put it into the bin. The robotic smartbin can detect the dry and wet material put into it and dump it into the respective 

chamber. The accuracy is 90% and can enhanced in the future with more technology.This proposed model is a great step forward 

to clean the environment contributing towards the campaign “Swacch Bharat Abhiyan”. It provides a smarter way of handling 

garbage by collecting and segregating the different types of wastes. There will be proper monitoring of workers and all the work 

is done in a systematic way. The automatic alert feature also avoids the unnecessary travel done by the workers to collect the 

waste. Thus, it is a good initiative towards #CleanIndia. 
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Open Upper Lid 
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This proposed model is a great step forward to clean the environment contributing towards the campaign “Swacch Bharat 
Abhiyan”. It provides a smarter way of handling garbage by collecting and segregating the different types of wastes. There will be 

proper monitoring of workers and all the work is done in a systematic way. The automatic alert feature also avoids the 

unnecessary travel done by the workers to collect the waste. Thus, it is a good initiative towards #CleanIndia.Although there is a 

lot of up gradation in the way of handling the garbage, there are a few more improvements. The smartbin should be able to 

deviate its path when an obstacle comes in front of it which is a future work to be done. The smartbin should have a wider range 

of database in order to distinguish between various particles. Solar cells should be used for an even more efficient working. 
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ABSTRACT: Virtuala is a new smart glass system for alzheimers patients. The glasses will be able to capture images through the 

HD camera already built-in on the glasses by using face recognition and the augmented reality information returns to the person 

wearing them. For instance, if any person is looking at an individual through these glasses then they could see their information 
on the display using led. There are two IR sensors on either sides of the device that help in gesture control. The Bluetooth and 

hotspot connectivity enables the device to display incoming calls and messages through the app installed in the users phone. This 
smart glass system can visualize the world for the blind, give voice instructions and hints through wireless bone conduction 

headphones This application can detect and recognize person's face and give corresponding voice hints to the blind. It also helps 
the user in receiving the call/ message and sends an alert to the user android application.  
 
Key Words: Smart glass system, alzheimer, face recognition, voice hints. 
 
 
I.INTRODUCTION 

 
VR is in the business of creating a whole new world and transporting the user to them, AR is the phenomenon of 

supplementing the real world around us with computer-generated data. The main agenda of Project Glass augmented 
reality Head-Mounted Display (HMD) products would be the hands-free displaying of information that is vastly and 

currently available to most smart phone users Glasses will feature augmented reality and virtual reality. The glasses are 
basically wearable computers that will use the Android software that powers Android smart phones. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1 VR glasses 

 
Augmented reality is the integration of digital information with the users environment in real time. It uses the existing 
environment and overlays the new information on top of it. The technology is used in many industries including 
healthcare, public safety, gas and oil, tourism and marketing. 
 

 
PROBLEM STATEMENT 

 
The problems identified in the already existing system are as that people with alzheimers disease suffer a lot every now and then 
as they cannot remember most of the things in their life. They cannot even remember their family members and friends. So 

because of that they need to put lots of pressure on their mind to recall their names and other details. They tend to forget events 
and people around them who play a very important role in their daily life. So there is a huge requirement of some standard 

technology to help them to remember their family members, friends or other things in their daily life. 
 
 
 
PROPOSED SYSTEM 

 

The glasses will help the Alzheimer patients in recognizing people around them, thus leading to the improvement of their health 
conduction. The glasses also reminds them about events related family, friends, doctors etc. The need for such a system was most 
required as it simplifies the patients needs and solves the problems on a daily basis. 
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II.RESEARCH METHODOLOGY 

 

2.1 Module Description 

 

MODULE 1: FACE DETECTION 

 
VIOLA AND JONES’ HAAR-LIKE FEATURES AND CASCADE CLASSIFIERS. 

 
The typical cascade classifier is the very successful method of Viola and Jones for face detection [3-4]. Generally, many object 
detection tasks with rigid structure can be addressed by means of this method. The cascade classifier is a tree-based technology, in 
which Viola and Jones used Haar-like features for human face detection. The Haar-like features by default are shown in Figure 2, 

which can be used in the detection of the face once the image is captured.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.2 Haar-like features from the OpenCV source distribution 
 
 

 

The Viola-Jones’ detector uses AdaBoost, called a rejection cascade, which is a series of nodes, with each node being a definite 
multi-tree AdaBoosted classifier.  
Fig 3 shows the Viola-Jones’ rejection cascade, composed of many boosted classifier groups of decision trees trained on the 
features from faces and non-faces or other training objects to be detected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.3 Rejection cascade by Viola-Jones 
 
Each node being a multi-tree of boosted classifiers trained in such a way that almost all non-faces are rejected at the last node 
nearly without missing a real human face. 

 

B. Color Model HSV and histogram matching 
 
The HSV color model is an ideal tool for developing image processing algorithms based on color descriptions, which are natural 
and intuitive to human observers of images. The HSV model decouples the intensity (V) from color dimensions, hue (H) and 

saturation (S). After the RGB-HSV transform, hue is a color attribute that tells the observer what color is perceived (pure yellow, 
green, or red). For people of a specific race, for instance yellow race, the face skin color follows specific distribution, which does 

not change a lot under different light conditions according to principle of color constancy. Thus the hue is a relatively robust 
feature that carries skin tone information. 
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C. Eyes detection and mouth detection within a human face candidate 

 
By means of Haar-like features and taking the advantage of conception of cascade classifiers, one can design and implement eyes 
and mouth detections. Similarly to rejection cascade for human face, the classifiers for eyes and mouth detections are used as 
weak classifiers, making the whole classification system stronger.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.4 Proposed framework of human face detection cascade 

 
Note 1: Training for obtaining prototype of skin hue histogram  
The proposed human face detection is implemented with the help of OpenCV. However, at the stage of skin hue histogram 
matching, the prototype of histogram should be obtained before the test phase of human face detection. 

 
Note 2: Implementation of initial face detection  
The block F0 is itself a cascade of classifiers using Haar-like features. The cascade classifier supplied OpenCV will be used, so it 
needs not additional training in the work. 

 
Note 3: Implementation of eyes and mouth detections  
The eyes and mouth detections are also implemented by calling modules in OpenCV, so it needs not a training process before the 
stage of test either. The histogram matching means comparison of two histograms so as to measure the difference between a 
human face candidate’s skin hue histogram and the prototype of hue histogram of training (real) human faces. 
 

 

MODULE 2: FACE RECOGNITION 

 
PRINCIPAL COMPONENT ANALYSIS  
Principal Component Analysis, or PCA, is a statistical method used to reduce the number of variables in a dataset. It does so by 
lumping highly correlated variables together. Naturally, this comes at the expense of accuracy. However, if you have 50 variables 
and realize that 40 of them are highly correlated, you will gladly trade a little accuracy for simplicity. Suppose there are two 
variables: 

 

1. Dow Jones Industrial Average, or DJIA, a stock market index that constitutes 30 of America’s biggest companies, such 
as Hewlett Packard and Boeing.  

2. S&P 500 index, a similar aggregate of 500 stocks of large American-listed companies. It contains  
many of the companies that the DJIA comprises. 

 

Step 1 – Standardize: Standardize the scale of the data. I have already done this, by transforming the data into daily % change. 

Now, both DJIA and S&P data occur on a 0-100 scale. 

 

Step 2 – Calculate covariance: Find the covariance matrix for the data. As a reminder, the covariance between DJIA and S&P – 

Cov(DJIA, S&P) or equivalently, Cov(DJIA, S&P) – is a measure of how the two variables move together. 
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Step 3 – Deduce eigens: The above points are represented in 2 axes: X and Y. In theory, PCA will allow us to represent the data 
along one axis. This axis will be called the principal component, and is represented by the black line.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.5 Deduce eigens  
 
To convert the data into the new axes, multiply the original DJIA, S&P data by eigenvectors, which indicate the direction of the 
new axes (principal components). 

 

Step 4 – Re-orient data: Since the eigenvectors indicates the direction of the principal components (new axes), we will multiply 

the original data by the eigenvectors to re-orient our data onto the new axes. This re-oriented data is called a score. 
 
Step 5 – Plot re-oriented data: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Plot re-oriented data 
 
Step 6 – Bi-plot: A PCA would not be complete without a bi-plot. This is basically the plot above, except the axes are 
standardized on the same scale, and arrows are added to depict the original variables, lest we forget. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.7 Bi plot 
 
Axes: In this bi-plot, the X and Y axes are the principal components. 
 
Points: These are the DJIA and S&P points, re-oriented to the new axes. 
Arrows: The arrows point in the direction of increasing values for each original variable. For example, points in the top right 
quadrant will have higher DJIA readings than points in the bottom left quadrant. The closeness of the arrows means that the two 
variables are highly correlated. 
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2.2 Result Analysis 
 

 

The server for the admin for adding the images is shown in Figure 8, where a persons image with name, mobile no and 
relationship is added. This image is later used for comparison.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Web Server for adding images. 

 
The pi camera mounted the glasses captures the image of the person and with the help of haar cascade which is used for the face 
detection the system prompts that a face has been detected, the captured image is converted into grey scale as shown in the Figure 
9, for the detection processed image to now be recognized. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9 Conversion of captured images into eigens 

 
Once the image has been detected it is now recognized with the help of PCA which is the method used for face recognition, the 
captured image is compared with the images stored in the server and the result is shown with the name of the person whose face 
matches the captured image.The glasses also features the incoming calls and messages on the display, this is achieved with the 

app installed in persons phone, the glasses are connected via hotspot to the phone, the app for call and messages is shown in the 
Figure 10. 
 

 
 
 

 
 
 
 

 
 
 

 
 
 
 
 

Fig.10 App for calls and messages 
The incoming calls and messages are shown on the display of the glass successfully, which is shown in the figure 11. The glasses 
also display reminders of events thereby helping the alzheimers patients in remembering important events. 
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Fig 11 Display of incoming calls and messages 

 
Thus the wearable glasses help the alzheimers patients in their day to day life making their lives simpler by reminding them of 
the events, being able to recognise the faces of the people around them like their family, friends , doctors etc. This makes the 
entire system a great help for patients. 

 
 

 

2.3 Future Work 
 

 

The device can be further optimized to fit the users needs, by improving the structure and the architecture of the system.The 
system could be more compact for it to be handled in a convenient manner. The glasses can be made according the eye sight of 
the person wearing it. Thus, improving the system features and capabilities. 

 

 

III.CONCLUSION 

 

The project aims at serving the Alzheimer patients who face a lot of issues in the everyday life. The disease is such that it gets 
inevitable for them to carry out their daily chores smoothly such as remembering their family and friends faces, time to meet 
their doctors and take medicines. These problems are made easy with the device designed. It helps them remember their family 

members and friends. It also reminds them about taking the medicines and appointment with the doctors. It displays the 
incoming calls and messages through the Bluetooth. 
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ABSTRACT: Researchers have shown that most effort of today’s software development is maintenance and evolution. 

Developers often use integrated development environments, debuggers and tools for code search, testing, and program 

understanding to reduce the tedious tasks. Interaction with software development environments can be frustrating for the growing 

numbers of developers who suffer from repetitive strain injuries (RSI) and other disabilities that make typing difficult or 

impossible. Speech interfaces can be used to help developers reduce their dependence on typing, reducing the onset of RSI among 

computer users, and increasing access for those who already have motor disabilities. We have proposed a system to generate code 

automatically based on speech. The speech input is processed and based on that the code will be automatically generated. 
 

Key Words: Speech to text, code generation, mapping the text, Speech Interface  

 

I.INTRODUCTION 

 

    Speech Recognition, it is the ability of the machine or program to evaluate word, idiom or a sentence in spoken expression 

and convert those words into a machine readable format. The more sophisticated software has the ability to obtain natural 

language as well. Speech recollection works using algorithms through acoustic and language modeling. In addition, acoustic 

modeling represents the link between linguistic units of speech and audio signals; whereas language modeling matches sound 

with string to help categorize between words that sound similar. Additionally, Hidden Markov Models are used as well to make 

materialistic patterns in a speech to enhance accuracy with the system. Furthermore, it is seen that a person working on a 

computer cannot work or type for longer duration because if they can then there will be an issue of back or wrist pain that will be 

pernicious for the human body, but it can be avoided easily by switching from typing to speaking whenever needed. Research has 

shown that more than 60% of software engineering resources are spent on maintenance. Software maintenance is the process of 
modifying a software system after delivery to fix bugs, improve performance, or adapt to a changing environment. Software 

maintenance requires code comprehension, as reading and understanding source code is the prerequisites of any modification. 

Program comprehension is time-consuming and cost most of developers’ time. 

 

 

 

II.PROBLEM STATEMENT 

 

  Code Generation techniques depends on textual documentation which are highly prone to syntactical errors. Manually 

defining every programming construct is tedious and time consuming. There is a lack of flexibility and efficiency of 

software developers. 
 

 

PROPOSED SYSTEM 

 

 The proposed system helps in generating the source code and also compiling the code to check for various errors and bugs, 

which helps in reducing the time taken to code by the developers. The proposed system allows the user to be able to generate 

the syntax of various inputs that helps reduce the time taken for developing a project. Speech to text conversion is done using 

an android app. Process the text using NLP by using NLP server. The text generated is mapped with the corresponding 

instructions. Finally, generated code is added in the appropriate part of the program. 

  

Advantages: 
 

 Easy to code  

 Less time for the development phase  

 Cost efficient 

 Bug-free code 

 Programming-by-voice can enable motor-impaired software engineers to program, albeit at reduced efficiency compared 

to an unimpaired programmer. 
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Fig: System Architecture of the proposed system 

 

III.RESEARCH METHODOLOGY 

 

3.1 Modules Description 

 

Speech Processing: 

 The speech input is processed using Google API and is converted into text. The generated text is then sent to the Tomcat server 

and further sent to the NLP server.  

  The communication between the Android app and the Tomcat server is done using HTTP    protocol. The user can work on 

multiple projects from the same app. Based on the selected project, the app sends the request to the web server and the server on 

receiving the request starts the respective project.  

       NLP Server 

The NLP server starts listening on a particular port number.   Once the server receives a request from the user, it sends the 

instruction to the NLP server to process it.  Once NLP server receives the input from the web server, it processes the input to find 

out the part of the speech. Based on the process input, it starts the next process that is mapping. If there is no pre-defined 

command, it invokes the machine learning algorithm like naïve based classification and finds the appropriate command. 

          A white point is a set of values or that serve to define the color "white" in image capture, encoding, or reproduction. It is used 

to calculate the traffic density by comparing the number of white pixels to the number of black pixels. This gives an estimation of 

the traffic density in the lane. 

Mapping: 

 Once the mapping process is invoked, it tries to map the input with the predefined instructions.  If it finds exactly the 

 matched instruction, it adds the code segment into the project or to a respective class. As we are handling object oriented 

 programming, user has simple and easy-to-use instructions and the details are found in the app itself.  

  For example:- 

 a) If the user wants to create a new class he/she can just say  “create a class” then the mapper will send the instruction to 

 the server to ask for the name of the class. User can tell the name of the class and based on that, the mapper will create a 

 class with the given name. If a class with the same name is already present in the same package of the project, then server 

 will not create any class for it and sends the notification to the user. 
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  b) if the user gives the input like, “create a method with the name ‘xyz’ with no return type” then the app sends the 

 instruction to the server to create a method with the name xyz which does not return any type and server adds it in the 

 current class. 

   Like this, the user can create different types of methods with parameters or without parameters, with different return 

 types. The mapper is capable of handling few features of object oriented programming like creating a class, handling 

 inheritance and polymorphism, different logic like- if else, for loop, while loop, do-while loop and many more. 

The structural setup methodology is wired with working up a fundamental essential framework for a system. It incorporates 

perceiving the genuine parts of the structure and exchanges between these fragments. The starting design technique of perceiving 

these subsystems and working up a structure for subsystem control and correspondence is called development demonstrating plot 

and the yield of this framework method is a depiction of the item basic arranging. The proposed design for this framework is given 

beneath. It demonstrates the way this framework is outlined and brief working of the framework. 

 

 

3.2 Result Analysis 

 

 In this section, we discuss the time taken for the development time of source codes. The development time has been 

readily decreased with the use of speech as input. The dataset required for the code generation is mapped to a dictionary for 

speech recognition. The dataset contains readily available syntaxes that are required for the code generation and hence the time 

consumed is considerably decreased. The syntax is automatically generated and the corresponding packages that are needed for 
the java programming is also called. Bug free source codes can thus be generated by using this system. 

 

 

3.3 Future Work 

 

 Since the system developed uses only one programming language and the generation of only that language’s code/syntax 

is done. In the future work, we can integrate multiple programming languages and their functionalities. Java may also contain 

ambiguity with respect to variables and the interfaces used in the programs which creates a limitation for automatically 

generate the code. 

  

IV.CONCLUSION 

 

Speech-based programming also may provide insight into better forms of high-level interaction. With more study, different 

user interface designs, and better analysis, software developers will one day be able to use speech-based programming to 
compete effectively in the workforce. The system will be able to add pre-defined logic automatically. The proposed 

application will be able to generate code based on speech as an input by recognizing the speech, converting to text and then 

map it to the pre-defined code and thus ad the corresponding code. 

  

 

V.ACKNOWLEDGMENT 

 

          The satisfaction and euphoria that accompany the successful completion of any task would be incomplete without the 

mention of people who made it possible whose constant guidance and encouragement crowned our effort with success. We would 

like to express our gratitude to Dr. Praveena Gowda, Principal, The Oxford College of Engineering for providing us a congenial 

environment and surrounding to work in. Our hearty thanks to Dr. R. Kanagavalli, Professor & Head, Department of Information 

Science and Engineering, The Oxford College of Engineering for her encouragement and support. Guidance and deadlines play a 

very important role in successful completion of the project report on time. We convey our gratitude to Dr. R. Kanagavalli, 

Professor & Head, Department of Information Science and Engineering for having constantly monitored the completion of the 

Project Report and setting up precise deadlines. Finally a note of thanks to the Department of Information Science and 
Engineering, The Oxford College of Engineering, both teaching and non-teaching staff for their cooperation extended to us.  

 

 

 

 

 

 

 

 

 

 

 

http://www.jetir.org/


© 2019 JETIR May 2019, Volume 6, Issue 5                                                              www.jetir.org (ISSN-2349-5162) 

JETIRCD06026 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 161 
 

REFERENCES 

 

[1] Juan Zhai, Lin Tan, Feng Qin-Automatic Model Generation from Documentation for Java API Functions.978-1-4503-3900-

1/16/05…$15.00©2016 IEEE 

[2] Kaveendra Lunuwilage, Thelijjagoda ,Sameera Abeysekara -Web Based Programming Tool with Speech Recognition for 

Visually Impaired Users.978-1-5386-4602-1/17/$31.00©2017 IEEE 

[3] Fagui Mao,Xuyang Cai,Beijun Shen,Yong Xia-Operational Pattern Based Code Generation for Management Information 
System: An Industrial Case Study.978-1-5090-2239-7/16/$31.00 copyright 2016 IEEE 

[4] Lutfi Kerem Senel, Ihsan Utlu ,Veysel Yucesoy.-Semantic Structure and Interpretability of Word Embeddings.2329-

9290©2018 IEEE 

[5] Takafumi Moriya, Tomohiro Tanaka-Evolution- Strategy-based Automation of System Development for High-Performance 

Speech Recognition. 2329-9290 © 2018 IEEE 

[6]  Shahab Nadir, Prof. Detlef Streitferdt -Software code generator in automotive field 978-1-4673-9795-7/15 $31.00 © 2015 

IEEE 

[7] Victor Guana, Eleni Stroulia-ChainTracker: Towards a Comprehensive Tool for Building Code-Generation Environments. 

1063-6773/14 $31.00 © 2014 IEEE 

[8] GlotNet—A Raw Waveform Model for the Glottal Excitation in Statistical Parametric SpeechSynthesis 

Lauri Juvela ; Bajibabu Bollepalli ; Vassilis Tsiaras ; Paavo Alku 
[9] An Efficient Framework for Sentence Similarity Modeling Zhe Quan ; Zhi-Jie Wang ; Yuquan Le ; Bin Yao ; Kenli Li ; Jian 

Yin 

[10] Semantic Speech Retrieval With a Visually Grounded Model of Untranscribed Speech Herman Kamper ; Gregory 

Shakhnarovich ; Karen Livescu IEEE/ACM Transactions on Audio, Speech, and Language Processing 

 

 

 

 

 

 

 

 

 

http://www.jetir.org/
https://ieeexplore.ieee.org/document/8675543/
https://ieeexplore.ieee.org/author/37085810836
https://ieeexplore.ieee.org/author/38469564900
https://ieeexplore.ieee.org/author/37680698500
https://ieeexplore.ieee.org/author/37267791500
https://ieeexplore.ieee.org/document/8642425/
https://ieeexplore.ieee.org/author/37086797892
https://ieeexplore.ieee.org/author/37086561476
https://ieeexplore.ieee.org/author/37086393415
https://ieeexplore.ieee.org/author/37070409000
https://ieeexplore.ieee.org/author/37086801531
https://ieeexplore.ieee.org/author/37086227295
https://ieeexplore.ieee.org/author/37086227295
https://ieeexplore.ieee.org/document/8471204/
https://ieeexplore.ieee.org/author/37085394279
https://ieeexplore.ieee.org/author/37332123300
https://ieeexplore.ieee.org/author/37332123300
https://ieeexplore.ieee.org/author/37298968000
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6570655


© 2019 JETIR May 2019, Volume 6, Issue 5                                                              www.jetir.org (ISSN-2349-5162) 

JETIRCD06025 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 153 
 

 

A NOVEL TRAFFIC MANAGEMENT SYSTEM 

USING CANNY EDGE DETECTION 
 

1
Ankit Kumar Mishra, 

2
Austin Emmanuel T, 

3
Jayashree S, 

4
Ms P Kokila 

1
Student, 

2
Student, 

3
Student, 4Assistant Professors 

1,2,3,4 
Information Science and Engineering 

1,2,3,4 
The Oxford College of Engineering, Bangalore, India  

 
 
Abstract: Currently the traffic control system in place in our country is non-flexible and non-adaptive to the ever-growing number 

of vehicles on the road. It does not take into account the changing traffic density during the different hours of the day. 
Consequently, the roads get congested frequently and intersections get blocked. Time and fuel, two highly important resources are 

wasted in this inefficient working of the present-day system. This system proposes a dynamic system that overcomes all these 

drawbacks. The Proposed system uses cameras installed at the red lights and intersections to monitor the traffic dynamically and 
then processes this information using image processing, computes the volume of the real time traffic, sets the timer of the signal 

accordingly. The system uses Canny Edge Detection algorithm to effectively calculate the traffic density and uses Arduino board 
and OpenCV to control traffic signals. The system also monitors if there is any scope of congestion at the intersection and adjusts 

the timer to prevent it. The entire system works autonomously and has a quick turnaround time, saving critical resources at every 
junction. 

 
Keywords: Image Processing, Canny Edge Detection Algorithm, Traffic density, Traffic control system 

 
I.INTRODUCTION 

 
As the population of the modern cities is increasing day by day, vehicular travel is increasing which is leading to congestion 

problem. Traffic congestion has been causing many critical problems and challenges in the major and most populated cities. Due 
to this traffic congestion there is more wastage of time. The steady increase in the number of automobiles on the road has 

amplified the importance of managing traffic flow efficiently to optimize utilization of existing road capacity. High fuel cost and 
environmental concerns also provide important incentives for minimizing traffic delays. The system is intended to overcome the 

drawbacks, which are there in the existing systems implemented until now for the traffic management system. This system uses 
cameras installed at intersections to monitor traffic dynamically. It then processes the extracted information using an algorithm 

called Canny Edge Detection, computes the volume of traffic and sets the timer of the signal accordingly. Canny Edge Detection 
is the best algorithm to detect the vehicles because it uses multi-stage algorithm to detect the captured images. It also monitors the 

scope of congestion at the intersection and adjusts the timer to prevent it. The entire system works autonomously and has a quick 
turnaround time, saving critical resources at every junction.  

Traffic congestion is a serious issue. In the existing system, signal times are fixed and it does not depend on the density of 
traffic. Large red light delays lead to traffic congestion. In this paper, a traffic control system is implemented in which signal 
timings are updated based on the traffic density. The system is using OpenCV and Arduino. Image processing of traffic video is 
done in OpenCV. The system uses Canny Edge Detection technique to compute the traffic density. 
 
II.PROBLEM STATEMENT 

 
With increase in the number of vehicles on the road today causes traffic congestion near junctions .The main effect of this 

matter is lot of time of the people is wasted on the road itself. At certain times in junctions, sometimes even if there is no traffic, 
people have to wait, because the traffic light remains red for the present time period, the road users should wait until the light 
turns to green. The present traffic control is not dynamic and predefined which does not relay on present traffic. 

 

 

PROPOSED SYSTEM 

 
The proposed system helps in changing the traffic lights dynamically, which helps in reducing the congestion of the traffic  

and more importantly, allows smooth functioning of the traffic. The proposed system changes RGB images to Gray-Scale images 

for further processing. Canny Edge Detection Algorithm is used for the edge detection. Images are smoothed by applying 

Gaussian filter. At last, with the help of white point count, the density of the traffic is calculated for various lanes, which helps in  
varying the time of the traffic signals. 

Advantages: 

 It reduces the manpower required to operate the traffic signals.

 It reduces the need for additional hardware that might incur extra cost.

 Use faster algorithms that will not delay the system when used in real time.

 Dynamic traffic signal times to regulate traffic based on traffic density. 
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Fig: Design Consideration of the Proposed System 
 

 

III.RESEARCH METHODOLOGY 

 

3.1  Modules Description 

 

Pre-processing of Captured Image 

 
Image pre-processing is performed to convert the raw images into more accessible form for edge detection. As Gray scale 

images have superior signal to noise ratio compared to RGB image, it is advantageous to convert RGB images into Gray scale 
for further processing. The following equation is used to convert each pixel in the image to its equivalent Gray scale form: 

 

I = 0.3R + 0.59G + 0.11B 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: RGB to Gray Scale Image Conversion 
 
Edge Detection 

 

Edge detection is used to identify distinct shapes. It is used for isolating different shapes of the vehicles from rest of the 
image. After comparing different edge detectors, Canny Edge Detector is found to be most suitable for this application. Images 
are smoothed by applying Gaussian filter to reduce unwanted texture and details. 

 

The Canny Edge Detection algorithm can be broken down into the five following steps:  
 Apply Gaussian filter to smoothen the image in order to remove the noise
 Find the intensity gradients of the image
 Apply non-maximum suppression to get rid of spurious response to edge detection
 Apply double threshold to determine potential edges
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 Track edge by hysteresis: Finalize the detection of edges by suppressing all the other edges that are weak and not 
connected to strong edges

 
The Canny algorithm contains a number of adjustable parameters, which can affect the computation time and effectiveness 

of the algorithm. 

 

 The size of the Gaussian filter: the smoothing filter used in the first stage directly affects the results of the Canny 
algorithm. Smaller filters cause less blurring, and allow detection of small, sharp lines. A larger filter causes more 
blurring, smearing out the value of a given pixel over a larger area of the image. Larger blurring radii are more useful for 
detecting larger, smoother edges – for instance, the edge of a rainbow.



 Thresholds: the use of two thresholds with hysteresis allows more flexibility than in a single-threshold approach, but 
general problems of thresholding approaches still apply. A threshold set too high can miss important information. On the 
other hand, a threshold set too low will falsely identify irrelevant information (such as noise) as important. It is difficult 
to give a generic threshold that works well on all images. No tried and tested approach to this problem yet exists. 

 

White Point Count 

 

A white point is a set of values or that serve to define the color "white" in image capture, encoding, or reproduction. It is 
used to calculate the traffic density by comparing the number of white pixels to the number of black pixels. This gives an 
estimation of the traffic density in the lane. 
 
 
 
 
 
 
 
 
 
 
 
 
 

White point count: 61659 pixels White point count: 13302 pixels 
 
 

 

Time allocation 

 
Time allocation is done based upon the white point count of the traffic on the road at that particular time. The number of 

white pixels of the edge detected image and total number of pixels gives the density percentage. 

 

%density= No. of white pixels 

Total no. of pixels 

 

 If the density is between 0 to 10% - green light is on for 10 seconds.

 If the density is between 10 to 50% - green light is on for 30 seconds.

 If the density is between 50 to 70% - green light is on for 40 seconds.

 If the density is between 70 to 90% - green light is on for 60 seconds.

 If the density is between 90 to 100% - green light is on for 90 seconds.
 
 
Arduino-Python Interfacing 

 
The system is based on OpenCV and Arduino. Camera captures the video. It is send to PC and opencv is used for image 

processing. It also consists of Arduino which controls the signal timings to which LED’s are connected. The entire algorithm for 
image processing is implemented in OpenCV. The hardware interface of Arduino is interfaced to OpenCV is through pyserial 
Software. After interfacing, density calculated is used to allocate time for the lanes. LEDs of each lane connected to Arduino 

glow based on time allocated. 

 

Configuring LED 

 
LED’s is used to represent the traffic signal of each traffic lane . Two arrays of LEDs with each array encompassing a red 

and a green LED for two lanes. Python programming language is used for image processing and Arduino development board is 

used to control the LEDs. The inputs of these LEDs are connected to the digital I/O pins of the Arduino. All of the pins have 
common ground connected to the ground of Arduino. LEDs are controlled by the output pins of the Arduino, which are 
controlled by the time, allocated to each consecutive lane.  
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3.2  Result Analysis 

 
In this section, the performance of the system is checked with respect to White Point Count, calculation of the Traffic 

Density and glowing of LEDs with respect to Arduino-Python interfacing after the Time Allocation. The Time Allocation for 
various lanes is accurate and it helps in performing the traffic control smoothly suggests the proposed system to be an efficient 

solution. The proposed system helps in reducing manpower required to operate the traffic signals. It reduces the need for 
additional hardware that might incur extra cost. The following table suggests the calculation of white point count, calculation of 

traffic density related to the white point count and time allocation for the respective LEDs for two lanes. 
 
 

 

Lanes White Point Count Traffic Density Time Allocation 

    
Lane 1 30720 10% 20 Seconds 

    

Lane 2 156600 50.97% 30 Seconds 
    

Lane 1 195643 63.68% 40 Seconds 
    

Lane 2 222278 72.35% 50 Seconds 
    

Lane 1 276940 90.1% 60 Seconds 
     

Table: Time Allocation for Signals based upon the calculated traffic density 

 
So, the table shows the variation and an improvement which indicates an efficient processing of the proposed system. 

 

3.3  Future Work 

 
In future work Raspberry pi microcontroller can be used which will directly integrate the opencv software there is no need 

to install the opencv in the system. With the help of raspberry pi we can provide the view of the traffic to the traffic controller 
room so that the green signal will be provided for the longer time in the required area during the signal in order to avoid the 
unnecessary waiting time during the signal. 

 

IV.CONCLUSION 

 

The system presents a novel approach, based on Canny Edge Detection (CED) algorithm to construct a traffic management 
system, with the aim of improving the traffic conditions. In this proposed system, the images are captured at intersections, and 

then they are processed using CED algorithm. After that, the calculation of the density of the traffic is done using the white point 
count, and dynamically the signal times are changed depending on the intensity of traffic. Therefore, the system autonomously 

controls the traffic, involving lower human power with virtually no new installation cost. This model is an attempt to detect the 
density of vehicles on road in real time. The implementation of the proposed system will help in attaining great accuracy. The 

increase in accuracy for the tested dataset will help a lot by avoiding the traditional edge detection methodology, which are not so 
effective in achieving the proper traffic management. Moreover, this will also contribute in a much faster overall computing 

process. 
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Abstract: The purpose of this project is to detect the emotion of a user by using three parameters i.e., PPG sensor, temperature 
sensor and GSR sensor. The proposed system monitors and processes PhotoPlethysmoGraph (PPG), Galvanic Skin Response 

(GSR) and temperature sensor values. A PPG sensor is used to estimate a person’s heart rate, a GSR sensor  
isusedtodetecttheperson’sskinconductanceandthetemperaturesesorisusedtogettheuser’ body temperature. An Arduino 
microcontroller is paired with an Android device via a Bluetooth Low Energy (BLE) wireless connection, to monitor the signals 

received from the Arduino microcontroller. All these signals are received in the android app where it detects and shows the 
emotion of the user. Such a system could be used in hospitals, for home-care, or by athletes, students, and people suffering from 

heart diseases. However, the primary audience is vulnerable people who need home-care.  
 
Index Terms - PhotoPlethysmoGraph (PPG), Galvanic Skin Response (GSR), Temperature sensor, Emotion, Android App 

and Vulnerable People.  
 

I. INTRODUCTION 
 

The Emotion Detector project is divided into two parts, the Arduino circuitry and the Android application. Hence, the system 

consists of two subsystems; the first subsystem is composed of an Arduino microcontroller and three sensors (i.e. PPG, 

Temperature and GSR sensors), while the second subsystem is composed of an Android monitoring application. Generally 
speaking, all signal acquisition will be done within the Arduino microcontroller subsystem. Android (4.3+) is the platform used 

to develop the application, while the Android device is simply a receiver and a sender. It receives the PPG, GSR and 

Temperature sensor readings along with the heart rate as it sends the start/stop command for the acquisition of each signal to 
the Arduino microcontroller. The Android application then plots the corresponding waveforms, and processes them to extract 

related parameters. The inter-communication between the Arduino microcontroller and the Android device is established 

through a BLE connection. The GSR sensor that is used has Grove connectors, thus a Grove shield is needed for pairing it with 

the Arduino microcontroller. The Grove shield identifies the corresponding pins of the Arduino microcontroller, and allows the 
connection of additional sensors and/or other shields. The team was able to accomplish all of the proposed milestones. A 

working circuit consisting of an Arduino UNO microcontroller, a PPG sensor, a GSR sensor, a temperature sensor and a BLE 

module was developed. The GUI of the Android application was developed, and the application’s functionalities were 
implemented. Also PPG, Temperature and GSR signals were successfully displayed on the developed application. Application 

users would now be able to register multiple patients’ profiles, connect to the Arduino microcontroller, monitor the PPG and 

GSR signals, and share information with a selected emergency contact. 
 
II. OBJECTIVES 

 
Emotions represent the mood of a person. They are influenced by personality and temperament and determine the behaviour of a 

person, being closely linked to the nervous system. A definition according to Daniel Schechter says that emotions are positive or 

negative experiences that are associated with a particular pattern of psychological activity. In the current context, the trend in 

technology is tilted largely towards developing applications that increase the comfort of people and the interaction between humans 

and computers. Everything becomes more oriented to mobile applications. Our purpose was to develop a practical mobile application 

which determines the mood of users, based on several essential physical parameters collected from sensors. Moreover, the application 

acts as a recommender system, by suggesting the user musical items according to their mood. According to medicine and psychology, 

emotions are generated by the same central nervous system that controls the entire body, so if a person is experiencing different 

moods, the system increases or decreases the oxygen levels in the muscles, temperature or pulse. It works like an automatic system. A 

team of researchers from Aalto University, Finland has found that body temperature changes depending on the mood of the individual 

due to system response and nervous emotions, as set out in. Furthermore, their research is resumed in a diagram of the human body 

showing how temperature changes in different emotions. 
 
III. METHODOLOGY 
 

To ensure synchronous transmission and minimize transmission delays, the rate at which the points were transmitted was made 

equal to the sampling rate of the analog data from the sensor. This was done using the same interrupt timer for both the 
sampling and transmission processes. The timer was set as such that it interrupted every 2ms (sampling period) to sample a 
PPG point and then send right away through the serial UART port to the application.  
When dealing with the serial transmission of the points, each waveform point was sent followed by a heart rate value 
corresponding to an approximated number of points between the first and the second peak of the PPG signal (the distance 
between the peaks represents an inter-beat interval). An Arduino loop function was used to facilitate continuous transmission 

of data to the real-time monitoring system. 
 
Moreover, to make the monitoring more informative and efficient, heart rate variability was also investigated using 5 common 
(HRV) parameters for normal R-R heartbeat (NN) intervals 6. They are as follows:  
- Mean of the NN intervals 

- Standard deviation (SD) of the NN intervals 

- The Coefficient of Variation (CV) of the NN intervals (the ratio of the standard deviation to the mean)  
• The Standard Deviation of Successive Differences (SDSD) of NN intervals 
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•   
 
 
 
 
 

 
Where: 

i = interval index, 

n = number of total intervals,  
(n – 1) = number of interval differences,  

• The Root Mean Square of Successive Differences (RMSSD) of NN intervals  
 
 
 
 

 

Where: 

i = interval index,  
n = number of total intervals, 

(n – 1) = number of interval differences. 

 
For analyzing the GSR signal, four parameters were used: 

- Mean 

- Standard deviation  
- Kurtosis 

- Skewness  
The mean of the signal represented its baseline. The standard deviation indicated changes in the signal relative to its baseline. 
Kurtosis, was used to measure the flatness of the signal relative to the normal distribution. Generally, a positive value for kurtosis 
indicates that the signal is Leptokurtic (more flat than the normal distribution) while a negative value means the signal is less flat 

than the normal distribution, or platykurtic. The implemented formula for Kurtosis is the following 
 
 
 
 
 

 

Skewness was determined to indicate the symmetry of the GSR signal relative to its baseline. A positive skewness would indicate 
that the signal is skewed to the right while a negative. 
 
 
 
 
 
 

 

IV. SYSTEM DESIGN 
 

4.1 Design Consideration  
The design considerations are formulated to bring to the attention of the designers in applying the universal accessibility 
design principles and requirements to buildings and facilities. They can also be used to identify barriers in existing buildings. 

The design considerations are categorized into sub groups and presented as bullet points for ease of reference. The respective 
best practices section for key issues in each sub-group has been indicated. In addition to academic principles and theories, 

these considerations have also incorporated practical findings as discussed in Section 4 in the case studies, the analysis from 
the surveys, and the interviews with users and professionals. Several structural design considerations should be taken into 

account for economical and efficient welding. Many of these apply to other joining methods, and all apply to both 

subassemblies and the complete structure. 
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4.2 Block Diagram  
A block diagram is a diagram of a system in which the principal parts or functions are represented by blocks connected by 
lines that show the relationships of the blocks. They are heavily used in engineering in hardware design, electronic design, 

software design, and process flow diagrams. Block diagrams are typically used for higher level, less detailed descriptions that 
are intended to clarify overall concepts without concern for the details of implementation. Contrast this with the schematic 

diagrams and layout diagrams used in electrical engineering, which show the implementation details of electrical components 
and physical construction.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 4.2 Block diagram of Emotion Detector 
 

 

4.3 System Architecture 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 4.3 System Architecture of the Proposed System 
 
 
A system architecture or systems architecture is the conceptual model that defines the structure, behavior, and more views of a 
system.[1] An architecture description is a formal description and representation of a system, organized in a way that supports 
reasoning about the structures and behaviors of the system. 
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A system architecture can consist of system components and the sub-systems developed, that will work together to implement the 
overall system. There have been efforts to formalize languages to describe system architecture, collectively these are called 
architecture description languages (ADLs). 
 
V. TEST CASES AND ANALYSIS 
 
5.1 Test Cases 
 

 

Test Test Case Description Expected output Actual output Status 

ID     

     
1 The User enters their details A message should show telling the A message is shown telling PASS 

 and clicks register. user they are registered. the user they are registered  

     
2 User Enters correct Login ID The user should be directed to the The user is directed to the PASS 

  Monitoring page monitoring page  

     
3 User enters wrong login ID The User is asked to register first The user is asked to PASS 

   Register  

     
4 The user is asked to grant If the user clicks deny, user should The user is directed back PASS 

 permission to the  app to use direct back to login page to login page  

 blue tooth    

     
5 The user is asked to grant If the user clicks Accept it moves to The focus moves to PASS 

 permission to the  app to use the monitoring page monitoring page  
 blue tooth    

     
6 The user tries to connect to a If the module is present it should The Bluetooth module PASS 

 Bluetooth module connect connects  

     
7 Trying to get PPG sensor The values should be shown on the The values are shown on PASS 

 values screen the screen  

     
8 Trying to get Temperature The values should be shown on the The values are shown on PASS 

 sensor values screen the screen  

     
 
 
 

VI. RESULTS AND DISCUSSION 

 
6.1 Results of Descriptive Statics of Study Variables 

 
The Mood Detector application is designed to detect the mood of the user by analyzing 3 physical parameters (pulse, skin electro 

conductivity and temperature) and by using a machine learning algorithm which is trained with data from the users. The 
application has been tested repetitively until the results generated by the learning algorithm have been validated 100%, thus 

confirming that the machine learning algorithms provides the correct output. The measuring device can be improved in order to 
obtain smaller dimensions, so it can be worn on the wrist, similar to fitness bracelets designed for athletes. The application can be 

extended on other platforms such as iOS or Web platform. Also, the music database can be extended to a richer playlist, and the 
application can be reconsidered so as to recommend things in varied fields such as books, movies, theater, events, or places. 
 
 
6.2 Inference 

 
The Mood Detector application is designed to detect the mood of the user by analyzing 3 physical parameters (pulse, skin electro 

conductivity and temperature) and by using a machine learning algorithm which is trained with data from the users. The 
application has been tested repetitively until the results generated by the learning algorithm have been validated 100%, thus 

confirming that the machine learning algorithms provides the correct output. The measuring device can be improved in order to 
obtain smaller dimensions, so it can be worn on the wrist, similar to fitness bracelets designed for athletes. The application can be 

extended on other platforms such as iOS or Web platform. Also, the music database can be extended to a richer playlist, and the 

application can be reconsidered so as to recommend things in varied fields such as books, movies, theater, events, or places. 
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6.3 Future Work 

 

We can add better algorithm of machine learning or deep learning algorithm for larger amount of data with more accuracy. Later 
we can try to predict in how many days it will take to cure a person. This can be used in cooperate world for knowing different 
emotional behaviour of employee for providing them better ways of motivation. 
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Abstract– Load Balancing and Resource utilization are two important factors of DFS(Distribution File 

System). HDFS(Hadoop Distribution File System) plays a key role in Cloud computing environment and 

BigData analytics. In the present DFS, the file chunk distribution is dependent on central node which is 

susceptible for bottleneck and single point of failure. HDFS Uses 3 types of nodes Viz., namenode, 

secondary namenode and datanode to overcome single point failure. In this paper, the challenges faced in 

DFS are analyzed and a novel algorithm is proposed to address them. The imbalance in data access is due to 

the conventional parallel file system striping policies used for unevenly distribution of  data among storage 

nodes.To overcome this HDFS stores each data unit, referred as chunk file, with several copies based on a 

relative random policy, which can result in an even data distribution among storage nodes . Based on the 

data retrieval policy in HDFS, if a storage node contains more requested data, the probability of accessing 

that node will be high resulting in bottleneck situation.To reduce the imbalanced access of dataOpass 

method is used. Opass adopts new matching-based algorithms to match processes to data so as to compute 

the maximum degree of data locality and balanced data access. Furthermore, to retrive the data fastly 

distribution algorithm and map reduce techniques are used.  

 

IndexTerms – Parallel data access, Distributed file system, HDFS, MapReduce. 

 

I.INTRODUCTION  

A file system is a process that manages data 

storage and access on a hard disk drive(HDD). 

Distributed file systems such as GFS, HDFS, QFS 

or ceph, could be directly deployed on the disks of 

cluster nodes to reduce data movements. When 

storing a data set, distributed file systems will 

usually divide the data into small chunk files and 

randomly distribute them with several identical 

copies. Hadoop is an open source distributed 

processing framework that manages data 

processing and storage for big data applications 

running in clustered systems.The Hadoop 

Distributed File System (HDFS) is the primary 

data storage system used by Hadoop applications. 

It employs aNameNode and DataNode 

architecture to implement a distributed file system 

that provides high performance access to data 

across highly scalable Hadoop clusters. When 

retrieving data from HDFS, a client process will 

attempt to read the data from the disk that it is 

running on. If the required data is not on the local 

disk then the process will read from another node 

that contains the required data. The data requests 

from the parallel processes are referred to as 

parallel data requests. These data requests can be 

issued from Hadoop MapReduce applications, but 

also from MPI applications [2]. MapReduce is a 

programming framework that allows the user to 

perform distributed and parallel processing on 

large data sets in a distributed environment. Map 

Reduce consists of two distinct tasks – Map and 

Reduce. The message passing interface is a 

standardized means of exchanging messages 

between multiple computers running a parallel 

program across distributed memory.  

Unfortunately, the data requests from parallel 

processes or executors in big data processing will 

be served in an imbalanced fashion on the 

distributed storage servers and these parallel 

requests over the storage will compete for shared 

resources. Parallels Access is the simplest,fastest, 

and most reliable way to remotely access all your 

Windows/Mac applications and files on your 

iPhone, iPad, or Android phone or tablet. The 

Hadoop file system can allow parallel programs to 

access data by using its libHDFS library. The I/O 

interface, like hdfsread and hdfswrite, will be used 

to read/write data from/to HDFS. Another method 

is to use an I/O virtual translation layer to 

translate the parallel I/O operations. [1] Load 

balancing concept in a distributed system and a 

fully distributed load balancing algorithm mainly 

overcomes the load imbalance problem by using 

load balance Nearest Search algorithm but 

couldn’t achieve Downtime, Limited control and 
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Vendor lockin.[2] DataMPI, which provided 

following MPI specifications: Dichotomic, 

Dynamic, Data-centric, and Diversified features 

.It provides advantages in performance and 

flexibility, but not able to reduce I/O response 

time, So SCALER is used. [3] SCALER, which 

allows MPI based applications to directly access 

HDFS without extra data movement and achieves 

the design goal efficiently such as Scalable 

parallel file write performance, Reducing I/O 

response time and Effective buffer for burst write 

workload. But this system is not suitable for small 

files. [4] A new methodology for managing read-

write file sets across multiple file servers of a 

Distributed File System, thus balancing the load 

of file access requests across servers.It uses rule-

based data mining technique and graph theory 

algorithms. 
 

In section 2 represents an overview of HDFS andh 

MapReducing technique followed in document by 

section 3 that presents related work and followed 

by section4 presents existing models on HDFS. 

Various open research issues are presented in 

Section 5. Section 6 presents about opass 

technologies. A results explanation is given in 

Section 7 followed by concluding remarks in 

Section 8 .  

 

II. HDFS AND MAPREDUCING 

TECHNIQUE  
The Hadoop Distributed File System (HDFS) is a 

distributed file system designed to run on 

commodity hardware. It is highly fault-tolerant 

and provides high throughput access to 

application data. It is designed to be deployed on 

low-cost hardware and is suitable forapplications 

that have large data sets. It is designed to reliably 

store very large files across machines in a large 

cluster. It stores each file as a sequence of blocks. 

The blocks of a file are replicated for fault 

tolerance. The block size and replication factor 

are configurable per file. An application can 

specify the number of replicas of a file. The 

replication factor can be specified at file creation 

time and can be changed later. Files in HDFS are 

write-once and have strictly one writer at any 

time.

Fig 1. HDFS Architecture  

HDFS has master/slave architecture.As shown in 

fig1, an HDFS cluster consists of a single 

NameNode which is a master server that manages 

the file system namespace and regulates access to 

files by clients and there are a number of 

DataNodes, usually one per node in the cluster, 

which manage storage attached to the nodes that 

they run on. The NameNode and DataNode are 

pieces of software designed to run on commodity 

machines. 

These machines typically run a GNU/Linux 

operating system (OS). HDFS is built using the 

Java language; any machine that supports Java 

can run the NameNode or the DataNode software. 

Usage of the highly portable Java language means 

that HDFS can be deployed on a wide range of 

machines. A typical deployment has a dedicated 

machine that runs only the NameNode software. 

Each of the other machines in the cluster runs one 

instance of the DataNode software. 

The architecture does not preclude running 

multiple DataNodes on the same machine but in a 

real deployment that is rarely the case. HDFS 

exposes a file system namespace and allows user 

data to be stored in files.Internally, a file is split 

into one or more blocks and these blocks are 

stored in a set of DataNodes. The DataNodes are 

responsible for serving read and write requests 

from the file system’s clients. It also performs 

block creation, deletion, and replication upon 

instruction from the NameNode.The NameNode 

executes file system namespace operations like 

opening, closing, and renaming files and 

directories and makes all decisions regarding 

replication of blocks.It also determines the 

mapping of blocks to DataNodes. It periodically 

receives a Heartbeat and a Block report from each 

of the DataNodes in the cluster.Receipt of a 

Heartbeat implies that the datanode is functioning 

properly. 
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Fig2. Operation of MapReduce  

 

Hadoop MapReduce is a software framework 

which is basically used for easy writing 

applications to process vast amounts of data in-

parallel on large clusters of commodity hardware 

in a reliable and fault-tolerant manner. A 

MapReduce job usually splits the input data-set 

into independent chunks which are processed by 

the map tasks in a completely parallel manner as 

shown in fig2. The framework sorts the outputs of 

the maps, which are then input to the reduce tasks. 

Typically both the input and the output of the job 

are stored in a file-system.The framework takes 

care of scheduling tasks, monitors them and re-

executes the failed tasks.Typically, the 

MapReduce framework and the Hadoop 

Distributed File System are running on the same 

set of nodes. 

This configuration allows the framework to 

effectively schedule tasks on the nodes where data 

is already present, resulting in very aggregate 

bandwidth across the cluster.The MapReduce 

framework consists of a single master JobTracker 

and one slave TaskTracker per cluster-node.The 

master is responsible for scheduling the jobs' 

component tasks on the slaves, monitoring them 

and re-executing the failed tasks.The slaves 

execute the tasks as directed by the master. 

The MapReduce framework operates on <key, 

value> pairs, that is, the framework views the 

input to the job as a set of <key, value> pairs and 

produces a set of <key, value> pairs as the output 

of the job, conceivably of different types.The key 

and value classes have to be serializable by the 

framework and hence need to implement the 

Writable interface and also need to implement the 

WritableComparable interface to facilitate sorting 

by the framework.  

 

 

 

III.RELATED WORK  
 

Radha G. Dobale[1] discussed the load balancing 

concept in a distributed manner and a fully 

distributed load balancing algorithm is proposed 

to cope with the load imbalance problem. The 

load balance Nearest Search algorithm is used to 

migrate one user’s whole file into any other node 

instead of partitioning a file into a no. of chunks. 

Radha G. Dobale[1] achieved Load 

balancing,Scalability,Availability and 

Maintenance, but couldn’t achieve Downtime, 

Limited control and Vendor lockin.  

Xiaoyi Lu[2] proposed DataMPI, which provided 

following MPI specifications: Dichotomic, 

Dynamic, Data-centric, and Diversified 

features.Performance experiments showed that 

DataMPI has significant advantages in 

performance and flexibility,while maintaining 

high productivity, scalability, and fault tolerance 

of Hadoop. 

Xiaoyi Lu[3] was not able to reduce I/O response 

time. Xi Yang[3] introduced a system solution, 

named SCALER, which allows MPI based 

applications to directly access HDFS without 

extra data movement.SCALER supports N-1 file 

write at both the inter-block level andintra-block 

level.Experimental results confirm that SCALER 

achieves the design goal efficiently such as 

Scalable parallel file write performance,reducing 

I/O response time and Effective buffer for burst 

write workload. Here, this system is not suitable 

for small files. 

Valeria Cardellini[4] proposed system that 

reviewed the state of art in load balancing 

techniques on distributed web server systems and 

analyzed the efficiencies. Popular websites 

canneither rely on a single powerful server nor on 

independent mirrored servers to support the ever 

increasing request load. Scalability and 

availability can be provided by the distributed 

web server architecture that schedule client 

requests among the multiple server nodes in a 

usertransparent way. The proposed system was 

able to eliminate server overhead and bottleneck 

but had limited applicability, increased latency 

time and dispatcher bottleneck.  

Amit Gajbhiye[5] discussed about Global 

ServerLoad Balancing with Networked Load 

Balancers for Geographically Distributed Cloud 

Data-Centres and critically analysed the state-of-

the arttechniques used for Global Server 

LoadBalancing   and  have  proposed  a novel 

model of    
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networked load balancers for load balancing 

across the datacenters in cloud computing 

environment. The proposed model overcomes the 

shortcomings of existing DNS based load 

balancing by considering current load status of 

datacenter, by making time to live of DNS server 

cache redundant and by finding the exact location 

by real IP of end user. The proposed system 

achieved Load balancing with networking among 

load balancers in datacenters in distributed 

environment, A novel load calculation was done 

and Response time was reduced to transfer the 

request across multiple datacenters. The system 

was unable to Deploy the model in real time 

environment.  

Alexandra Glagoleva [6] presented a new 

methodology for managing read-write file sets 

across multiple file servers of a Distributed File 

System, thus balancing the load of file access 

requests across servers. The proposed 

methodology is based on a rule-based data mining 

technique and graph theory algorithms. The rule-

based technique generates rules from access 

request data to identify present file access patterns 

in the system. The algorithm for fileset relocation 

is based on the graph coloring problem. 

 

IV.EXISTING SYSTEM MODELS 
 

1.MapReduce technique for parallel-automata 

analysis of large scale rainfall data: 

MapReduce is a technique for executing 

exceedingly parallelizable and distributable 

algorithms across huge datasets utilizing countless 

PCs. Utilizing MapReduce with Hadoop, the 

large-scale rainfall could be determined without 

adaptability issues. Vast scale rainfall information 

assumes an imperative part in farming field thus 

early expectation of rainfall is important for the 

better financial development of a nation. 

information for accurate rainfall Big Data 

innovation like Hadoop have developed to fathom 

the difficulties and issues of huge information 

utilizing distributed computing.  

In this model the huge scale rainfall information is 

anticipated by utilizing MapReduce system which 

plays out the capacities which are required and 

decrease the task to get proficient arrangements 

through taking the information and isolating into 

smaller tasks. The three Regression Automata 

(RA) algorithms such as Linear Regression 

automata, Support Vector Regression Automata 

and Logistic Regression Automata are utilized to 

forecast the future esteem of large scale rainfall 

data. This model also serves as a tool that takes in 

the rainfall information from diminished 

information as input and predicts the future 

rainfall. The outcomes obviously demonstrate that 

the all the three RA models can anticipate the 

rainfall productively in different terms, such as, 

error rate, coefficients and mean square error.  

 
Fig 3. Map reduce technique for parallel-automata 

analysis. 

 

2.Unstructured Data Analysis on Big Data 

using Map Reduce:  

Large amount of unstructured data needs 

structural arrangement for processing the data. 

Hadoop is binary compatible with Map reduce. 

Map Reduce is a shuffling strategy to perform 

filtering and aggregation of data analysis tasks. 

Map is nothing but the filtering technique used for 

filtering the datasets and similarly Reduce is a 

technique used for aggregation of data sets. In the 

real time scenario, the volume of data used 

linearly increases with time.  

Social networking sites like Facebook, Twitter 

discovered the growth of data which will be 

uncontrollable in the future. In order to manage 

the huge volume of data, the proposed method 

will process the data in parallel as small chunks in 

distributed clusters and aggregate all the data 

across clusters to obtain the final processed data. 

In Hadoop framework, MapReduce is used to 

perform the task of filtering, aggregation and to 

maintain the efficient storage structure. The data 

are preferably refined using collaborative 

filtering, under the prediction mechanism of 

particular data needed by the user.Collaborative 

Filtering Technique is used to generate 

recommendations based on user data. Sentiment 

Analysis is a technique which uses natural 
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language processing and Text analysis techniques 

for predicting the user sentiments based on 

polarity. 

The proposed method is enhanced by using the 

techniques such as sentiment analysis through 

natural language processing for parsing the data 

into tokens and emoticon based clustering. The 

process of data clustering is based on user 

emotions to get the data needed by a specific user. 

The results show that the proposed approach 

significantly increases the performance of 

complexity analysis.  

 

3.Mining on Big Data Using Hadoop 

MapReduce Model:  

The proposed hadoop model consists of five tools 

namely data preprocessing, data migration with 

sqoop, data analytics with hive, data analytics 

with pig and data analytics with map reduce.Data 

preprocessing module is used to create data set for 

making item-set of product. 

 
Fig 4. MRAP Technique for Date Restructuring 

 

The data migration with sqoop module is used to 

transfer the dataset into Hadoop. Sqoop is a tool 

for transferring data between databases and 

Hadoop. With the help of this module the dataset 

is fetched into Hadoop using sqoop tool. Sqoop is 

used to perform many functions, such as to fetch 

the particular column or to fetch the dataset with 

specific condition that will be supported by sqoop 

tool and data will be stored in Hadoop.Data 

analytic with hive module is used to 

analyzestructure language.Hive is a data ware 

house system for Hadoop. 

 It runs structured query language (SQL) like 

queries called hive query language (HQL). The 

HQL is converted internally to map reduce jobs. 

Hive was introduced by Facebook.Hive supports 

functions like data definition language (DDL), 

Data manipulation language (DML) and user 

defined functions. In this module the dataset is 

analyzed using hive tool which will be stored in 

Hadoop. To analyze dataset hive is used with 

HQL.Using hive Partition, Bucketing can be 

performed.The module of data analytic with pig is 

also used to analyze data set. 

Apache pig is a high level data flow platform to 

execute map reduce programs with Hadoop. Data 

analytic with map reduce module is also used 

analyze data set with map reduce. Map reduce is a 

processing technique using program model of java 

for distributed computing. The map reduce 

algorithm contains two important tasks such as 

map and reduce. The task map is used to map with 

chart, record, plot, drawing, plan and diagram etc. 

Whereas task reduce is used to minimize the 

dimension.  

Fig 5. Hadoop MapReduce Technique on mining 

 

V.ISSUES IN HADOOP MAPREDUCE 
Challenge 1: lack of performance and scalability 

The hadoop mapreduce programming model do 

not provide a fast, scalable distributed resource 

management solution. Organisations require a 

distributed Mapreduce solution that can deliver 

competitive advantage by solving wider range of 

data intensive analyticproblems faster. The 

mapreduce implementation should help 

organizations run complex datasimulation with 

submillisecond latency,high data throughput and 

Thousands of mapreduce tasks completed per 

seconds depending on complexity.  

Challenge2:Lack of flexible resource 

management. The hadoop MapReduce 

programming model are not able to react quickly 

to real time changes in application or user 

demands. Based on the volume of tasks, the 

priority of the job and time varying resource 

allocation policies, mapreduce jobs should be able 

to quickly grow or shrink the number of 
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concurrently executing tasks to maximize 

throughput,performance and cluster utilization 

while respecting resource ownership and sharing 

policies.  

 

Challenge3: Lack of application deployment 

support. The hadoop MapReduce programming 

model do not make it easy to manage multiple 

application integrations on production-scale 

distributed system with automated application 

service deployment capability.  

 

Challenge4: Lack of quality of service 

assurance.The hadoop Mapreduce programming 

model are not optimized to take full advantage of 

modern multicore servers.The implementation 

shouls allow for both multithreaded an single 

threaded tasks and be able to schedule them with a 

view to maximize cache effectiveness and data 

locality into consideration.  

 

Challenge 5: Lack of multiple data source support  

The hadoop Mapreduce programming model only 

support a single distributed file system, the most 

common being HDFS. A complete 

implementation of the MapReduce programming 

model should be flexible enough to provide data 

access across multiple distributed file systems. In 

this way,existing data does not need to be moved 

or translated before it can be processed. 

MapReduce services need visibility to data 

regardless of where it resides. 

 

Challenge 6: Privacy and security challenges  

There are issues in auditing, access control. 

Authentication and privacy when performing 

mapper and reducer jobs.  

To solve the mentioned challenges in this 

section,the following opass methodologies are 

used. 

VI. METHODOLOGY 

1. Encoding Process: 

The parallel data read requests can be served in a 

balanced way through maximizing the degree of 

data locality read. To achieve this, we retrieve data 

distribution information from storage and build the 

locality relationship between processes and chunk 

files, where the chunk files will be associated with 

data processing operators/ tasks according to 

different parallel applications[16]. 

Map reduce background: MapReduce is a 

programming model suitable for processing of 

huge data. Hadoop is capable of running 

MapReduce programs written in various 

languages: Java, Ruby, Python, and C++. 

MapReduce programs are parallel in nature, thus 

are very useful for performing large-scale data 

analysis using multiple machines in the cluster. 

MapReduce consists of several components, 

including:  

 Job Tracker -- the master node that 

manages all jobs and resources in a cluster 

 Task Trackers -- agents deployed to each 

machine in the cluster to run the map and 

reduce tasks. 

 

 
 

Fig 6.  A bipartite matching example of processes 

and chunk files[16]. 

 JobHistoryServer -- a component that 

tracks completed jobs, and is typically 

deployed as a separate function or with 

Job Tracker. 

 

The basic architecture of map reduce is as shown 

in fig 2. The term MapReduce actually refers to 

two distinct jobs that Hadoop programs perform. 

The first is the map job, which takes a set of data 

and converts it into another set of data, where 

individual elements are broken down into tuples 

(key/value pairs). The reduce job takes the output 

from a map as input and combines those data 

tuples into a smaller set of tuples. Both these 

functions can be prototyped as follows:  

Map(K1,V1)→[(K2,V2)].  

Reduce(K2,{V2})→[(K3,V3)].  

When a file is divided into equal sized blocks 

(64MB-128MB) and each block is assigned to a 

cluster, the job tracker starts a map task for each 

data block and typically assigns it to the task 

tracker on the machine. Each data block will have 

a mapper. Each mapper will have a corresponding 

reducer. The mapper performs map function and 

we get the intermediate results. This intermediate 

results enters the reduce phase. The reducer 

performs reduce function. The results of all task 

tracker are combined to get the output. 
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Matching-Based Algorithm for Tasks with Multi-

Data Inputs is used for encoding process. This 

algorithm is accessed through port number 50070. 

 

2. Optimizing Parallel Single Data Accessin 

DFS: 

The overall execution time for parallel data 

analysis will be decided by longest running 

process.For a single task with multiple data inputs 

as shown in fig 7, the required inputs may be 

placed on a multiple data nodes, which imply that 

some of the data associated with given task may 

be local to the process assigned to that task and 

some might be remote so, tasks with multiple 

inputs will complicate the matching of processes 

to data. we propose a novel matching based 

algorithm for this type of parallel data accesses. 

Our algorithm aims to associate each process with 

data processing tasks, such that a large amount of 

data can be read locally. We assign each process 

with the equal number of tasks for parallel 

execution. Our algorithm achieves the optimal 

matching value from the perspective of each 

process. To begin, we compute the amount of co-

located data associated with each task and each 

process and encode these values as the matching 

values between them and we will find a task . 

 
 

Fig 7. The matching-based process-to-file 

configuration for single-data access[16]. 

3. Optimizing Parallel Multi-Data Read Access 

in DFS:  

In previous method we are accessing single data 

but here we are accessing multiple data.We 

propose a novel matching based algorithm for this 

type of parallel multi-data read access. Our 

algorithm aims to associate each process with data 

processing tasks such that a large amount of data 

can be read locally.  

 

 

4.Opass for Parallel Data Read Access in DFS: 

 

HDFS uses an r-way replication to providehigh 

availability. Files in HDFS are referred as chunks 

 
 

Fig 8 The process-to-data matching example for 

multiple data assignment[16]. 

 and each chunk will  be copied to r DataNodes. 

When a read request is initiated for a chunk, by 

default, the NameNode will return a sorted list of 

DataNodes that holds the requested chunk. The 

nearest Data Node will be picked to serve the 

read request. When the degree of imbalance 

crosses a pre-defined threshold, we will replace 

the default locality driven read strategy with our 

matching based method.  

Distribution algorithm is used to evenly distribute 

the read requests for file’s chunks.In fig 

9,Capacity is determined by each Data Node’s 

current number of chunks served and the number 

of chunks of newly requested file. Expected 

matching is denoted in red doted line. 

Fig 9. Balanced file read requests matching using 

network flow[16]. 

 

Algorithm1.Algorithm to read chunks in 

distributed file system. 

Let the file f consists of m chunks stored on n 

DataNodes. 
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Let the set NP ={np0,np1,…,npn-1} represent the 

current number of chunk data requests served by 

data nodes. 

Let the set P ={p0,p1,…,pn-1}represent the number 

of chunk data requests for file F that the data 

nodes will serve. 
Let the set l={l0,l1,….ln-1} represent the number of 

chunks of F that each Data nodes holds. 

Input: m,n,P,NP; Output: P 

Steps: 

Find the maximum number of read requests 

served by current data bodes: npj=Max(nP) 

\* assign m chunks to n data nodes */ 

For npi in NP and npi<npjdo 

if npj- npi>lithen  

pi = li ; m=m-pi; 

else 

pi = npj- npi ; m=m-pi; 

end if 

while m>0 do 

for npi in PC and m>0 do 

if pi< li then 

pi= pi+1; m=m-1 

end if 

end for 

end while 

 

Algorithm2.Dijkstra's algorithm  

1. Mark all nodes unvisited. Create a set of 

all the unvisited nodes called the unvisited 

set. 

2. Assign to every node a tentative distance 

value: set it to zero for our initial node 

and to infinity for all other nodes. Set the 

initial node as current. 

3. For the current node, consider all of its 

unvisited neighbours and calculate 

their tentative distances through the 

current node. Compare the newly 

calculated tentative distance to the current 

assigned value and assign the smaller one. 

For example, if the current node A is 

marked with a distance of 6, and the edge 

connecting it with a neighbour B has 

length 2, then the distance 

to B through A will be 6 + 2 = 8. If B was 

previously marked with a distance greater 

than 8 then change it to 8. Otherwise, 

keep the current value. 

4. When we are done considering all of the 

unvisited neighbours of the current node, 

mark the current node as visited and 

remove it from the unvisited set. A visited 

node will never be checked again. 

5. If the destination node has been marked 

visited (when planning a route between 

two specific nodes) or if the smallest 

tentative distance among the nodes in 

the unvisited set is infinity (when 

planning a complete traversal; occurs 

when there is no connection between the 

initial node and remaining unvisited 

nodes), then stop. The algorithm has 

finished. 

6. Otherwise, select the unvisited node that is 

marked with the smallest tentative 

distance, set it as the new "current node", 

and go back to step 3. 

 

VII. RESULT:  
To test OPASS on parallel processing 

applications, we record the I/O time taken to read 

each chunk files by comparing with three matrics, 

the average sI/O time taken to read all chunk files, 

the maximum I/O time and the minimum I/O time 

as shown in fig 10,11. Fig 10. represents reading 

data from HDFS without implementing opass . 

This shows that the I/O time become more variant 

has the cluster size increases. the maximum I/O 

time increases drastically while the minimum I/O 

time remains constant.For instance, on the 16 

node to 80 node cluster the maximum I/O time to 

read a chunk file reaches from 7 X to 18X. This is 

not suitable for parallel programs which has 

longest operation for 

execution. 

 

 
I/O Time(seconds) W/O Opass

 
 

Fig 10.Read data from HDFS without Opass. 
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Fig. 11. Read data from HDFS with Opass. 

With the use of Opass, as shown in Fig. 11, the 

I/O performance remains constant as the cluster 

sizeincreases, with an average I/O time of 

around0.9 seconds. With the use of Opass, the I/O 

time during the entire execution is approximately 

oneto two seconds. In all, the average I/O 

operation time with the use of Opass is a quarter 

of that without opass. 

VIII. CONCLUSION  
In this paper the problems of parallel data 

reads/writes on distributed file systems is analysed 

due to the lack of consideration of data 

distribution, parallel data requests are often 

servedin an imbalanced and remote fashion. 

To overcome the imbalance fashion in distributed 

file system ,opass methods are used.The data 

retrieve is improved by 10% compared to existing 

system. 

In future, on hadoop for dynamic and iterative 

processing we are trying to identify the data 

changes whenever there is a dynamic updation 

using FP algorithm.  
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Abstract : Sparse-representation based classification (SRC) has been appearing great execution for face recognition as of late. Be 

that as it may, SRC isn't great at face recognition with low-quality pictures (e.g., camouflaged, undermined, impeded, etc.) which 

regularly show up in handy applications. To take care of the issue, In Face Recognition using low quality images(FRULQI), we 

propose a novel SRC based strategy for face recognition with low-quality images. In SLCR, we use low-position grid recuperation 

on the preparation dataset to acquire low-position segments and non-low-position segments, which are utilized to develop the word 

reference. The new dictionary is equipped for depicting facial element better, particularly for low- quality face tests. Besides, the 

base class-wise recreation remaining is utilized as the acknowledgment rule, prompting a generous enhancement for the proposed 

SLCR's execution. Broad trials on benchmark face databases exhibit that the proposed technique is reliably better than other 

sparse-representation based methodologies for face acknowledgment with low-quality pictures.  
 
Index Terms - Face recognition, sparse-representation based classification , low quality images.  
 
I. INTRODUCTION 

 
The face recognition has been the most celebrated biometric methodology in view of its huge application potential in the earlier 

decades. Satisfactory and constructive getting ready tests guarantee a better than average component depiction for portraying the 

characteristics of an individual's face. In any case, truly, the image of each individual is much of the time covered, undermined or 

blocked. Henceforth, face recognition with low-quality pictures is more trying than the one with sufficient and extraordinary pictures. 

This paper bases on the endeavor of face recognition with low-quality pictures. The practicality of feature extraction is critical for face 

recognition. Principal component analysis (PCA) is a commonplace procedure for dimensionality decline. 

 
In development, there are various procedures, for instance, straight discriminant investigation (LDA), probabilistic subspace 

learning and region conservation (Laplacian face, etc. In any case, it is a troublesome endeavor for these procedures to light up 

special cases or pitiful uproar. To help this issue, a couple of strategies for solid PCA have been proposed. Among them, low-

position grid recuperation (LR) is a key technique, which can disconnect debased information from the planning face pictures 

better than PCA. As requirements be, low-position parts gotten by LR would better fill the gathering need. 
 

The execution of the classifier is significant for face recognition. Closest neighbor (NN) classifier is broadly connected for its 

effortlessness. Expansions of NN classifier, closest component line (NFL), closest element plane (NFP), closest element space 

(NFS) and direct relapse classifier (LRC), consider the connection between the testing picture and the preparation pictures of each 

class independently. Not the same as the previously mentioned classifiers, sparse-representation based characterization (SRC) 

which considers the testing picture as a direct blend of the preparation dataset has been proposed for face recognition and 

accomplished fulfilling results. 
 

Be that as it may, SRC is unequipped for performing admirably when the preparation dataset is under-examined or defiled. To 

beat this inadequacy, some all-encompassing SRC methods have been proposed. SRC with Markov arbitrary fields to address the 

mask face recognition issue with substantial adjacent occlusion. SRC to deal with the misalignment, posture and light invariant 

recognition issue. Another thought of strong relapse and proposed a regularized powerful coding (RSC). A strategy utilization of 

the correntropy prompted powerful blunder metric and displayed the correntropy based sparse-representation calculation (CESR). 

A strategy for class-wise sparse-representation (CSR) to handle the issues of the ordinary example savvy sparse-representation. 
 

In this paper, we focus on the dictionary advancement of SRC to grasp face recognition with low-quality pictures and propose a 

sparse low-position part based representation (SLCR) which is amazing for under-examined, covered, demolished and obstructed face 

recognition. In the proposed strategy, the crucial responsibility is the utilization of the low-position part breaking down to build up the 

dictionaries. Low-position part and non-low-position portion procured by LR from the arrangement tests present the powerful features 

and the other related with an obstacle, oddity or sparse confusion, separately, which would add to correct recognition. 

 
PROBLEM STATEMENT  

With the substantial interest of Biometric based verification these days and innovation developing quickly, we never again can 

depend on unique finger impression based confirmation and a new technique for face recognition is coming into the picture. 

However, when the picture is caught by let say CCTV cameras the nature of the picture is to some degree twisted and is 

undermined. We are in a need of a framework that can identify faces not withstanding when the picture quality is low. We here are 

proposing the technique that can without much of a stretch improve the proficiency and help us in setting a benchmark. 
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PROPOSED SYSTEM  
A sparse low-rank component based representation (SLCR) which is an expansion of sparse-representation based grouping 

(SRC). Consequently, we compare the outcomes between SLCR and other SRC based techniques. In this area, we initially pick 

three face databases (the all-inclusive Yale B[38], CMU Multi-PIE and AR face databases) to compare the execution of our 

technique with LR, SRC, LRSI, SSRC and SDR-SLR in various test conditions. Moreover, we check the execution of SLCR and 

other SRC based strategies on the LFW database in regular circumstances. Likewise, all analyses are rehashed multiple times and 

each time we pick an alternate preparing set and testing set. Preparing set and testing set are from a similar database. Both of them 

contain distinctive examples of a similar individual. Accordingly, the number of impostor tests in the preparation set and testing set 

is 0 with the goal that the false match rate (FMR) is 0% in all analyses. We utilize the false non-match rate (FNMR) at a 0% FMR 

to demonstrate the aftereffects of tests. 
 
II.RESEARCH METHODOLOGY 

 

Modules Description 

 

Reading, Training and Testing: We are utilizing the informational index called Yale B database. Which contains the 

pictures in various quality and light source. Aggregate of 40 people picture and 65 pictures of a solitary individual. The 

element of each picture is 192 x 168. We will utilize 80% of information for training and rest 20% of information for the 

testing.  
 

Mean Image: Mean picture is utilized to light up the present picture and after that further, it's utilized for face 

recognition. We are utilizing a mean picture in light of the fact that the current picture may be dull and features won't be 

properly extracted. 

 
Salt and pepper noise: We have to include white and dark pixels randomly in the picture network for that we utilize salt-

and-pepper noise. We utilize this noise just to check whether the calculation is sufficiently proficient to perceive the 

picture or not. We are utilizing 20% of salt-and-pepper noise. 

 
Eigen Faces and Downsample: Here we are reconstructing the image using the Eigenvector values. Because in order to do the 

sparse matrix we need Eigenvalues and multiply with the Transpose to the actual matrix. Down sampling image reduces the 

number of samples that can represent the signal or feature. Only important features are allowed to scream out. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 (b) 
(a)   

 
 
 
 
 
 
 
 
 
 
 
 
 

 

(c) (d) 
 

 

Fig. 1 (a) Sample image of Yale B (b) Mean image (c) Eigen Faces (d) Image with 20% salt and pepper noise. 

Sparse Low-rank Component based Representation (SLCR): Inspired by individual qualities of SRC and low-rank 

matrix recovery, in this paper, we propose another sparse low-rank component-based representation (SLCR) for low-

quality face recognition. We start with the inspirations of our work. For the past lexicon based SRC techniques, SSRC 

basically applies centroid pictures to catch the class-explicit data. SDR-SLR applies the reproduced pictures by the 
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particular vectors relating to the biggest solitary incentive to instate word reference. The trials report that SDR-SLR is 

better than SSRC for face recognition. SDR-SLR applies particular esteem disintegration (SVD) to get class-explicit data 

to instate the word reference. For the matrix disintegration, SVD is equivalent to PCA. By PCA, the preparation of dataset 

D can be disintegrated into 
 

D = L + N 

 

where L is the principal component (i.e., class-explicit data in SDR-SLR), N is the non-principal component (i.e., non-

class-explicit data in SDR-SLR). 

 

 

RESULT AND DISCUSSION 
 

As already mentioned the extended Yale B database consists of 2740 frontal face images of 38 subjects while 

each picture is taken under different lab controlled lighting conditions. The CMU Multi-PIE database contains face 

pictures caught in four sessions with varieties in brightening, demeanor, and posture. Furthermore, we pick a subset of the 

dataset set comprising of 1360 frontal pictures for 68 people. The AR database contains more than 4000 frontal pictures 

for 126 people. We pick a subset of the dataset set comprising of 702 frontal pictures for 54 people on the AR database 

and these pictures incorporate increasingly facial varieties, including brightening change, articulations, and facial masks. 

The edited pictures of one individual from the all-encompassing Yale B, CMU Multi-PIE and AR databases are appeared 

in Fig.2 (a),(b),(c) separately.  
 

The examination intends to test the adequacy of the proposed SLCR on the preparation dataset tainted by various 

dimensions of clamor. We select the all- encompassing Yale B, CMU Multi-PIE and AR databases to test and all 

preparation tests are undermined by various dimensions of clamor. The preparation pictures are from the all-

encompassing Yale B, CMU Multi-PIE and AR databases separately, and from left to right, the preparation pictures are 

defiled by salt-and pepper clamor from 5% to 30%, individually. Considering various databases having an alternate 

example measure, we arbitrarily pick 20 and 30 pictures for every person from the all-inclusive Yale B database, 5 and 6 

pictures for each person from PIE and AR databases as the preparation set and the rest as the testing set, individually. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2 Different accuracy with both the classifiers the SVM and KNN 
 

 

Here the Down sampled image, Random image (that includes salt and pepper noise), Eigen with both the classifier the 

K-nearest neighbor and SVM are included. The accuracy is better in both the case for Eigen values i.e. the algorithm we are 

proposing and is low for the existing methods. From here we can propose that SLCR is best fit for the low quality images. 
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III.ACKNOWLEDGMENT 

 

Our proposed SLCR reliably beats other sparse representation based methods for face acknowledgment with low-quality 

pictures. Subsequently, we break down the motivation behind why the proposed SLCR can genuinely well take care of the 

acknowledgment issue of low quality face pictures. We pick a precedent in commotion examinations to delineate the strategy of 

the above analyses. Actually, SLCR utilizes low-position grid recuperation to get the low-position segment and non-low position 

part which have less commotion in all face pictures. As such, the dictionary in SLCR not exclusively can depict facial highlights 

well yet in addition can decrease the effect of commotions. The better commotion fitting capacity of SLCR along these lines 

prompts better face acknowledgment execution. The procedure of dictionary construction in SLCR can evacuate loads of data 

brought about by clamors. In the meantime, the dictionary in SLCR keeps up more assorted variety than the other methods. 

Accordingly, SLCR accomplishes hearty execution in these examinations. For different databases and other low quality pictures 

(i.e., disguised and occluded), the circumstance is comparative. 
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(QCA) technology. QCA is the latest Nano computation technology and
emerging as an alternative to replace the conventional CMOS devices.
The salient features of QCA are highly dense structure, extremely low
power consumption and very high processing speed. The proposed on-
chip scheduler circuit has been simulated using QCA Designer tool. To
perform a fair comparison, we also synthesized the proposed design in
CMOS technology. The results obtained from comparison indicates that
the QCA circuits occupy less area and power consumption than the
traditional CMOS technology.
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The problem of routing and wavelength assignment is apparent in the
dynamic all-optical network that plays an important role in the optical
transport layer network. It is solved by minimising the connection
blocking since the grooming adaptive shortest path algorithm shows
comparably better results in terms of the calculation to find blocking
probability. The shortest path algorithm used in this paper contains the
present network state information, and each node creates a shortest
path tree towards all the other nodes, which form node pairs by
connecting each branch in the tree. The adaptive shortest path
algorithm will find the shortest path throughout the network path and it
chooses the best path from the available source-destination.
Considering the number of nodes as 14 and comparing for different
topology, it has been observed that the wavelength usage in each
node varies with respect to different topology. Additionally, a
comparative study of wavelength usage has been achieved for
topologies like random, ring and tree.

Discover the world's
research

20+ million
members

135+ million
publications

700k+ research
projects

No full-text available

To read the full-text of this research,

you can request a copy directly from the authors.

ResearchGate has not been able to resolve any citations for this publication.

Recommended publications Discover more

P. Piruthiviraj
New Horizon College of Engineering

Dr preeta Sharan
The Oxford Educational Institutions N. Ramrao

Join for free

Request full-text PDF

Citations (0) References (0)

Article

A New Network Coding Structure and Its Application on CERNET Backbone

Recruit researchers Join for free Login

Request full-text Download citation Copy link

https://www.researchgate.net/journal/Pertanika-Journal-of-Science-and-Technology-0128-7680
https://www.researchgate.net/search
https://www.researchgate.net/profile/P-Piruthiviraj
https://www.researchgate.net/profile/P-Piruthiviraj
https://www.researchgate.net/institution/New_Horizon_College_of_Engineering
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/profile/Dr-Sharan
https://www.researchgate.net/institution/The_Oxford_Educational_Institutions
https://www.researchgate.net/scientific-contributions/N-Ramrao-2146015695
https://www.researchgate.net/scientific-contributions/N-Ramrao-2146015695
https://www.researchgate.net/signup.SignUp.html
https://www.researchgate.net/publication/251960360_A_New_Network_Coding_Structure_and_Its_Application_on_CERNET_Backbone
https://www.researchgate.net/
https://www.researchgate.net/scientific-recruitment/?utm_source=researchgate&utm_medium=community-loggedout&utm_campaign=indextop
https://www.researchgate.net/signup.SignUp.html?hdrsu=1&_sg%5B0%5D=wMu6sUvnAckuJpBKpzb69x0YAY-uZGz3ozaxmhHVG03TFC5Gr6yHRPf-Y84XnMMpQ2g915m8cML0Tw-qDRA218VdWYU
https://www.researchgate.net/publication/326990281_Wavelength_selectivity_using_adaptive_shortest_path_algorithm_for_optical_network/citation/download


8/2/2021 (PDF) Photonic crystal based micro mechanical sensor in SOI platform

https://www.researchgate.net/publication/326990336_Photonic_crystal_based_micro_mechanical_sensor_in_SOI_platform 1/7

Home Optical Devices Physics Optics Photonic Crystals

Article PDF Available

Photonic crystal based micro mechanical sensor in SOI platform

July 2018 · Pertanika Journal of Science and Technology 26(3):1481-1488

Project: Photonic based BioSensor

Authors:

Abstract

Two-dimensional photonic crystals with nano-rod configuration integrated in a silicon-on
insulator are analysed in this study. A photonic crystal waveguide suspended over a silicon
substrate then weight can be applied on that substrate to change the displacement of
substance and to measure sensitivity for pressure in terms of micro units. The overall
objective of this work is to detect displacement, which indicates the force applied on the
slab with photonic crystals that have line defects. Stress and displacement of the slab
reveal the pressure applied. Stress is calculated by the power distribution/excitation in the
slab. The displacement of the slab is due to the force, while pressure is determined by the
photonic crystal sensor. The quality and sensitivity of the sensor are 1496 and 1200 RIU,
respectively. The transmission spectrum is 0.1 micron to 0.5 microns shift, respectively,
which are found to be distinct.
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Abstract

Images captured underneath water is badly

corrupted with spreading of element, which

decrease the dissimilarity, alter color, as well as

build point description hard on the way to

recognize, by human visualization. For that reason

deblurring will be a significant problem to control

the underneath cause and to get better visual

outcome of the picture. The projected scheme is

primarily for improving deblurred imagery

visibility. Dim channel preceding is mainly for

removing mist, beside gradient guided strain

headed for processing the picture owing towards
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Enhancing underwater visualization using hybrid technique is generally employed into 

oceanic production. Through growing oceanic learning, undersea processing has drawn 

extra importance owing towards necessary task of picture towards attaining data. 

Although, suitable to reality of dust-like constituent and beam reduction, undersea 

descriptions continually experience small contrast and color alteration. In this paper, we 

estimate submerged beam transmission progression also intend an effectual means to defeat 

the backscatter trouble. Our scheme generally includes three steps; first, we reconstruct 

the picture using adaptive regularization. Second, we separate the reconstructed picture 

with weighted decomposition; third, we exploit color adjustment along with dehazed 

process via gradient guided filter towards holding dual mechanisms independently; at last, 

re-establish fine effect, we use hybrid technique for enhancing the picture. The tentative 

outcome illustrates that our proposed process extensively get better quality of unclear 

submerged descriptions. In common, our proposed method verified as well-performed and 

effectual than existing technique. 

Keywords:  

Image Restoration 

Image Enhancement 

Color Adjustment 

Hybrid Technique 

1. Introduction

In the modern years, scientists and researchers have exposed 

their main concern in capturing the aquatic life beneath the water. 

Although the statement that 70% of the globe encloses water 

includes enormous energy, abundant mineral assets and biological 

resources. The living beneath the water is still not as much look at. 

Conversely, challenges related by capturing descriptions beneath 

the water have been complex to defeat, owing to carry-over haze 

and color cast. The muddy nature of water suitable to process 

element such as mineral deposits, sand and plankton, showed a 

huge difficulty in undersea look at region. These elements set up 

lack of clarity in undersea descriptions which spoils the clearness 

and ocular analysis of the picture and in turn, inappropriate for any 

advance use. Researchers have finished that the spreading and 

absorption property of beam underneath are the chief basis for this 

deformation [1]. While water is roughly 800 times denser than air, 

so when beam penetrate from air to water, it come across reflection 

fact at the surface owing to which only unfair measure of beam go 

through water.  Afterwards the beam undergoes spreading cause 

when it strikes and element and minerals suspend in water.  

Scattering diverges the beam in dissimilar directions which 

diminish the measure of beam falling on the object captured 

underneath. The end effect of spreading outcome is that the 

undersea captured descriptions are dim in look [2]. A further 

problem is causal to lack of clarity of picture that the water 

molecules take up certain measure of beam when beam hit on them.  

Because the mass of water is larger than air, it employs dissimilar 

absorption possessions for diverse beam wavelengths, so the color 

of undersea descriptions is typically deformed. Generally, red part 

vanishes first as of its highest wavelength, where blue beam, by 

small wavelength, convey the greatest path beneath water. 

Therefore, undersea descriptions are often dominated via blue 

color. In common, color cast and beam scattering reason deviate 

color along with contrast degradation into descriptions attained 

undersea as shown in Figure 1. 

In contrast, our system uses dual phases specifically Adaptive 

Regularization for restoration and Hybrid technique intended for 

improving its quality. In this work we suggested for merging the 

thought mainly dictionary knowledge by structural cluster along 

with picture restoring functions. 

Our advance establishes novel regularization to beat a superior 

stability among local and non-local strength. Generally, our 

algorithm interprets learning through local and non-local 

similarity give inference of each picture elements. The restored 

picture decomposes into dissimilar elements for signifying their 
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Abstract
Routing algorithms play an important rolein the network performance calculation where
Quality of service matters there are two types of routing algorithms:  Local and Global Routing.
Local routing allows for more effective decision-making than global routing [1] This
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Artificial Intelligence (AI) has provided a new insight on how to make better predictions in water
quality. AI uses convolutional neural networks (CNN) modeled after the human brain. In this work we
have started implementing deep learning techniques to predict level of bacterial contaminants in
water. A look-up table is used to classify the level of sensing parameters based on signature of the
bacteria. AI will be very helpful for accurate prediction based on signature as identified by the sensor.
We have simulated an AI-based lab-on-chip application platform that can detect the contamination
using the output from Photonic Crystal based optical biosensor. The presence of bacteria in water
changes the output spectral behavior. By training with the different samples, design of input layer
was optimized for bacteria in water. Optical biosensors are generally light weight, small and portable
and less noisy system and works without electric power. The AI technique helped to distinctly predict
the presence of Escherichia coli bacteria. Research concludes with the probability of accuracy of 95%
detection based on output spectrum and identified training data.
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Abstract

In the world of digitization, security is the main aspect and security of data plays an important role

in communication and the field of electronics. One of the highly flexible security standard

algorithm, AES provides a secure communication over the network. This paper explains the

importance of the AES with the combination of Vedic-mathematics. There are mainly four steps in

AES, which include add-round key, subbytes, shift-rows, mix-columns. This paper mainly

concentrates on mix-columns. The analysis and simulation is done using MATLAB, Modelsim tools.

This method of implementing AES using Vedicmathematics improves the performance in terms of

speed, power and area.
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 

Abstract: Now a days technology drastically increasing, leads 

to increase in communication also. Internet of Things (IOT) is 

very basic fundamental necessary to the consumers in this decade, 

which requires a communication path mainly from end to end. By 

understanding this technology growth, took as motivation and 

started a survey for turbo decoder architecture in Long Term 

Evolution (LTE) and 3GPP-LTE communication. Different 

generation technologies adopt different kinds of encoder as well 

as decoder to encrypt the data which can be sent from source 

devices to destination devices, which consists parameters like data 

rate, frequency used to transmit and speed of transitioning i.e., 

encoding and decoding the data at the transmitter as well as 

receiver. This paper represents a survey on different architectures 

of turbo decoder in LTE communication which can give a brief 

idea about the communication and also the usage of turbo 

encoder in various applications. Initially we look back a history 

and development of a communication system till LTE. Later we 

discuss the different technologies and topologies on turbo decoder 

along with its architecture, advantage and disadvantage. 

 

Keywords : IOT, LTE, Turbo Encoder, Communication, 

Encoding and Decoding 

I. INTRODUCTION 

Wireless communication is the communication between the 

two or more systems or points that are not connected through 

electrically. The radio waves are used in the most common 

wireless technologies. Cellular network communication is a 

kind of addicted technology and also widely accepted 

technology in a current generation, which is also be a very 

good research area for researchers. The LTE communication 

system is not the initial development of communication 

system and also turbo decoder is not the initial decoder. Lot of 

researchers are under research to increase the communication 

speed between the two different systems and also to optimize 

it. The main agenda of this paper is to understand the previous 

research work and to extract the problems or disadvantage 

intact to it. 

II.  HISTORY OF TELECOMMUNICATION 

In Africa, America and some in some parts of Asia the 

telecommunication was begun by using the smoke signals and 

drums. Semaphore telegraphy is the early communication 

system using pivoting shutter and tower system to convey the 

information by Visual signals and information is encoded by 

the positioning of mechanical elements. The French scientist 
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named Claude chappe invented Semaphore telegraphy in 

1792. This system was constructed using a wooden bean to 

show the symbols and communication was established 

between Lille and Paris. 

 
Fig1: Chappe telegraphy and code of letters and symbols 

associated with it. 

Fig 1 represents the Chappe telegraphy model and code of 

letters and symbols associated with it. Later in 1726 

electrical communication system initially unsuccessful 

where the great scientists like Laplace, Gauss and Ampere 

were involved in invention. In 1816 the scientist and 

inventor Sir Francis Ronalds invented first working 

telegraphy with the help of static electricity. Later in 1838 

William Fothergill cooke and Charles wheat stone patented 

a six wire and five needle system and it is commercially 

available to customers to communicate around 21 kilometre 

(KM). This is the first electromagnetic telegraphy mounted 

on a device. Also in 1838, Samuel Morse and Alfred Vali 

combined electrical telegraphy and logging device 

(recording message on paper tape). This Morse telegraphy 

was simple and highly efficient by Morse coding and the 

same coding is précised by Hoffman code over 100 years 

later in digital communication. This technology was spread 

over 32000 KM in United States (US). 

Fig 2 and Fig 3 represents the Morse code receiver along with 

recording on paper tape as well as the comparison of current 

standard with Morse code. Later in 1878-79 Alexander 

Graham Bell invented electrical telephone based on harmonic 

telegraphy. This technology was expanded between the two 

countries that is United States (US) and United Kingdom 

(UK). G. G. Hubbard and Alexander G. Bell were started the 

first company on telephone named Bell telephone company in 

US, now it is American Telephone and telegraph (AT&T), 

largest voice device communication company in world till 

now.  
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The first voice communication call which is transcontinental 

occurred on 25th January 1915, 

 
Fig 2: Morse code receiver along with recording on paper 

tape 

 
Fig 3: Comparison of current standard with Morse code 

it was commercially marketed across globe, transatlantic 

voice communication was impossible to customers until 

1927. In 1880 Alexander G Bell and C. S. Tainter 

experimentally achieved the world‟s first wireless telephone 

voice call by photophones with modulated lightbeams 

projected, which was implemented in military and optical 

fibre communication. Finally in 1956, the operational first 

transatlantic telephone cable which would has more than 

100‟s of electronic amplifiers came into exist (before the six 

years of Telstar launch). The static Public Switched 

Telephone Network (PSTN) relay for telephone calls by land 

line telephones to earth station which was communicated via 

geostationary satellite. In 20th century the technology was 

improvised and the communication was done through 

submarine communication cables by using optic fibre cables. 

Later in 1979 the satellite communication technology is 

drastically impacted with a host of commercial satellites for 

mobile phones, Radio‟s, Television‟s and internet access. 

Later in 1990‟s, satellite communication price keeps on 

dropping significantly. In early 2004, Japan proposed the 

LTE for the first time internationally with data speed of 

144Mbits/s. In 2007, Infineon found the first RF transceiver 

which supports LTE functionality on a chip with RF silicon 

processor in CMOS logic. In 2011, the researchers under 

gone lot of research and found a 4G LTE in south Asia 

(Srilanka) with a data speed of 96MBits/s. The above section 

can insist the brief survey of wired and wireless telephone 

communication and also incorporates the drastic development 

in the technology along with significant decrease in the price 

of communication. Further we explain the specific 

functionality of decoders which are main part of 

communications and also their application along with 

demerits of it. The agenda of this survey is to get the at most 

solution for the various demerits of Turbo encoder in the 

present LTE technology. In 2019 there were in and around 

717 operators who have launched LTE networks across globe 

as per Global Mobile Suppliers Association (GMPS) survey. 

III. IMPLIMENTATION OF TURBO CODER AND 

DECODER ARCHITECTURE FOR VARIOUS REAL 

TIME APPLICATIONS  

The various applications like finding the maximum or 

minimum number a large number set, MAP decoder, mobile 

WiMAX and 3GPP-LTE, LTE communication and so many. 

In this paper we try to interpret some real time applications 

and usage of Turbo coder as well as decoder. 

A. Field Programming Gate Array (FPGA) implementation by 

using parallel high speed Maximum A Posterior (MAP) 

decoders, in this work, the aim is to implement the designed 

FPGA for High speed parallel architecture for MAP 

probabilities decoder. Turbo principle is used by turbo 

equaliser to perform the digital communication. The turbo 

decoding can achieve a close performance of Shannon‟s 

theoretical limit and also improves the performance of the 

digital communication receiver. The very high throughput 

can be achieved by building a sliding window approach by 

parallel systolic scheme. Maximum of 1.6 Gb/s is achieved 

by implementing a 8-state MAP decoder which need to 

place at the receiver end. MAP decoder is the optimised 

technique to minimise the bit error rate (BER). Due to this 

reason and results, it can be used in the mitigate channel 

impairments which can be found in the high speed optical 

fibre. To conclude the overall architecture is to achieve a 

throughput of 1.6Gbps with the help of 8 state max-log- 

Map equalizer for commercial GPP 4 channel, also 

provides the increase in the speed of communication as its 

future scope. Table 1 refers the comparison of different soft 

in/soft out (SISO) decoders throughput. Fig 4 represents the 

systolic architecture that is been implemented with 8-state 

max-log-MAP [1]. 

 

Fig 4: Implemented Systolic 

8-state max-log-MAP 

architecture 
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B. Parallel Radix-4 Uniform turbo decoder for 3GPP-LTE 

technology as well as mobile WiMAX technology are been 

implemented to give support the current 4G wireless 

communication. In this approach the new hard-core sharing 

hardware architecture which consists of 8 retimed radix-4 

SISO decoder. This architecture enables good throughput 

and two modes of parallel hardware interweavers to support 

the regular permutation (ARP) and quadratic polynomial 

permutation (QPP) interleaver. Fig 5 represents the Overall 

architecture of Radix-4 Uniform turbo decoder with 

multiplexing in time. In parallel turbo decoding system is 

the single chip and it has a collusion free access for the ARP 

or QRP interleaver which is been defined in 

WiMAX/3GPP-LTE standards for mobiles. Here each 

SISO decoder in parallel turbo decoder accesses particular 

memory by finding a   specific address computed in the 

interleavers. In conventional add-compare-select (ACS) 

block the cascade the two-input ACS has a drawback of 

more time consumption as well as limiting operating 

frequency. For this, applying a retiming as well as 

migrating of common operator can reduce the time 

consumption by enabling the turbo decoder to perform 

operations in high frequency and also provides higher 

throughput. The memory sharing was achieved with by 

radix 4 Uniform single binary turbo decoding which 

interchanges the two extrinsic data values. Finally the two 

hardwares are combined by using dual mode hardware 

interleaver, which consists of WiMAX as well as 

3GPP-LTE on a single chip. By using two accumulator 

based circuit, the exact value of flip flop will disables the 

mobile WiMAX mode. The results of those decoders 

exhibits 100Mb/s in case of 8 iterations and also throughput 

can also made more in case of future work [2]. 

 
Fig 5: Overall architecture of Uniform turbo decoder  

with time multiplexing 

 

Table 1: Throughput comparison between different SISO detectors 

Sl No. Tech Clock Throughput 1 Algorithm 

   iteration   

1 180n 145MHz 144Mbps  log-MAP 

2 Virtex 310MHz 139Mbps  MAX scale 

3 Virtex 56MHz 79.2Mbps  MAP 

4 180n 500MHz 500Mbps  SOVA 

5 130n 750MHz 750Mbps  log-MAP 

6 Virtex 100MHz 1.6Gbps  max-log MAP 

 

C. As turbo code reduces the received error signals in LTE 

channel and optimization of this turbo code takes good 

field of research. In the year 2011, the new innovative and 

optimize 8-level turbo encoder algorithm is designed along 

with VLSI architecture for LTE. Also this architecture is 

based upon 3GPP standards and employs dual RAM turbo 

code interleaver, optimize 8-level parallel architecture, 

efficient 8-level index generator and recursive pair 

matching. The recursive pairwise matching technique used 

here to minimize the quantity of additions. The dual RAM 

in turbo code interleaver reduces the clock latency. 

D. An 3rd order reconfigurable energy efficient continuous 

time ∑∆ modulator is presented which can be applicable 

for 4G-LTE system. By switching between feed forward 

(FF) and feed backward (FB) in the flexibility architecture, 

the power consumption is reduced hence it is introduced in 

all the core blocks (amplifier, feedback DAC and multi-bit 

quantizer). The FF has a drawback of high speed 

indispensible summing block in spite of that it has a less 

output swing with power efficient integrator in it. FB 

architecture has a capacity of enabling roboust NTF design 

which required for 3rd order reconfigurable ∑∆ modulator 

in FF architecture. 

 

 
 

Fig 6: Block diagram of 

Turbo encode architecture 
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Fig7: 3rd- order reconfigurable ΣΔ modulator                       

architecture 

 
 

Fig 8: Flexible architecture of multi bit quantiser and FB 

DAC 

Fig 7 represents the architecture of 3rd-order reconfigurable 

ΣΔ continuous         time modulator. Fig 8 represents the 

Flexible architecture with multi bit interpolating quantiser 

along with FB DAC. Finally, the architecture is implemented 

by using 130nm CMOS Technology, the modulator results are 

5/10/15/20 MHz over SNR of 72.7/ 66.7 /60 /59 dB for 1.2V 

and the Power consumed is 8/14.7/16/21 mW. The future 

scope is to extend the reconfigurable signal bandwidth range 

[4]. 

E. High speed architecture to find a generic min/max 
values, which address is presented. The proposed method is 

extended from earlier work on LZC architecture. Also this 

method explains about quantum cellular architecture (QCA), 

which provides considerable advantage in terms of frequency 

of clock and power consumption. In this proposed 

architecture, to obtain the gth best value in the random list of 

„k‟ elements, and g value will be any value between 1 to k. 

This search of the value is important part in iterative channel 

decoder. It is an efficient hardware with less complexity as 

well as less latency, when the co-ordinates of the unsigned set 

of „k‟ larger values. The results are obtained after synthesis 

with a 90nm CMOS standard Cell Technology which 

provides the best specific values for g and k. The QCA is also 

used for regulation and scalable properties, which reduces 

lower power and high speed. To achieve all these certain 

topologies were taken in to consideration, on a first stage each 

of the k element has 2^n bits with one hot code , this hot code 

determines the maximum value and in 2nd stage add of 

maximum value is determined. These two stages describes the 

leading zero counter (LCZ). A pipeline version of this 

architecture also achieved by increasing the throughput and 

also longer latency at the same cost with clock period of 

0.32nsec. Fig 9 represents the internal architecture of decoder 

[5]. 

 
Fig 9: (a) Overall Architecture and main units, 

b)  Parallel Comparators, 

(c) Signal select on Generation and (d) Multiplexer 

IV. CONCLUSION 

The overall aim of this paper is to brief out the evolution of 

the wireless communication system along with encoder. Here 

initially we have approached to explain the stage by stage 

growth in wired communication system to wireless 

communication system along with associated data coders and 

decoders. In further section, discussion of some important 

real time implemented architectures and algorithms for Turbo 

coder and decoder which needed for current generation (4G), 

3GPP, WiMAX technologies. 

The main drawback of turbo 

coder is high decoding latency. 
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The main challenges present in turbo coding architecture are: 

 

 

 

 

i. More time consumption due to iterative nature of the 

decoding algorithm. 

ii. MAP decoders recursion in forward or backward 

flow. 

iii. The interleavers/deinterleavers units between MAP 

decoder. 

Finally tracking these problem statements and to provide the 

optimised solution to them will be future scope, it enables the 

less time and more latency to LTE communication system 

with better data rates. 
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I. Introduction
Underwater bad imaging situation, like blur, the excellence of images
corrupt brutally owing to the influence of element in the underwater.
Imperfect element will disperse radiance and consequence in reduction
of reflected radiance commencing the scene along with the scattered
radiance resolve the radiance received by means of the camera and
change the image dissimilarity and colour [1]. Consequently, it is
essential for computer vision system to get better visual possessions.
Image deblurring technique, is to reduce interference due to haze by
particular approach, in order to acquire acceptable visual effect and
attain more useful information [2]. Also removes useless possessions
and is often considered as an image enhancement system. conversely,
it differ from conventional noise deduction and dissimilarity improvement
method as the degradation to representation pixels that is induce by the
existence of haze depends on the distance among the object and the
attainment device and the local density of the blur [3]. These methods
not take the effect of the degradation interested in description, but
mostly employ targeted method to get better contrast and detail of the
representation. Image enhancement based method is not necessary to
resolve the substantial form of image degradation, but somewhat directly
improve the image contrast and excellence from the perception.
Underwater image enhancement method presents a means towards
getting better the item detection within undersea situation. At hand
bunch of explore happening intended for the development of picture
excellence, however inadequate effort have made into the part of
underneath imagery, since underneath location picture obtain distorted
owing near reduced visibility situation along with property resembling
“assimilation”, “evidence”, “flexible of brightness, “denser intermediate”,
as well as “dissemination” etc. These are the significant part which
sources the deprivation of underneath descriptions. Next difficulty
regarding the density is well thought-out 800 times denser than
atmosphere. Consequently, once illumination emission progress from e
atmosphere into water, it is partially reproduce furthermore partially go
through it. The entire illumination quantity too begins dropping. Likewise,
particle underneath besides take in quantity of illumination. Because of
these underneath imagery are reaching dim and dim since the depth
raises. But also colors fall off based on the wavelength. Which build the
descriptions subject merely with blue color of any object under the water
is affected. In addition, the haze descriptions include slight intensity,
slight dissimilarity and so on. When an underwater image [4] is captured,
it is necessarily to right and regulate the image. The filter use normally
improves the image excellence, suppress the noise, and conserve the
boundaries in an image. Consequently boundary preserving filters are
used for underwater dispensation. The projected scheme is to
incorporate a precise initial categorize boundary sensitive restraint which
conserved to a large extent. Tentative consequences of application
illustrate that the resulting algorithms generate imagery by means of
enhanced visual excellence.
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Abstract 
 

Pictures confined in underneath are often yield limited visibility and low dissimilarity due to haze in undersea. Existing approaches en-

hance pictures but frequently undergo noise issue; this paper presents a hybrid method for solving mage enhancing difficulty in frequen-

cy domain. Firstly, we propose locally adaptive Non locally robust regularization to deblur the image. The deblurred image has small 

gray-level rate in any color channel. Secondly we used an open dim channel scheme to increase visibility in low-intensity rate. Thirdly, 

gradient guided filter to enhance the details. Later, we use the soft-thresholding process to decrease noise in high-intensity rate to ad-

vance texture information. Finally, image is well enhanced via wavelet domain gradient guided filter. The projected technique intends to 

raise perceptual visibility, keep extra texture information as well lower noise effect. The performance evaluations prove that projected 

scheme give up better results by existing methods. 

 
Keywords: Underwater image enhancement, Dehazing, Wavelet domain Gradient guided filter.  

 

1. Introduction 

Acquiring clear descriptions in ocean environment is a significant 

problem in oceanography engineering [1]. The key challenges that 

ocean imaging suffer from severe degradation due to scattering by 

impurity and organisms in water. The underwater image quality 

plays an essential task for examining survey of undersea popula-

tions, ocean mines, shipwrecks, coral reefs, telecommunication 

cables and evaluating biological surroundings. Acquiring ocean 

descriptions is tough typically owing to haze causes light reflec-

tions, scatterers by element underneath and color alteration owing 

towards wavelength reduction [2] results blur, partial visibility and 

color variation. The element such as sand, minerals and plankton 

also results haze. The reflected beam from substance propagates to 

camera absorb and scatterers the ray. The multi-scattering process 

in [3] dissolves the ray keen on homogeneous surroundings of 

illumination. Usually processing underneath descriptions focuses 

to balance both scatterers or color deformation. The elimination of 

scatterers deformation contain polarization property balance visi-

bility [4] to enhance undersea descriptions [5] and joining point 

spread and modulation transfer function decreases causes of blur 

[6]. Image enhancement based scheme do not acquire causes of 

degradation but mainly improve dissimilarity details as well as 

visual property. Recently lots of researchers have widened pre-

processing schemes for enhancing undersea descriptions. Tradi-

tional schemes increase perceptual eminence but failed to balance 

adaptive degradation. To undertake these issue a few researchers 

added more information for haze reduction. As scatters were in-

definite task of depth was frequently under constrained. Although 

this method is mainly for improving haze visibility and generate 

exciting outcome but fail to support color because enhanced im-

agery does not always enclose maximum dissimilarity. In modern 

day’s major development of haze elimination employ reasonable 

priors or assumptions to exploit local dissimilarity for enhance-

ment.  

In this paper, we use hybrid undersea image enhancement 

method to enhance image via wavelet domain gradient guided 

filter. Our contributions are five-fold: (1) locally adaptive non 

locally robust regularization for deblurring the image; (2) use open 

dim channel model to improve visibility efficiently; (3) gradient 

guided filter to enhance details; (4) exploit soft thresholding for 

noise removal; and (5) projected approach boost perceptual visi-

bility as well as details, but decrease noise effect. Tentative out-

come prove that the projected scheme removes blur, advance visi-

bility, enhance details and remove noise more faithfully with state-

of-the-art process. 

The paper is organized as follows. Section 2 provide a review 

of prior art. Section 3 includes details of projected method. Sec-

tion 4 presents tentative outcome and analysis. The last section 

concludes our paper.  

2. Previous Art 

In this section conventional dehazing methods are summarized 

with wavelet domain gradient guided filter. Image enhancement 

methods not necessary for solving substantial type of degradation, 

but relatively enhance the picture from human visual perception. 

Histogram equalization [6] represents a basic algorithm to solve 

small dissimilarity imagery. It compresses brightness to get more 

uniform exposure characteristics but causes “halo” and brilliance 

distortion. The contrast limited adaptive histogram equalization 

[7] scheme remove fog effects, but lead to noise amplification in 

some hazy imagery. Multi-scale Retinex [8] is to boost dissimi-

larity and brilliance, but lead to halo phenomena in some sharp 

boundary or cause whole picture too bright. Homomorphic filter-

ing [9] based light model practiced foggy color imagery and 
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Abstract

At the present time, it has been emerging thought in the direction of use photovoltaic (PV) system. The paper which presents the new creative method for improve the
efficiency and optimization of the PV scheme. Topology of PV scheme which includes maximized tracking of power point (MTPP) controller has discussed. The main goal to
perform a special concern with ANFIS algorithm where the algorithm is combined with fuzzy inference system (FIS) and neural network which improves the PV array
performance. This paper shows a deep survey and MTPP controller design to protect a high performance of PV system which can be carefully chosen for practical
implementation issue. Based on fast changing radiation, the method is compared with conductance of incremental in Conventional (CI). The ANFIS on basis of MTPP
scheme performs fast which provides better outcomes less than the alteration of solar irradiation. The execution is performed using MATLAB/SIMULINK software.
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Abstract 
 

In this research work, the action of power outcome from the PV array is 

controlled and enhanced. This work is proposed to controll the scheme 

applied on variable irradiance with altering the power connections by two-

level inverter controlling strategy. Firefly ANN approach is applied to 

analyse the PQ theory and fundamental harmonics in voltages. It is done 

using (Firefly Based Neural Networks-Anfis Controller)-FANN-AC scheme. 

This contribution is used to develop the two stages controlling approach that 

adjust the DC voltages. 3 phase non-linear load conditions and its effects on 

source voltages and currents are considered.This work is implemented in 

MATLAB -15b, Simulink design is implemented to observe the variable 

irradiance changes and non-linear load conditions, limit harmonic distortion 

in the current.   

 

Keywords: Controllers, Neural Networks,Power Quality analysis, PV array, 

UPQC. 

 

1 Introduction 
 

As day by day, growth in electricity utilisation leads to the identification 

of the alternate energy sources such as renewable resource energy systems 

along with existing solar and advanced solar power source units. UPQC 

assisted to minimising the hysteresis losses by accessing both  
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shunt and series controlling circuits. This controlling strategy is accessed by 

many researchers, and we followed the same in our approach with a 

limitation and to compensate the voltage sag and swell. Firefly based ANN 

approach is applied to PO method and this enhanced the voltage levels and 

minimised the harmonics at different sections. However, in our approach, we 

followed our principle to work on a series active filter rather than the shunt, 

which helps to regulate the voltages and minimises the sag levels occurred in 

the PV array system. In power electronics systems, power quality (PQ) is 

considered as an essential concern in the present era. It is fundamental, 

especially with the presentation of best in class gadgets, whose general 

execution is defenceless to the top-notch of intensity provided. Power quality 

issue is an event concerning shifting voltages, current or recurrence those 

results in a disappointment of end-use gadget [1]. The fundamental objective 

of conceiving UPQC is the consolidated utilisation of gathering vivacious 

and shunt-enthusiastic channels mainly to repay poor-arrangement current 

and sounds because the SCR oversaw capacitor banks make up for 

responsive power in power recurrence terms [2]. Displaying and recreation of 

custom power conditioners appear at be inescapable as vitality hardware-

based absolutely framework used for expanding the quality top of the line in 

circulation systems [3]. 

 

2 Literature Review  

In [3] authors proposed a control methodology of vector control for the 

lattice associated single-stage VSI in the photovoltaic framework the goal of 

the matrix associated inverter control is to keep up the DC-interface voltage 

and autonomous dynamic and responsive power stream.  

In [4] suggested that the principle framework benefits that microgrids can 

offer to the central system, just as the future patterns in the advancement of 

their task and control for the following future, are displayed and discussed. 

Using the savvy fuzzy rationale control for DC connect adjustment 

dependent on the evenness property, we proposed a straightforward answer 

for the quick reaction and adjustment issues in the nonlinear power electronic 

framework.  

Some authors proposed MPPT calculations (P&O and INC) make the 

yield intensity of the PV framework to be preserved at the most extreme 

while the illumination also temperature differed also changes the PV 

producer to the heap. 

The all-inclusive advantage of the UPQC incorporated the result: it has 

an equivalent trademark to SCR controlled capacitor banks of achieving load 

pay following in illustration the consistent sinusoidal flows inside the current 

control mode [4, 5]. Additionally the most extreme power quality 

improvement apparatus for vulnerable nonlinear burdens, which need 

genuine sinusoidal information supply [6]. 
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UPQC worked in unmistakable potential setups for unmarried-stage (2-

wire). Also, three-stage (three-twine and four-wire) systems, different 

repayment methods, and current patterns additionally situated in the field [7]. 

Along these lines, this conditioner can procure sensible quality top-notch 

advancement, diminishing the vitality aggravations which are given to the 

clients through the mains the utilisation of the arrangement unit. Other places 

for PQ (i.e., mains vitality interferences) can be presented to the clients 

(custom quality) commencing the shunt units [8]. To repeat the essential 

guideline of UPQC is to make specific magnificent supply voltage and 

payload present-day unsettling influences, explicitly, droops, swell, 

irregularity, music, responsive flows, and forefront unbalance delivered by 

utilising the nonlinear burdens [9, 10].  

The control sign given to the UPQC plays a massive job in sorting out a 

superior task of the apparatus. Regular control plans comprehensively 

utilised withstanding the control plans got from engineered knowledge which 

additionally recorded inside the writing. Utilizations of a couple of cutting 

edge numerical riggings in like and wavelet revamp particularly, in power 

astounding additionally are completed. A vast arrangement of writing 

ensuring uses of fuzzy good judgment, proficient structures, neural systems, 

and hereditary calculations in vitality quality is in like manner developing 

[11]. The ANN-based controller intends for the advanced administrator of the 

shunt-lively power channel and talented disconnected the utilisation of 

certainties from the conventional corresponding crucial controller [12]. 

Accordingly, a virtual controller-based at the TMS320F2812 DSP stage that 

did for the reference period for not holding control schemes proposed [13]. 

 

3  Problem Identification 

 

Overall writing clarifies about sun-powered related information. 

Likewise, PV frameworks are planned yet need to demonstrate and tried with 

the proposed controller, to give the most extreme power yield. The control 

plan of Grid-associated PV framework investigated for giving the ideal PV 

power also in elevation calibre of present infused hooked on the lattice and, 

hence, elevated power quality; this was neglected to clarify in above 

literature [1-26].  The second thing is the essential factors to be considered in 

PQ measurement and tested the PV system with variable solar irradiance. 

Power quality control is possible with the proposed method not there in 

existed methods. Along with the enhancement of PQ, the transient response 

and stability of the grid associated PV scheme examined with proposed 

research work. Using the above identifications to analyse the characteristics 

of PV systems and mitigate the PQ issues and behaviour of voltage and 

current loops for regulating the dc connection voltage also the output inverter 

current [15]. At last to infuse vitality hooked on the lattice at solidarity power 

factor also current through short consonant twisting. 
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              4  Methodology 
 

In this selection, PV array collects the voltage from solar panels 

depending on the radiance intensity from the sun, this may vary for different 

seasons and time. Below figure.1 and 2.explained that ANFIS controller-

based work with the help of firefly algorithm using neural networks 

phenomenon. With this above diagram, we are reducing the power alterations 

and irradiance problem. The proposed approach will help the system to get 

better efficiency and unity power factor. 

 

 
 

Figure 1 Existing Methodology 

 

In another research paper[14] prescribed the use of fuzzy decision-

making ability (FL) approach inside microgrid power framework based 

absolutely at the most extreme current vitality moulding framework 

contraptions which incorporate Unified/Power/Quality Conditioner (UPQC). 

Thus [15, 16], a straight quadratic controller (LQR) oversee method 

implanted through the ANN is utilised to organise the activity of the 

arrangement also shunt VSIs of the UPQC. In some other advancement, a 

regulator set of standards dependent on wavelet revise for UPQC to stifle 

present-day music and voltage hangs is proposed [17]. Along these lines, in 

[18], the developers stress the upgrade of vitality palatable with the guide of 

the use of UPQC with fuzzy appropriate judgment controller (FLC) as well 

as counterfeit neural network organiser on the customary relative principal 

(PI) regulator. In [19], the assurance of voltage references for arrangement 

fiery power get out is cultivated dependent on a stable III-section advanced 

fragment bolted circle (DSLL) device utilising a fuzzy controller.  
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 Figure 2 Existing Work -Without Neural Networks and FireFly Optimization 

 

4.1 Proposed Work 
 

It discovered that the dynamic steadiness of the power framework can 

upgrade by enhancing a transient balancing out sign got from deviation in 

speed, terminal recurrence, quickening power, rotor point and so forth., on 

the ordinary voltage blunder sign of AVR. Thus, Power System Stabilizer 

(PSS) is created to deliver these transient balancing out the sign to help in 

damping the annoyance motions utilising the balance of generator excitation 

signal by applying PSS yield as a strengthening control sign to the AVR this 

work is conceivable with FFNN-AC. 
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Figure 3 proposed FFNN-AC method 

 

In this section, proposed work PV array is collected the voltage from 

solar panels depending on the radiance intensity from the sun, this does not 

vary for different seasons and time. Above fig.3 and 4a explained that 

ANFIS controller-based work with the help of firefly algorithm using neural 

networks phenomenon. With this above diagram, we are reduced the power 

alterations and irradiance problem. Current and voltage controller assisted 

the system to get better efficiency and unity power factor. 

 

 
 

Figure 4a ANFIS-NN-FireFly Model 
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Figure 4 Simulink model of FFNN-AC method 

 

MPPT is a versatile framework used to the regulator a fixed converter 

amongst the heap also the PV board (Fig. 4). This converter is intended to fit 

each time the evident resistance of the heap to the “impedance” of the PV 

meadow relating to the most extreme powerpoint. This technique depends on 

the utilisation of an inquiry calculation of the most extreme intensity of the 

photovoltaic board bend [8]. There is a wide range of MPPT procedures 

accessible in writing; the most to a great extent utilised calculations depicted 

in the accompanying areas for example "FFNN-AC". 

 

4.1.1 UPQC 

 

Our approach comprised of PV array with variable irradiance, shunt and 

series active filter with Firefly trained NN, non-linear load and source unit 

with RC filters. 
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Figure 5 Block diagram 

 

 

UPQC controlling strategy: Our approach is dependent on the phasor 

diagram for PV-array based UPQC shown in figure 5. 

 
Figure 6 PV-UPQC phasor diagram 

 

 

Here Inverter shunt currents given by Ish, current from PV array denoted 

by Ipv, load current represented by Il. Vs, Vl, Vse given as Source voltage, 

Load voltage, Series voltage respectively shown in fig.6 From fig. 7 source 

voltage of the circuit is given by 

 

       √ 
   (   )(      )    (1) 
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UPQC approach used in this approach helps in injecting the voltages to 

load and gets out from voltage sag condition. The derivation is carried out 

from [14]. Then this is followed by using Firefly based Neural network 

optimisation for controlling the sag voltages in the series compensator.  

 

4.1.2  Firefly Based NN 
 

The idealised behaviour of these fireflies could summarise as follows: 

fireflies are unisex, so they attract others regardless of their sex. In this 

algorithm, it assumed that the brightness of a firefly defines its attractiveness. 

This brightness is then encoded to objective functions f (x) for x ∈ S ⊂ ℝn, 

considering as a continuous constrained optimisation problem. 

Firefly will train by controlling the weights parameter at each step and 

also compares with the positions this relatively reduces the PLL utility and 

minimises the sag voltages due to the position acquisition. Our approach 

limits the values-based maximum light penetration by each firefly and its 

position with respective error weight option. The following steps help us for 

training ANN using Firefly algorithm and make us learn how optimisation 

carried. 

 
Figure 7 Source circuit 

 

Fig.7 represents the three-phase source and measurement system which 

helps the microgrid system developed in this paper as an external 

compensator. 

 

ANN OPTIMIZED BY FIREFLY represented in figure 9 

Input: Object related to the source 

STEP 1: Assign neural network with input, hidden and output layers. 

STEP 2: Based Light maximisation principle update weights of neurons. 

Step 3: Repeat step 2 until the best light penetrating limit acquired. 

Step 4: Verify the best firefly was selected or not 

Step 5: If not selected repeat Step 2 

Step 6: If best obtained 

Step 6.1: Update the weights and generate the best-minimised error value. 

Step 7: Repeat step 2 to Step 6 until the best samples obtained. 

Step 8: Compare originals limits with this Firefly neural network. 

Output: The output of FIREFLY optimiser compensates the sag voltages in 

the series compensator. 
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(a) 

 
 

Figure 8 a) Transformers circuit b) shunt controller circuit 

 

 

Fig .8a explained that transformer adjustment of our research work here 

shunt connection established for efficiency and power accuracy.Fig.8b shows 

that shunt controller in the proposed system this will decreases the time and 

increases the PQ with respected to objectives. 
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Figure 9 Flow chart for ANN with Firefly optimisation. 
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Figure 10 Series controller circuit 

 

Figure 9 shows that Flow chart for ANN with Firefly optimisation.Fig.10 

explains that series controller of circuit here system power quality is more 

compared to the shunt system, but the time factor is a concern. 

 

4.1.3  Neural Networks Role 
 

 

 
 

Figure 11 a) Neural Networks Role b) input voltage 
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5  Results and Discussions  
 

Fig.11a. explained that neural networks data processing from controller 

here using layers phenomena analysing the performance, training state, 

regression. 

 

  

 
 

Figure 12 Input voltage from grid source and analysis 13 b) validation of echo’s 

13 c) target Vs output variation  

 

Fig.12 gives the training performance limits and validating the data error 

minimisation using gradient the best-minimised outcome from neural 

networks will help in compensating the deflections in source voltages in both 

sag and swell modes. 
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Figure 13 d) Source currents e)Load Voltages at non-linear conditions 

 

Fig.13d) shows that source current from grid this current have so many 

disturbances depending on sun intensity.  Fig.13e)explains that load voltage 

at conditions of nonlinearity here we apply FFNN-AC method. Such that 

reducing the sag and swings. 

 

 
Figure 14 a) Load Currents at non-linear conditions b)THD (threshold) for source 

voltages 
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Fig.14 a) explains that load current at conditions of non-linearity here we 

apply FFNN-AC method. Such that reducing the sag and swings. Fig.14 b) 

source voltage from different sources here fundamental frequency is 50Hz 

THD=0.01% 

 

 

 
 

 
Figure15a) THD for load voltages 15b) THD at a source current 

 

Fig.15a) source voltage from different loads and the fundamental 

frequency is 50Hz THD=0.01% . Fig. 15b) source voltage from different 

source current and fundamental frequency is 50Hz THD=0.01% 
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Figure 16 Harmonic distortion for load current 

 

Fig.16 source voltage from different load current and the fundamental 

frequency is 50Hz THD=0.01% 

 

 

 

 

 
Figure 17. pdc, vdc , idc model 
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Figure 18 final comparison surface graphs 

 

 

Here, pdc, vdc , idc model is depicted in Fig 17 and  Fig.18 explained  that final 

comparison graph between irradiance, Pmax Existed work, Pmax proposed 

work we achieved good improvement in power quality, stability and 

efficiency. 

 

5.CONCLUSION 
In this Research, the displaying and the “Simulink_models” of the entire 

made out of PV “generator”, support conversation and M_PPT calculations 

(FFNN-AC) exhibited. As per the consequences of the recreation, we reason 

that The PV generator execution breaks down with expanding HEAT, 

diminishing of sunlight based illumination and variety of the electrical 

burden. The MPPT calculation FFNN-AC make the yield intensity of the PV 

framework to reserved at the most extreme when the illumination and 

“temperature” changed and modifies the PV generator to the heap. 
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ABSTRACT: Sandwich construction is enormously using 

in airliner, rocket and satellite structures because of high 

strength to weight ratio. Sandwich constructed with thin, 

high strength and high stiffness sheets of fiber or metallic 

composite material divided by a thick layer of less density 

substance as shown in Figure 1 The thicker sheet of less 

density substance commonly known as core material having 

light foam type (e.g. Rohacell or Nomex core as shown in 

Figure 2 or metallic honeycomb as shown in Figure 3 or 

corrugated core as shown in Figure 4. The core material 

adhesively bonded to the face sheets. 

A sandwich-prepared composite is an exceptional class 

of composite materials which is fabricated by combining 

two thin substances but having rigid films with lightweight 

but having wide core. The core substance is typically 

prepared which is having less strength substance; however 

it is having high thickness present the sandwich composite 

which is having larger bending stiffness and when we take 

it as whole material will be having less density. 

The open and closed compartment prepared foams 

made up of with the following materials.  

 Balsa wood 

 Polyvinylchloride 

 Honeycombs and  

 Syntactic foams are frequently used core materials. 

This open and closed compartment metal foam can be 

called as core materials. 

KEYWORDS: Core Thickness, Composite, UAV, Rustom, 

Wing, Honeycomb, Stress, Stran, Bending Moment, 

Nestron.  
 

1. INTRODUCTION 

Laminates which is made up of glass or carbon fiber-

reinforced thermoplastics or largely used thermo set 

polymers (polyesters, epoxies...) are extensively formed as 

skin substance. In some of the cases Sheet metal is acts as a 

skin material. 

Main factors depend of the composite material strength 

is as follows: 

The external skins: If the sandwich covered by face sheets on 

both sides and the whole sandwich is stressed by applying 

forces on the core of the beam, and then the bending moment 

will happens by means of shear forces in the sandwich. The 

outcome of the shear forces are tension in bottom skin face 

sheet and compression on the top skin face sheet. The core 

material separated between top and bottom face sheet. If I 

increase the thickness of the core the composite material will 

be stronger as stronger. This working principle is same as I 

beam concept. 

Between the core and the skin the adhesive acts as resign: 

after applying a load on the composite the shear stress on the 

core and the face material will going to change rapidly. There 

will be a small amount of shear stress due to applied load and 

due to bending on the adhesive cannot be neglected. If the 

adhesive bond between the top face sheet and core material 

and also core material and bottom face should not be weak 

because of this there may be leads to a de-lamination. 

1.1 Advantage of Sandwich Constructed Composites: 

 There is improved bending stiffness to weight ratio when 

I compared with monolithic construction. 

 There is a high resistance to mechanical properties and 

this leads to a more sonic fatigue. 

 There is better damping feature when compared to other 

materials. 

 There is better improvement in the thermal insulation. 

But for this project I am going to use specific set of 

material for the sandwich construction which is already pre 

determined. I am going to use foam as the core and carbon 

fiber in the face. 

1.2 RUSTOM II 

The Aeronautical Development Establishment, a 

laboratory under the DRDO, in collaboration with HAL and 

Bharath Electronics Limited, is developing a largely 

indigenous RUSTOM II which will be in the same class as 

the predator of the US. It will field advanced capabilities, 

additional payloads and an endurance of 24 hours. Maiden 

flight is scheduled for February 2014 and the $342.25 million 

RUSTOM II project for 10 RUSTOM II UAV’s, spare 

vehicles and support equipments is planned to be completed 

by august 2017. Unmanned Aerial Vehicle having medium 

altitude long endurance. Properties which elaborates the 

RUSTOM are given below in the table. 
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Speed 125-175 Kmph 

Maximum Altitude 32000 Feet 

Operating Altitude 20000 Feet 

Maximum Speed 225 Kmph 

Stall Speed 110 Kmph 

Table 1: Important Parameters of RUSTOM 2. 

1.3 Wing of the Unmanned UAV 

Wing of the RUSTOM UAV is designed on the concept of 

two spar wing configuration and it’s a high wing. 

 

 
Fig 1: Two Spar Wing Configurations 

 

2. ANALYSIS PROCEDURE 

The procedure there were adopted has been described in 

detailed in this chapter. It includes design of the sandwich 

constructed composite in CATIA V5 and analyzing it in 

MSC Nastran. It also includes analysis of sandwich 

constructed composite by two methods. 

1. Three point bending method 

2. Linear static analysis 
 

  

Fig 2: Sandwich Beam is analyzed using Three Point 

Bending. 

To demonstrate the potentials and drawbacks of obtainable 

sandwich theories, here I am explaining the sandwich beam 

using three point bending load. The overall behavior and 

local behavior nearest to the load applied and also considered 

the support in the beam. And I have to find overall behavior 

and local behavior for two various sandwich core 

thicknesses. 

2.1 Core Thickness: 5mm, 10mm 

The core thickness with 5mm and 10mm is analyzed and 

compared with the classical theory and superposition 

approach theory. 

As per classical theory is considered in this 

example, the faces thickness is less compared to sandwich 

thickness and the core is weaker than that of the faces. The 

deformations are considered are the combination of two quite 

individual parts. The initial deformation happens because of 

the deformation as per the ordinary beam theory. The next 

deformation is happens because of deformation as per the 

shear deformation in the core. By considering these above 

points the differential equations are derived as follows. 

DS ∙
d4wb

dx4
= 0 (ordinary beam theory) 

dws

dx
=

−F
2⁄

AsGc

 (shear deformation) 

Where, 

Ds =
bsEfdfEfdbd2

Efdt + Efdb

 

As = bsd 

d =
dt

2
+ 2 +

db

2
 

c = hs − (dt + db) 

In these equations wb and ws are the perpendicular 

displacements because of bending respectively shear 

deformations. DS can be referred as flexural rigidity and ASGC 

is referred as sandwich beam shear stiffness. No apply 

boundary conditions as x=0 and x=l/2 is: 

φb(x = 0) = 0 

wb(x = ls/2) = 0 

D(x = ls/2) = −F
2⁄  

M(x = ls/2) = 0 

ws(x = ls/2) = 0 

After applying boundary condition rotation of the beam is 

referred as φb, shear force is referred as D and the bending 

moment is referred as M. Deflection due to bending and shear 

can be solved by using analytical method by applying 

boundary conditions, the equation can be written as follows; 

wb(x) =
F

12Ds

x3 −
Fls

8Ds

x2 +
Fls

3

48DS
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ws(x) =
−F

2AsGc

x +
Fls

4AsGc

 

By using derived constitutive relations we can easily 

calculate the shear force, bending moment, shear stress and 

membrane stress in the core and faces. 

Sandwich beam stresses strains are found out by 

 

Axial Strain: 

ϵxx(x, z) = −z
d2w

dx2
 

 

Axial Stress: 

σxx(x, z) = −zE(z)
d2w

dx2
 

 

2.2 Bending Moment of the Beam 

Mx(x) = ∫ z σxxdz = − (∫ z2E(z)dz)
d2w

dx2
= −D

d2w

dx2
 

The quantity D is called the flexural stiffness 

By considering the above equations and I can say 

the stress in the sandwich beam which is having core 

thickness 2h, the modulus elasticity of core Ec , face sheet 

thickness of two numbers f  the modulus elasticity of fiber Ef 

can be written as below equation. 

σxx
f =

zEfMx

D
 

σxx
c =

zEcMx

D
  

τxz
f =

QxEf

2D
[(h + f)2 − z2] 

τxz
c =

Qx

2D
[Ec(h2 − z2) + Eff(f + 2h)] 

3. LINEAR STATIC ANALYSIS 

When loads apply on a body, the body get deforms and the 

loads will be transmitting all the way through the body. The 

state of equilibrium induces when the external loads induce 

internal forces and reactions to render the body. 

Linear Static analysis calculates the following; 

1. Displacements 

2.  Strains 

3. Stresses and 

4. Reaction forces under the effect of applied loads. 

3.1 Assumption of Linear Static Analysis 

Static Assumption: To get full magnitude the loads should 

apply slowly and gradually. The loads remain constant (time-

invariant) once after reaching their full magnitudes. Due to 

negligibly small accelerations and velocities the above 

assumption I can conclude inertial and damping forces are 

neglected. In many cases induces considerable inertial and 

damping forces that cannot be neglected due to dynamic 

loads change with time. 

 

Fig 3: Assumption of Linear static analyses 

Linear static analysis for this sandwich panel is done with the 

help of software package MSC nastran. 

With the help of linear static method, ply stress in each ply is 

found. And ply stress for the various. 

In this example a classical theory, a superposition approach 

theory is compared for the above two core thickness. 

Deflection of sandwich panel along the x axis with separate 

deflection value accounting shear and bending with total 

deflection 

3.2 Deflection of Sandwich Panel along the X Axis Core 

Thickness 5mm 
 

 

Fig 4: Deflection of Sandwich Panel along the X Axis Core 

Thickness 5mm. 
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3.3 Comparison of Theories for Stress Due to Bending for 

5 mm 

 

Fig 5: Comparison of Theories for Stress due to Bending For 

5mm. 

3.4 Comparison of Theories for Axial Strain for 5mm 

 

Fig 6: Comparison of Theories for Axial Strain for 5 mm. 

 

 

3.5 Comparison of Theories for Displacement Due To 

Shear 5mm (Top) 
 

 

Fig 7: Comparison of Theories for Displacement due to Shear 

5mm (top). 

3.6 Deflection along Y Direction for 10mm Core 

Thickness 

 

Fig 8: Deflection along Y Direction for 10mm Core 

Thickness. 
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3.7 Comparison of Theories with MSC Nastran for 5mm 

Displacement due to Bending 

 

 

Fig 9: Comparison of Theories with MSC Nastran for 5mm 

Displacement due to Bending. 

3.8 Stress Variation along Y Direction for 10mm Core 

Thickness 

 

Fig 10 - Stress Variation along Y Direction for 10mm Core 

Thickness. 

4. CONCLUSION 

So, based on the classical theories to the highly advanced 

theories, we come to conclusion that sandwich panel with 

high core thickness has high stiffness and flexural rigidity. 

Moreover this is confirmed with the help of overall stiffness 

value from the theories. 

This is further more that this phase of project work is 

concerned with the study of sandwich theories and a software 

package relates to sandwich constructed composites. 

Since software package we concerned in this project gives 

exact results. 

So, it is worth to continue our project with the help of this 

software packages. 

Moreover, from this observation sandwich panel with foam 

proves better than honey comb core. 

Then the given two material ROAHCELL r51 and carbon 

t300 are highly efficient when compare with other 

combination. 
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Abstract 

In the current era of aerospace, automobile and other various industries, light 

weighed aluminium metal matrix nano composites plays a very major role. 

Nano metal matrix composites are composed of base material as metallic 

which is reinforced with ceramic particulate as reinforcement material. This 

paper consists of the preparation of nano composites by stir casting process by 

the addition of nano B4C particulates into the Al2218 matrix by varying 

different weight percentages of 2% and 4% at a temperature of 730˚C-750˚C. 

Further once the nano composites are prepared, these are subjected to 

characterization, the SEM revealed that there was good uniform distribution of 

nano particles in the aluminum by exhibiting a good bonding with matrix and 

EDS confirmed the presence of B and C elements. Different mechanical 

properties were conducted like hardness, ultimate tensile strength and yield 

strength, which revealed that there was an increase the mechanical properties 

than compared to the base metal. 

Key Words: Al2218 Alloy, nano B4C, Stir casting, Nano composites, 

mechanical properties 

 

1. Introduction 

Nano metal matrix composites play a vital role in the current and modern technology. 

Usually micro ceramic particles are picked up for better yield and ultimate strength of 

the metal. But however the ductility of MMCs deteriorates with high ceramic particles 

absorption. So the nano particles reinforcement can significantly replaced in the place 
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of micro particles which enhance the mechanical strength of the matrix more 

effectively and there by promoting the particle hardening mechanism than micron 

particles [1, 2].  

Aluminum alloys as a matrix phase are widely used in aerospace, automobile and 

marine industries due to their various properties like low density, good mechanical 

properties, better corrosion resistance, and low thermal coefficient of expansion as 

compared to other conventional metals and alloys and also the cost of production is 

relatively low [3, 4]. Because of these characters they form a very strong and good 

contender in many of the applications [5]. However, the mechanical properties such as 

strength, elastic modulus and wear resistance are not enough for industrial 

applications; therefore, they are reinforced by various ceramic reinforcements such as 

Al2O3, SiC, graphite etc., [6, 7]. But nano B4C ceramic particles as reinforcement 

made a remarkable trend and have recently been used for the better improvement of 

the mechanical and wear properties in Aluminum matrix composites by offering 

extremely high hardness, better strength, chemical stability and increase in thermal 

stability [8]. In addition, a limited work has been done on aluminum matrix 

composites by reinforcing with nano B4C because of its high cost of raw material and 

poor wetting. B4C is the third hardest material and it possesses an excellent hardness, 

low specific gravity, and high melting point therefore, which is a best suitable 

reinforcement material for nano metal matrix composites having density less than 

aluminum [9]. The Al–B4C nano composites are used in different applications like 

bicycle frame, armor tanks, containment of nuclear waste, bullet proof vests, neutron 

absorber in nuclear power plant, Because the absorption of thermal neutrons produces 

heat and therefore the temperature of the material increases such that the Al–nano 

B4C composites may experience long-term exposure for estimated temperatures [10].  

Many different fabrication techniques are generally available for the fabrication of 

nano metal matrix composites, such as powder metallurgy, mechanical alloying, high-

energy ball milling, nano-sintering, spray deposition, and variety of casting 

techniques [11]. Nevertheless mechanical stir casting process by the formation of 

vortex method is one of the best technique because, it is relatively inexpensive and it 

can be used to disperse nano sized B4C particles in molten aluminium without 

forming agglomeration and clustering by the addition of nano ceramic particles in 

steps of two stages into the molten matrix and obtaining a good wetting by the proper 

selection of parameters like stirring speed, time, temperature of molten metal, 

preheating temperature of the mould and ceramic particle along with uniform feed 

rate of the reinforcement [4]. Even though stir casting allows producing components 

in bulk at a low cost of production with different complex geometries, but there are 

some disadvantages with it such as porosity, blowholes and proper distribution of the 

nano ceramic reinforcing particles between the metal matrixes. Due to this the 

mechanical properties often leads to degradation. However this problem occurs when 

the volume fraction of the reinforcement is high in the ratio of composites.  

The present research work is done by the preparation of nano metal matrix composites 

by the addition of nano B4C in Al2218 melt at a temperature of 730˚C-750˚C by stir 

casting process. During the composite preparation the pre-heated mix containing of 
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nano B4C particles and K2TiF6 flux was added into the melt to enhance wetting and 

incorporation of nano B4C particles into molten melt of Al2218. Further the prepared 

nano composites were subjected to evaluation of mechanical properties for the better 

enhancement compared to base metal. 

 

2. Experimental Details  

2.1 Process parameters – Matrix and Reinforcement  

Al2218 is a 2000 series aluminum alloy which as major content of copper along with 

magnesium and it is formulated as wrought product and used a primary matrix 

material. Among aluminium alloys, Al2218 is chosen because it as a low density of 

2.8 g/cm3 and used in various applications like jet engines, structural and tubing due 

to its excellent machiniabality characteristics. Because of high content of copper and 

magnesium the materials becomes age hardenable with good strength, corrosion 

resistance and has good weldability. Table 1 illustrates the chemical composition of 

Al2218 alloy. 

 

Table 1: Shows the chemical composition of the Al2218 alloy used in the present 

study 

Elements Si Fe Cu Mg Ni Zn Ti Mn Al 

Weight (%) 0.90 1.0 4.5 1.8 1.7 0.25 0.10 0.20 Bal 

 

For the present work the nano B4C is used as secondary reinforcement particle which 

was procured from Reinste Nano Venture, Delhi, having a particle dia size of 500nm. 

The different physical characteristics like hard strength, catalyst support and as 

neutron absorber makes nano B4C as a researchers and engineers choice for various 

applications by increasing mechanical and tribological properties. Aluminum is 

reinforced with nano B4C because it a low density which is less than the matrix 

material which contributes to weigh saving and as high melting point up to 23500C 

along with excellent chemical and thermal stability. Hence, nano B4C reinforced 

aluminum matrix composite has expanded more attraction towards stir casting method 

with low coast. 

 

2.2 Preparation of Nano Metal Matrix Composites 

For the preparation of metal matrix nano composites stir casting technique is chosen 

because of less expensive and suitable for bulk production of components. The nano 

composites containing 2 and 4 wt. % of nano B4C particulates were prepared from stir 

casting process technique. Initially the required amount of nano B4C and the cast iron 

die are preheated to a temperature of 400˚C. On the other part, the calculated amount 

of Al2218 was weighed and placed in a graphite crucible inside a electric furnace and 

heated to temperature of 750˚C, so that the entire raw materials coverts into an molten 
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phase at a melting temperature of 660˚C. After the complete melting of Al2218, the 

degassing powder known as Solid Hexa Chloro Ethane (C2Cl6) is introduced into the 

molten melt so that the unwanted adsorbed gases are forced out from the melt. The 

molten melt is disturbed by dipping a zirconium coated mechanical stirrer to form a 

clear vortex by stirring mechanism at a speed of 300rpm. Once the vortex is formed 

then the preheated nano ceramic particles along with the proper proportion ratio of 

K2TiF6 is introduced into the molten melt by a constant feed rate. At every each stage 

the continues stirring process is carried out before and after the pouring of mixture of 

nano B4C and K2TiF6 to avoid clustering of particulates and to have uniform 

homogenous distribution of nano particulates in the melt. After continues stirring, the 

entire molten metal was poured into preheated cast iron die.  

The prepared nano composites were machined as per the standards for 

characterization purpose. After confirming the uniform homogenous distribution of 

nano particles in the matrix by SEM and the presence of B and C elements by EDS, 

the mechanical behaviour of as cast Al2218 alloy and its nano composites were 

further evaluated as per ASTM standards. 

 

3. Results and Discussions  

3.1 Characterization by SEM and EDS 

The Scanning Electron Microscope is used to examine the reinforcement pattern and 

the proper distribution of nano particles from the prepared nano composite. A piece of 

cut section was taken from the casted specimen and grinded using 220 grit SiC paper 

followed by 400, 600, 800 and 1000 grades of emery paper. Then the samples were 

mechanically polished and etched by Keller’s reagent (HCL+ HNO3+HF+Water) to 

obtain the better contrast of the microstructure.  

Figure 1a shows the scanning electron photographs of as cast Al2218 alloy. Similarly 

figure 1b showing 2 wt. % nano B4C reinforced composites and figure 1c showing 

scanning electron photographs of 4 wt. % of nano B4C particulates reinforced 

composites respectively. From the scanning electron photographs, it is revealed that 

there is uniform homogenous distribution of secondary phase of nano particulates in 

the Al2218 alloy matrix without any agglomeration. It is also observed that there is an 

excellent interfacial bonding between the nano B4C and Al2218 alloy matrix, which 

further enhances the properties of Al2218 alloy. In the case of Al2218-4 wt. % nano 

B4C composites, there are more particulates in the Al2218 matrix, which shows good 

castability and wettability of Al2218 alloy with ceramic reinforcements. 
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(a)              (b) 

 

(c) 

Figure 1: Scanning electron micrographs of (a) as cat Al2218 alloy (b) Al2218-2% 

B4C and (c) Al2218-4% B4C composites 

 

 

Figure 2: Scanning electron micrographs of (a) as cat Al2218 alloy (b) Al2218-2% 

B4C and (c) Al2218-4% B4C composites 
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EDS analysis confirms the presence of Boron Carbide particulates in Al2218 alloy 

matrix in the form of B and C elements along with Al and Cu elements (figure 2). 

 

3.2 Hardness Measurements   
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Figure 3: Hardness of Al2218 alloy and its nano B4C composites 

 

Figure 3 shows the effect of nano B4C particulates on the hardness of Al2218 alloy. 

From the graphs, it is noted that nano particles reinforced composites showed more 

hardness strength as compared to the Al base matrix. Further, as weight percentage of 

nano B4C increases from 0 to 4 %, in Al2218 composites, it is observed that hardness 

increased from 63.13 BHN to 85.66 BHN. This increase in hardness is mainly due to 

the presence of nano ceramic particulates in the matrix. These particulates act as the 

barrier for dislocations [12, 13]. 

The higher hardness values for composites containing finer nano B4C particles can be 

attributed to the larger surface area of these particles in contact with the matrix alloy. 

Therefore, due to the co-efficient of thermal expansion mismatch between Al2218 and 

B4C phases, higher dislocations densities are generated during processing [14].  

 

3.3 Ultimate and Yield Strength 

Figure 4 showing the effect of nano B4C particulates on the tensile behavior of 

Al2218 alloy. From the graphs, it is noted that nano composites showed more ultimate 

and yield strength as compared to the Al2218 base matrix. Further, as weight 

percentage of nano B4C increases from 2 to 4 %, in Al2218 composites, it is observed 
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that UTS increased from 208 MPa to 229 MPa, for base alloy it is found that 195 

MPa. This increase in UTS and YS is mainly due to the presence of ceramic 

particulates in the matrix. These particulates act as the barrier for dislocations [15]. 

Al2218 alloy and its composites
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Figure 4: Ultimate and yield strength of Al2218 alloy and its nano B4C composites 

 

Further, the yield strength of Al2218-nano composites enhanced due to the presence 

of B4C particulates. The mechanical properties of nano particulate reinforced MMCs 

are controlled by a complex interaction between the Al matrices and reinforcements. 

The addition of a reinforcing phase of different elastic properties induces strain 

concentration. In order to maintain the displacement compatibility across the interface 

when a far-field strain is applied, dislocations are generated at the composite interface 

[16]. Also, the difference in thermal expansion coefficients between the two phases 

necessitates the generation of dislocations to accommodate thermal strain on changing 

temperature.    

 

3.4 Percentage Elongation 

The improvement in UTS is, be that as it may, associated with a lessening in 

flexibility, which decreases as evidently appeared in figure 5. Expanding the wt. % of 

nano B4C in the composite opposes the flowability of aluminum framework and 

diminishes the bendable aluminum compound network content which brings about the 

lessening of % prolongation of the composite [17]. 
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Figure 5: Percentage elongation of Al2218 alloy and its nano B4C composites 

 

4. Conclusion 

In this research, nano B4C-Al2218 composites have been fabricated by stir casting 

method by taking 2 and 4 wt. % of reinforcement. The microstructure, ultimate tensile 

strength, yield strength, percentage elongation of prepared samples is studied. The 

matrix is almost pore free and uniform distribution of nano particles, which is evident 

from SEM microphotographs. The EDS analysis confirms the presence of nano B4C 

particles in the Al alloy matrix. The mechanical properties of Al2218-2 and 4wt. % 

nano B4C composites are superior to those of unreinforced material. The ultimate 

tensile strength of Al2218 alloy is increased from 195 MPa to 229 MPa for 4 wt. % 

nano composites. Percentage elongation of nano B4C composites decreased as 

compared to the unreinforced Al2218 alloy. 
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Abstract:  In the present study the soil samples from paddy field (kalikiri Andhra Pradesh), Karnataka compost development 

corporation limited (KCDC, kudlu village, Bangalore) & spent waste from floating type biogas plant were collected and methanogens 

were isolated, characterized & subjected to growth under anaerobic conditions by providing the kitchen and vegetable market waste as 

the substrate the kinetic study was carried out. A total of 16 isolates were obtained from the sample. The morphology and phenotypic 

characteristics were studied by performing various biochemical tests which revealed that the organism were anaerobes. Biogas 

production was carried out by using anaerobic digester. Paddy field and Biogas sample showed maximum production of biogas than 

KCDC. But mixed consortia had a very high degrading ability in very short period of time up to 92.95%. 

 (keywords- municipal solid waste, methanogens, anaerobic digestion, Modified Gompertz equation, biogas production) 
____________________________________________________________________________________________________________ 

I. INTRODUCTION 

Municipal Solid Waste (MSW), commonly known as trash or garbage and as refuse or rubbish, is a waste type consisting of 

everyday items that are discarded by the public. "Garbage" can also refer specifically to food waste, as in a garbage disposal. The 

composition of municipal solid waste varies greatly from municipality to municipality,[1] and it changes significantly with 

time. Biodegradable waste can be commonly found in municipal solid waste (sometimes called biodegradable municipal waste). 

Biodegradable waste: food and kitchen waste, green waste, paper (most can be recycled although some difficult to compost plant 

material may be excluded [2]). In the absence of oxygen, much of this waste will decay to methane by anaerobic digestion.[3] 

Biodegradable waste includes any organic matter in waste which can be broken down into carbon dioxide, water, methane or simple 

organic molecules by micro-organisms and other living things using composting, aerobic digestion, anaerobic digestion or similar 

processes. Anaerobic digestion is a collection of processes by which microorganisms break down biodegradable material in the 

absence of oxygen.[4] The process is used for industrial or domestic purposes to manage waste or to produce fuels. Much of 

the fermentation used industrially to produce food and drink products, as well as home fermentation, uses anaerobic digestion. 

Anaerobic digestion (AD) occurs naturally in some soils and in lake and oceanic basin sediments, where it is usually referred to as 

"anaerobic activity".[5][6] This is the source of marsh gas methane as discovered by Alessandro Volta in 1776.[7][8]The digestion 

process begins with bacterial hydrolysis of the input materials. Insoluble organic polymers,such as carbohydrates, are broken down 

to soluble derivatives that become available for other bacteria. Acidogenic bacteria then convert the sugars and amino acids into 

carbon dioxide, hydrogen, ammonia, and organic acids. These bacteria convert these resulting organic acids into acetic acid, along 

with additional ammonia, hydrogen, and carbon dioxide. Finally, methanogens convert these products to methane and carbon 

dioxide.[9] The methanogenic archaea populations play an indispensable role in anaerobic wastewater treatments.[10]Anaerobic 

digestion(AD) is used as part of the process to treat biodegradable waste and sewage sludge. As part of an integrated waste 

management system, anaerobic digestion reduces the emission of landfill gas into the atmosphere. The nutrient-rich digestate  

produced can be used as fertilizer. Methanogens are microorganisms that produce methane as a metabolic byproduct in anoxic {low 

level oxygen} conditions. They belong to the domain of archaea most of them have cell wall. They occur in 2 forms cocci, bacilli, 

consume H2 & CO2.Methanogens are responsible for marsh gas {bio gas} production. They are obligate anaerobes, extremophiles, 

living in the guts of cows, deep in swamps and even in the muck from sewage treatment plants. Methanogenesis or bio 

methanation is the formation of methane by microbes known as methanogens. Methanogenesis is sensitive to both high and low 

pH’s and occurs between pH 6.5 and pH 8.[11] The remaining, indigestible material the microbes cannot use and any dead bacterial 

remains constitute the digestate.[12] 
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II. MATERIALS AND METHODS 

A. Collection of samples  

The samples from three different places, soil sample from paddy field(PD) of kalikiri Andhara Pradesh, fine manure sample 

from Karnataka compost development corporation limited(KCDC) and spent from floating type biogas plant(BG)of 

chikballapura were collected in sterile zip-lock plastic maintaining aseptic conditions. The collected samples were brought 

to the laboratory for isolation and characterization. 

 

B. Construction of anaerobic chamber 

The chamber was constructed by using polycarbonate material & anaerobic condition was maintained by complete removal 

of oxygen. 

 

C. Isolation of methanogens 

Methanogenic organisms were grown in Thioglycollate media [13] by serial dilution of sample and by using pour plate & 

spread plate method. (Basic Practical Microbiology A Manual by Society for General Microbiology (SGM)). Identification of bacterial isolates was done 

on the basis of their colony characteristics on the basal media & Gram staining [13].  

 

D. Fluorescence test 

Fluorescence is presumptive evidence for methanogenic bacteria, but definitive proof requires further characterization. [13]. 

To observe the presence of fluorescence, the isolated colony plates were directly placed in UV Trans-illuminator & checked 

for blue green fluorescence. 

 

E. Agar deep culture 

An agar deep culture produced by a deep inoculation into a solid medium (thioglycollate agar media) that is used especially 

for the growth of anaerobic bacteria (Harley J.P. And Prescott Lansing L.M. 2002. Laboratory Exercises in Microbiology, 5th Ed. McGraw-Hill Higher Education, New 

York, NY, USA). The inoculation was carried out using a sterile needle loop. The obtained isolates were subculture in liquid BM3 

media. [14] 

 

F. Cell count and motility test 

The cell count was performed by using hemocytometer and the results were recorded. Motility test was carried out using 

hanging drop technique to identify motile & non-motile isolates. [13] Gram’s staining was carried out for the obtained isolates 

in order to study their morphology ("Pioneers in Medical Laboratory Science: Christian Gram 1884"). [15] 

G. Biochemical tests 

Biochemicals tests such as IMViC, urease, TSI, catalase, carbohydrate fermentation tests, starch test were performed in 

order to identify bacterial species based on the differences in the biochemical activities of bacteria. 

 

H. Antibiotic sensitivity test 

Antibiotic sensitivity test was carried out by disc diffusion technique using streptomycin (10mcg) and the results were 

recorded. 

 

I. Waste collection and processing  

Kitchen Waste (KW) was collected from houses of residential area (H S R layout) & vegetable market waste were collected 

from Madiwala vegetable market. The waste along with inoculum (3:1 ratio) was fed to screw capped pet bottles and the 

setup was left at room temperature for the production of biogas through AD. Cow Manure (CM) was collected from Mallela 

(Pileru, Andhra Pradesh). The wastes were cut into small size & blended in order to reduce size to ease the process of 

digestion.  

 

J. Liquid displacement setup 

A simple lab-scale experiment was fabricated using digesters. Each digester was made of plastic pet bottles. In this study the 

volume of produced gas was measured by water displacement method considering the volume of the generated gas equal to 

that of expelled water in the water collector. Each digester was connected to water chamber (plastic bottles) by a plastic pipe 

(gas pipe) which was used to pass the produced gas into water chamber. Another glass pipe (water pipe) was used to take the 

displaced water from the water chamber to the water collector which was fitted & air sealed. Both the ends of the gas pipe 

were inserted just at the top of the digester and the water chamber. The water pipe was inserted just bottom of the water 

chamber and top of water collector. The set up is illustrated in figure 1. 
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Fig 1: schematic diagram of the lab-scale experimental set-up [16] 

K. Solid Analysis 

 Moisture content(MC): The MC is the water content that is present in the reaction mixture. The water present in 

the reaction mixture was measured by the direct method of determination. 

Moisture Content (%)=  
𝑊2−𝑊3

𝑊2−𝑊1
∗ 100 

                           Where 

                          W1= weight of the container; W2= weight of the container and sample before drying; W3= weight of the container and sample after drying. 

 

 Total solids(TS): Total solids include both the suspended solids and the dissolved solids which are obtained by 

separating the solid and liquid phase by evaporation. These solids are the substrate components that will be utilized 

for the production of the biogas. 

Total Solids (%)=100- Moisture (%) 

 

 Volatile Solids(VS): the solids that remain after drying, evaporating or filtration were then ignition at 600 ̊C. the 

sample turn to ash. 

 Volatile solids(%)= 
𝑊2−𝑊3

𝑊2−𝑊1
∗ 100 

                                  Where  

                                W1= weight of the dish; W2= weight of the dried residue and dish; W3= weight of the residue and dish after ignition. 

 

 

 

III. Result and Discussion 

The samples were successfully collected in sterile zip-lock plastic maintaining aseptic conditions. The anaerobic chamber was 

constructed and anaerobic condition was maintained. The isolation of methanogens was carried out by using different dilutions of 

sample (10ˉ², 10ˉ³, 10ˉ⁴). Pure cultures were selected by streaking the individual colony on TG agar plates. Pentagon streak was carried 

out in order to check whether the culture consists of only one organism. A total of 16 bacterial strains were identified by standard 

bacteriological identification procedure from the three samples. They were named as KC1-KC5 (obtained from KCDC), BG1-

BG5(biogas plant) and PF1-PF6(paddy field) respectively. Microscopic examinations were carried out by gram staining and motility 

test. The results obtained are given in table 1. 

Table1: result for cell count, gram’s staining, motility test 

Sl. No. Strain No. Cell 

Count(Cells/ml) 

Gram’s Staining Shape Motility 

1.  KC1 35*10⁴  Gram Negative  Cocci  Motile  

2.  KC2 27*10⁴  Gram Negative  Cocci  Motile  

3.  KC3 49*10⁴  Gram Negative  Cocci  Non -Motile  

4.  KC4 50*10⁴  Gram Negative  Cocci  Motile  

5.  KC5 50*10⁴  Gram Negative  Cocci Non -Motile  

6.  BG1 19*10⁴  Gram Negative  Bacilli  Non- Motile  

7.  BG2 27*10⁴  Gram Negative  Bacilli  Motile  

8.  BG3 24*10⁴  Gram Negative  Bacilli  Motile  

9.  BG4 48*10⁴  Gram Negative  Bacilli  Motile  

10.  BG5 26*10⁴  Gram Negative  Bacilli  Motile  
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a. Fluorescence test 

Fluorescence test was carried out for the identification of methanogenic bacteria containing the F420 coenzyme which shows 

blue-green fluorescence by methanogenic bacteria and is readily distinguishable from the white-yellow fluorescence 

occasionally observed in non-methanogenic colonies. The strains showed no fluorescence indicating the absence of F240 co-

enzyme production 

b. Butt Culturing 

The isolates were found to be anaerobic & few isolates developed cracks in agar indicating the gas production. 

 
.          

 

c. Biochemical tests  

Table 2: result for biochemical tests 

SL.NO STRAIN 

NO 

I M V CI C TSI U CHF SHT 

1 KC1 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

2 KC2 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

3 KC3 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

4 KC4 -ve -ve -ve +ve -ve +ve +ve +ve +ve 

5 KC5 -ve +ve -ve +ve -ve +ve +ve +ve +ve 

6 BG1 -ve -ve -ve +ve -ve +ve +ve +ve +ve 

7 BG2 -ve +ve -ve -ve +ve +ve -ve +ve +ve 

8 BG3 -ve +ve -ve +ve +ve +ve -ve +ve +ve 

9 BG4 -ve -ve -ve +ve +ve +ve +ve +ve +ve 

10 BG5 -ve +ve -ve +ve +ve +ve -ve +ve +ve 

11 PF1 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

12 PF2 -ve +ve -ve +ve -ve +ve -ve +ve +ve 

11.  PF1 21*10⁴  Gram Negative  Cocci  Non-Motile  

12.  PF2 48*10⁴  Gram Negative  Bacilli  Non-Motile  

13.  PF3 31*10⁴  Gram Negative  Bacilli  Non-Motile  

14.  PF4 28*10⁴  Gram Negative  Bacilli  Motile  

15.  PF5 48*10⁴  Gram Negative  Bacilli  Non-Motile  

16.  PF6 23*10⁴  Gram Negative  Cocci  Non-Motile  

Fig 2b: results for grams staining indicating gram 

negative cocci shaped microbe. 

 

Fig2a: results for butt culture technique 

with gas production 
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13 PF3 -ve +ve -ve +ve -ve +ve +ve +ve +ve 

14 PF4 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

15 PF5 -ve +ve -ve +ve +ve +ve +ve +ve +ve 

16 PF6 -ve -ve -ve +ve -ve +ve -ve +ve +ve 

I-Indole test 

M-Methyl red test 

V-Vogues Proskauer test 

CI-Citrate test 

C-Catalase test 

 

 

d. Antibiotic sensitivity test 

The results of antibiotic sensitivity test are given in table3. 

 

Table3: results of antibiotic sensitivity test 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

e. Liquid displacement 

The biodegradable waste was fed into the screw capped PET bottles along with crude sample in 3:1 ratio (vegetable waste: 

inoculums), 4%NH4OH, 1.5%NaOH, 4g of cow manure(CM) was added to enhance the process of gas 

production.1.5%NaOH is used to maintain the alkaline (6.8 to 7.2) condition. The setup was left at room temperature for 20 

days. The results are tabulated as follows 

Amount of liquid displaced is tabulated as 

Table4: Amount of liquid displaced in ml (crude sample) 

 

 

 

 

 

 

 

 

 

 

 

*- after 20th day KCDC produced gas but other samples were already converted into organic matter. 

 

Table 5: Amount of liquid displaced in ml (result for isolated strains)    

Sl.no Strain no Antibiotic sensitivity MIC(cm) 

1 KC1 +ve 1.8 

2 KC2 +ve 1.0 

3 KC3 +ve 2.0 

4 KC4 -ve 1.7 

5 KC5 +ve 2.05 

6 BG1 +ve 1.1 

7 BG2 +ve 1.2 

8 BG3 +ve 2.0 

9 BG4 +ve 0.9 

10 BG5 +ve 1.1 

11 PF1 +ve 1.7 

12 PF2 +ve 1.5 

13 PF3 +ve 1.8 

14 PF4 +ve 1.5 

15 PF5 +ve 1.5 

16 PF6 +ve 0.8 

Duration(days) Sample 1 (PF) Sample2(KC)* Sample3(BG) 

0 860  0  30  

5-10 35.6  0  0  

10-15 62.95  0  542  

15-20 10  57  90  

Sl Strain no Duration(days) Liquid displaced(ml) 

TSI-Triple Sugar Iron test 

U-Urease test 

CHF-Carbohydrate Fermentation Test 

SHT-Starch Hydrolysis test 
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f. Solid analysis 

Moisture content and Total solids(TS) were determined gravimetrically after drying in oven at 105 ̊ C. Volatile solids (VC) 

content was analysed by ignition dried sample at 600 ̊ C for 2 hours and determining the ash free dry weight.  

 

 

 

 

 

no 

1 BG1 0-5 - 

5-10 - 

10-15 - 

15-20 - 

2 BG2 0-5 - 

5-10 - 

10-15 - 

15-20 6.2 

3 BG3 0-5 - 

5-10 - 

10-15 - 

15-20 - 

4 BG4 0-5 - 

5-10 - 

10-15 100 

15-20 250 

5 

 

BG5 

 

0-5 - 

5-10 - 

10-15 - 

15-20 45 

6 PF1 0-5 - 

5-10 - 

10-15 - 

15-20 - 

7 PF2 0-5 - 

5-10 - 

10-15 - 

15-20 - 

8 PF3 0-5 - 

5-10 - 

10-15 - 

15-20 - 

9 PF4 0-5 - 

5-10 - 

10-15 - 

15-20 - 

10 PF5 0-5 167 

5-10 - 

10-15 - 

15-20 - 

11 PF6 0-5 - 

5-10 - 

10-15 - 

15-20 - 
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Table 6: Solid analysis of the crude sample  

 

SAMPLE MC (%) TC (%) VC (%) 

        B1 94.4 5.6 88.14 

B2 92.03 7.97 89.71 

P1 92.7 7.3 77.05 

P2 95.60 4.4 74.29 

F2 94.9 5.1 75.55 

F3 94.7 5.3 68.42 

 

Table7: Solid analysis of the isolated sample 

 

STRAIN MC (%) TC (%) VC (%) 

BG2  92.54 7.46 82.78 

BG4  78.93 6.16 80.59 

PF5 88.2 11.8 88.35 

MIX 92.95 7.05 78.93 
It was seen that after isolation the strain BG2 and mixed consortia (mix) had the ability to produce more amount of biogas at faster 

rate. 

 

 

 

 

 
(A)                                                                                                   (B) 

  

 

 
(C)                                                                                                      (D)                   

Graphs: Cumulative biogas production of (A) crude sample(1_1-BG,1_2-PF,1_3-KC) ;(B) crude sample with mix consortia(1_1-

BG,1_2-PF,1_3-KC,1_4-Mix) ;(C) isolated sample (1_1to 1_5-BG,1_6 to 1_11-PF) ;(D) isolated sample with mix consortia (1_1to 

1_5-BG,1_6 to 1_11-PF, 1_12-mix). 
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IV. Discussion 

The study of biogas production from different substrate were conducted in anaerobic digester. The organisms were 

grown anaerobically using thioglycolate media. The morphology and phenotypic characteristics were studied by 

performing various biochemical tests which revealed that the organism were anaerobes. The biogas production was 

monitored and measured by liquid displacement study at regular intervals. A good substrate characterization is important 

in prediction of biogas potential from different substrates. The above graph indicates that mixed consortia had high 

degrading ability when compared to crude samples and isolated strains. Thus, speeding up the process of conversion of 

waste into organic matter.  The moisture content of substrates ranged from 88% to 94%, this indicated that the substrate 

had enough moisture content for anaerobic digestion. The volatile solid of substrates ranged from 76% to 88%, this 

indicated that the substrate was rich in organic solid content that was to be converted to biogas.  

 

V. Conclusion 

 

 It is concluded that individual strains had a potential to degrade the waste to organic matter in short period of time 

indicating a faster degradation rate compared to crude samples. The crude sample showed high amount of water 

displacement with increasing time, indicating the slow rate of degradation of waste into organic matter but higher rates of 

biogas production. From the graph, it was found that the mixed consortia have a high degrading ability in a short period 

of time.  So, it can be concluded that mixed consortia gave a better result than the individual strains and can be used for 

speeding up the process. 
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Abstract: Environment pollution by toxic heavy metals (HM) presents a real life threat for human health. 
Accumulation of   heavy metals like Cadmium, Mercury, Cobalt and Copper in water causes toxic actions 
if the tolerance level is exceeded. Alkaline Phosphatase (ALP) activity was used for estimation of heavy 
metal ions in drinking water. It was based on inhibition of Alkaline Phosphatase enzyme activity exerted by 
metal ions. Kinetics of ALP was performed and maximum activity was found to be at using 2U/ml 
concentration of enzyme and hence was chosen for further studies. ALP immobilization was carried out by 
sol-gel method and sodium alginate method on two different surfaces: glass and stainless steel. Inhibition 
characteristics of ALP were tested using different concentrations of individual heavy metals ranging from 
10mM to 10-5mM and also using combination of heavy metals of concentration 10-4mM.The reaction 
showed uncompetitive inhibition. Amongst the four heavy metals used, the amount of inhibition was found 
to be more in mercury compared to other metals.  
 
Index Terms— Alkaline Phosphatase, Sol-Gel, Inhibition, meal ions 
 

1. INTRODUCTION 
The accumulation of toxic substances in the environment continuously increases due to diverse pollutants 
from the industries. Heavy metals in drinking water pose a serious threat to human health if the respective 
tolerance level is exceeded. Populations are exposed to heavy metals primarily through water consumption, 
but few heavy metals can accumulate in the human body (e.g., in lipids and gastrointestinal system) and 
may induce cancer and other risks. Hence, fast and accurate detection of metal ions has become a critical 
issue. Due to the high toxicity caused by the heavy metal ions there is an obvious need to determine them 
rapidly at trace levels. The present investigation aims determining heavy metal ions based n the inhibition 
studies of ALP on different metals. 
 
2. MATERIALS AND METHODS  
 
2.1 ENZYME KINETIC STUDIES  
2.1.1 PNP STANDARD CURVE:  
Enzyme kinetics was studied by plotting the pNP Standard Curve and carrying out the Enzyme Activity Assay 
by using 0.05M p-nitro phenyl phosphate (pNPP) as the substrate. The release of p-nitrophenol (pNP) in the 
reaction mixture (2.5ml) was continuously measured at 405nm spectrophotometrically (Thermo-Fischer), over 
the linear period. Different concentrations of standard pNP ranging from 0µg to 50µg were taken in a series 
volume of different test tubes. 1ml of distilled water is added to the test tubes. 2ml of 0.1M Sodium Hydroxide 
was added to make up the final reaction mixture to 4ml. Absorbance readings were taken at 405nm.  
 
2.1.2  INHIBITION STUDIES OF FREE ALP WITH DIFFERENT HEAVY METAL IONS:  
The effect of Hg2+, Cu2+, Co2+ and Mn2+ on ALP activity was studied. Various concentrations of the chosen 
heavy metals were added to the 0.1M Sodium Carbonate-Bicarbonate buffer followed by the addition of 0.1ml 
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enzyme. 1ml of 0.05M p-NPP substrate was then added to study the inhibition of the enzyme activity. 1ml of 
0.2M NaOH was added to the final reaction mixture and the absorbance was measured at 405 nm 
spectrophotometrically.  
 
2.2 IMMOBILIZATION OF ENZYME  
2.2.1   SOL GEL METHOD  
The stock gel solution for immobilization was prepared by adding 570µl of methanol 50µl of TEOS and 10ul of 
3.8% CTAB (Cetyl Tri methyl Ammonium Bromide) solution in a small test tube at room temperature The 
solution was vigorously mixed. It was then cooled to 4oC immediately after mixing. The enzyme stock solution 
was prepared by dissolving a known quantity of ALP in 50ml 0.02Mm phosphate buffer (pH- 7.0).The enzyme 
solution was cooled at 4oC.  
 
2.2.2 SODIUM ALGINATE METHOD (SA):  
The sodium alginate method was performed by adding 0.6gms of Sodium alginate to 20ml of distilled 
water(solution 1) and 50µl of ALP (2U/ml) (solution 2). The Solution 1 and 2 were mixed and stirred for 30 
minutes covering the electrode.  
 
2.3 ACTIVITY OF IMMOBILIZED ENZYME ON DIFFERENT SURFACES  
Immobilization was performed on two different types of surfaces (Glass and Stainless Steel) and by two 
different methods (Sol Gel and Sodium Alginate).  1ml of pNPP substrate was added to 0.4ml sodium 
carbonate-bicarbonate buffer .The enzyme immobilized glass beads, stainless steel fork prangs and stainless 
steel plates were added and incubated at 37oC for 15minutes. glass beads, stainless steel fork prangs and 
stainless steel plates were removed. 1ml NaOH was then added and absorbance was measured at 405nm. 
Enzyme was not immobilized on the glass surface using the Sol Gel method as it specifically requires a 
conducting medium 
.  
2.4  pNPP SUBSTRATE KINETICS  
The primary function of the inhibitor is to reduce the rate of reaction. Hence the need to study the rate of the 
reaction is highly necessary to study the properties of inhibition.  
 
2.4.1 pNP ASSAY  
Various volumes of standard pNP (0, 0.2, 0.4, 0.6, 0.8, 1.0 ml) were taken in a series of test tubes. The Volume 
was made upto 1ml using distilled water. 2ml of 0.1M NaOH was then added to all the test tubes and 
absorbance was measured at 405nm  
 
2.4.2 pNPP ASSAY  
1ml of different concentrations of pNPP was added to 0.4ml buffer followed by the addition of 0.1ml enzyme. It 
was then incubated at 37oC for 5minutes. 1ml of 0.2M NaOH was then added to the test tubes and the 
absorbance was measured at 405nm.  
 
2.4.3 MM PLOT FOR pNPP SUBSTRATE  
The Michaelis-Menton plot was plotted for the substrate to find the rate of the reaction. It is a plot with 
concentration on x-axis and activity on y-axis. The formula used to calculate the activity is:-  
Activity = (concentration of pNP x dilution factor) in µmol/min  
(mol. wt of pNP x Vol. of enzyme x Incubation time)  
 
2.4.3 LB PLOT OF pNPP  
The Lineweaver-Burk plot is widely used to determine important terms in enzyme kinetics, such as Km and 
Vmax. The y-intercept of such a graph is equivalent to the inverse of Vmax. The x-intercept of the graph 
represents -1/Km. It also gives a quick, visual impression of the different forms of enzyme inhibition. The LB 
plot was plotted for the substrate to use as a reference to fine the type of inhibition exhibited by the heavy 
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metals. 
 
3. RESULTS AND DISCUSSION 
 
3.1 STANDARDIZATION OF pNP 
A graph was plotted with concentration of pNP taken on the x-axis and absorbance on y-axis. From the 
results it was observed that there was a linear increase in the absorbance level against increasing 
concentrations of pNP 
 
 
 
 
 
 
 
 
 
 
 
 
            
                                                                     Graph 1: Standard Curve for pNP 
  
3.2 INHIBITION STUDIES OF THE FREE ENZYME ALP 
The compounds HgCl2, MnSO4, CoSO4 and CuSO4 were used as inhibitors and the percentage inhibition 
exerted by the respective individual heavy metals i.e. Hg2+, Mn2+, Co2+ and Cu2+ is given below. The 
percentage inhibition was calculated for different concentrations of Mercury, Manganese, cobalt and 
copper.. It was found that maximum inhibition was exhibited by 40µg of Mercury whereas minimum 
inhibition was shown by 0.4µg of Mercury and maximum inhibition was exhibited by 10.9µg of 
Manganese whereas no inhibition was seen after concentrations of 0.10µg. It was found that maximum 
inhibition was exhibited by 0.005µg of Cobalt whereas no inhibition was seen in 58.93µg of Cobalt and it 
was found that high inhibitions were seen in 6.35µg and 0.06µg concentrations of Copper, lesser inhibition 
at 63.5µg whereas no inhibition were seen in the by 0.4µg of Copper 

                                 
Graph 2: Concentration of Mercury vs. Percentage Inhibition        Graph 3: Concentration of Manganese vs. Percentage   
                                                                                                                                                         Inhibition 
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Graph 4: Concentration of Cobalt vs. Percentage Inhibition          Graph 5: Concentration of Copper vs. Percentage                    
                                                                                                                                                        Inhibition 

  
 
 
 
 
 
 
 
 
 

3.3 RESULTS OF ACTIVITY OF IMMOBILIZED ENZYME ON DIFFERENT SURFACES 
 

Immobilization was performed on two different types of surfaces (Glass and Stainless Steel) and by 
two different methods (Sol Gel and Sodium Alginate).The test was performed to find the activity of 
the immobilized enzyme on the glass beads. The sample (S) which had the enzyme immobilized glass 
beads showed negligible activity while the left over Sodium Alginate Extract (E) of the glass beads 
comparatively showed some activity. This showed that the enzyme had not been immobilized on to the 
glass surface using this method. The ALP immobilized prongs were tested for enzyme activity for a 
period of one week. The Immobilized enzyme showed high activity on the 1st day, which steadily 
decreased on the 2nd day and was almost negligible on the 7th day. This concluded that the enzyme 
showed stability for 1 week when it was immobilized with Sodium Alginate. For the Sol Gel 
Immobilized Surface, activity was found to be maximum on the 1st day which decreased over the 2nd 
and the 7th day. Moreover the activity for Stainless Steel Fork Prongs using Sodium Alginate Method 
had considerable good activity on day 2 whereas for the Sol Gel Immobilized prongs lost a greater 
amount of activity on the day 2 itself. Here the Sodium Alginate Immobilized Surface was tested for 
enzyme activity. This experiment showed considerably good activity on the 1st day which was rapidly 
lost on the 2nd. The results did not require us to proceed with testing the activity further ahead. The sol 
gel immobilized enzyme surface was then tested for enzyme activity. For this type of immobilization, 
the activity had reduced drastically from the 1st day to the 2nd. Moreover the activity for Stainless Steel 
Plates using Sol Gel method seemed to exhibit higher activity than that of the Sodium Alginate 
Method. The inhibition characteristics for four different metals i.e. Mercury, manganese, cobalt, 
copper were tested. All the metals were found to produce 100% inhibition. 

 3.4 MM PLOT FOR pNPP SUBSTRATE 
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In the Michaelis-Menton curve obtained, it was seen that the rate of the reaction was found to increase 
with increasing concentrations of the substrate. This would tell us about the amount of the product pNP 
formed from the substrate pNPP. From the graph theVmax was found to be 7.9 and the Km value was 
found to be 0.06 

 
Graph 7: MM plot for substrate 

 
 
 

3.5   LB PLOT OF PNPP 
 
From the resulting LB plot, the substrate was used as a reference to find the type of inhibition exhibited by 
the heavy metals. From this, the Km was found to be 0.028 and Vmax was found to be 0.0302. 

 
Graph 8: LB plot of pNPP 

 
3.6 TYPE OF INHIBITION 
The Lineweaver-burk plot was plotted for the substrate with and without the inhibitor and the inhibition 
was found to be of uncompetitive type. Uncompetitive inhibition implies that the inhibitor can bind 
only to the substrate-enzyme complex. This was concluded due to the parallel slopes obtained for the 
respective curves. 
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Graph 9: LB plot with inhibitor 
 
 
3.7 COMPARISON OF INHIBITION BY DIFFERENT METALS AT 0.1 M 

CONCENTRATIONS 
        The results obtained were plotted on a graph. It was found that Mercury exhibited maximum 

inhibition of 76.9% while Manganese seemed to show the least inhibition of 22.9%. 
 

 
Graph 10: Comparison of Inhibition by Different Metals 

 
 

4. CONCLUSION  

The present study concluded that maximum activity for Alkaline Phosphatase enzyme was exhibited at 

2U/ml concentration .Hence, this concentration was chosen for further work .On comparing the 

immobilization by the two techniques used, we observed that Sodium Alginate immobilized surface 

retained higher activity compared to Sol gel immobilized surface. By studying the effect of various 
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heavy metals on the free and immobilized enzyme, it was found that Mercury exhibited maximum 

inhibition on the activity of the enzyme Alkaline Phosphatase and Manganese was found to have the 

least inhibition. The heavy metals Copper and Cobalt showed unstable inhibition readings due to the 

inherent color exhibited by them which caused hindrance in Absorbance readings. The concentration 

range of heavy metals that can be detected by using this sensor is 10-4mM to 10mM .A Line weaver – 

Burk plot was plotted for the pNPP substrate with and without the inhibitor. The graph obtained showed 

that the inhibition was of uncompetitive type. This implies that the enzyme inhibitor can bind only to 

the complex formed between the enzyme and the substrate. This could imply that the binding site for 

the inhibitor is accessible only after the enzyme has bound to its substrate.  
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Abstract: Traditional therapies, including the use of dietary components for wound healing and skin regeneration, are 
very common in Asian countries such as China and India. The increasing evidence of health-protective benefits of 
phytochemicals, components derived from plants is generating a lot of interest, warranting further scientific evaluation 
and mechanistic studies. Among different plants showing positive activity towards wound healing, Capparis spinosa-C. 
spinosa has many active constituents such as flavonoids such kaempferal  and quercetin . Nature fruits of C. spinosahave 
glucose as 1-H Indole-3-acetonitrile etc, whereas C. zeylanica has reported  to have fatty acids such as E-octodec-
7enynoic acid isolated from chloroform extract of the roots . Extracts of C. decidua stems and flowers showed 
insecticidal and oviposition inhibitory activities against Bruchus chinensis. the photochemical from these plant extracts 
were found to possess significant wound healing promoting activity. In the present study, we have identified 12 potent 
active constituents viz.,  Capparispine, Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline 
betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, Sinigrin  for wound healing promoting ability. 
These active constituents were subjected for docking study using a well established target GSK 3 Beta responsible for 
wound healing process in human. Our results, indicated that Capparispine, Glucocapparin, kaempferol, Polyprenols, 
Quercetin, Quercetin-3-rutinoside, Rhamnetin have a potent wound healing property among other compounds. In vivo/ in 
vitro studies to validate the present finding and to understand the exact mechanism and potential targets of these 
phytochemicals are under process. 
 
Keywords: Wound healing, Ethanol leaf extract, C. decidua, C. spinosa and C. Zeylanica, Antimicrobial activity, 
Docking. 
 

I.  INTRODUCTION 
 
Wound infection has become a major medical distress in recent years. Wound is defined simply as the disruption 

of the cellular and anatomic continuity of a tissue. Wound may be originated by physical, chemical, thermal, microbial or 
immunological insult to the tissue. Wound healing is a structured biological process that restores tissue continuity after 
injury and is a combination of physical, chemical and cellular events that recreate the wounded tissue or replace it with 
collagen. Wound healing can be divided into three stages, including inflammation, proliferation and re-modelling and 
maturation phases which includes the interaction of various cells, cytokines and growth factors. The normal healing starts 
immediately after the injury. When blood spills at the site of injury, the blood platelets interact with collagen and other 
components of the extracellular matrix. This stimulates the release of clotting factors as well as essential growth factors 
and cytokines such as platelet-derived growth factor (PDGF) and transforming growth factor beta (TGF-β). The 
inflammatory phase begins after the migration of neutrophils to the wound site to clean the tissue. The fibroblasts migrate 
into the tissue to unfold into the proliferative phase and deposit new extracellular matrix. This new collagen matrix gets 
cross linked and organized. 

Capparis is one of the important genus of the family Capparidaceae. Leaves of Capparis decidua are used as 
plaster for boils and swellings, to relieve tooth ache, as antidote to poison, stem bark as laxative, anthelmintic, in treating 
cough, asthma and inflammation, fruits in cardiac troubles, root and root bark in fever and rheumatism (Chopra, et al., 
1956), fruits are known as appetizer, stem bark is used in the treatment of cardiac diseases, whole plant is used in debility, 
joint pains, pyorrhoea, rheumatism, skin disorders (Keshava Murthy, 1994), fruits and shoots are reported for 
hypolipidaemic (Purohit and Vyas, 2005), antistress and antidiabetic (Yadav, et al., 1997), anti-inflammatory activity.  
Leaves of C. spinosa are used as poultice in gout, in nervous disorders, stem bark is used in treating paralysis, 
rheumatism, tooth ache and tuberculosis (Keshava Murthy, 1994), root bark as tonic, diuretic, expectorant, anthelmintic, 
analgesic, in rheumatism, paralysis, enlarged spleen and tubercular glands (Chopra, et al., 1956), antihepatitis, anti-
inflammatory, antifungal, antidiabetic, in treating chondrocytes (Panico, et al., 2005), as hypolipidaemic (Eddouks, et al., 
2005), as antiallergic and antihistaminic (Trombetta, et al., 2005), as antioxidant (Bonina, et al., 2002; Germano, et al., 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 

 

IJCRTOXFO039 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  412 
 

2002). The plant contains glucoside, triglucoside, rutin, pentosans, rutic acid, pectic acid and saponin (Chopra, et al., 
1956), glucosinolates, fatty acid, sterol and tocopherol (Matthaus and Ozcan, 2005).Leaves of C. zeylanica is used in 
treating cholera, fruits in treating blisters and boils, roots in treating coryza, elephantiasis, hemiplegia, neuralgia, oedema, 
piles, pneumonia, rheumatism, snakebite, ulcer and vomiting (Keshava Murthy, 1994), as sedative, in treating cholera and 
stomachic, the plant contains an alkaloid, phytosterols, water soluble acids (Chopra, et al., 1956) and E-octadec-7-en-5-
ynoic acid. The tribal groups of Davanagere district, Karnataka state, India use leaves of above mentioned plants in 
healing septic wound (Fresh leaves were ground with lime juice and mixed with one teaspoon full of honey, a thick paste 
so obtained is applied to septic wounds) (Manjunatha, 2002). 

Critical review of the literature revealed that the wound healing potency of these plants has not been subjected to 
clinical evaluationIn the present study, we have identified 12 potent active constituents viz.,  Capparispine, 
Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline betaine, Quercetin, Quercetin-3-rutinoside, 
Rhamnetin, Rutin, Saccharose, Sinigrin  for wound healing promoting ability. These active constituents were subjected 
for docking study using a well established target GSK 3 Beta responsible for wound healing process in human. Our 
results, indicated that Capparispine, Glucocapparin, kaempferol, Polyprenols, Quercetin, Quercetin-3-rutinoside, 
Rhamnetin have a potent wound healing property among other compounds. In vivo/ in vitro studies to validate the present 
finding and to understand the exact mechanism and potential targets of these phytochemicals are under process. 
 

 
II.  MATERIALS AND METHODS 
 
1. Target Identification:  Glycogen synthase kinase-3 (GSK-3) is a widely expressed and highly conserved 

serine/threonine protein kinase encoded by 2 genes, GSK3A and GSK3B. Both Gsk3b-CKO mice and 
fibroblasts showed elevated expression and production of endothelin-1 (ET-1) compared with control mice and 
cells. Antagonizing ET-1 reversed the phenotype of Gsk3b-CKO fibroblasts and mice. Thus, GSK-3beta 
appears to control the progression of wound healing and fibrosis by modulating ET-1 levels. These results 
suggest that targeting the GSK-3beta pathway or ET-1 may be of benefit in controlling tissue repair and 
fibrogenic responses in vivo. So, we performed Automated docking was used to determine theorientation of 
inhibitors bound in the active site ofGSK3-b. The protein structure file 1Q5K was taken fromPDB 
(www.rcsb.org/pdb) was edited by removing the hetero atoms, adding C terminal oxygen (Binkowskiet al., 
2003).   

2. Ligand Identification:  12 ligands namely Capparispine, Glucocapparin, kaempferol, kaempferol-7-
rhamnoside, Polyprenols, Proline betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, 
Sinigrin  was identified through literature, which have potentional wound healing activity belonging to 
Capparis spp.All ligands were searched for the three dimensional structure in the pubchem database, and 
nonpolar hydrogen atoms were merged in the corresponding three dimensional structure. 

 
3. Docking:  

 
1. Target preparation: 

The following steps were followed to prepare the protein file: First the water molecules were 
removed from protein.  Next, we need to add hydrogen because X-ray crystallography usually 
does not locate hydrogen; hence most PDB files do not include them. Later pdbqt file of protein 
was generated. 

2. Ligand preparation: to generate the ligand pdbqt file, the following steps were followed. In 
Autodock Tools, torsion tree and no of torsions were selected. And finally it was saved Save as 
.pdbqt 

3. Autodock vina working protocol: Docking studies were carried out using AUTODOCK 
software. AUTODOCK Vina is a suite of automated docking tools. Autodock Vina was performed  
in the cigwin command terminal using the following command. 
“C:\Program Files (x86)\The Scripps Research Institute\Vina\vina.exe” -- config conf.txt 
-- log log.txt. 
 

4. Visualization of docking results: PyMOL and DISCOVERY STUDIO are the software used for visualization 
of interactions between targets and ligands. These help in finding in different types of interactions between our 
ligand and the target molecule. 

 
 

 
III.   RESULTS AND DISCUSSION:  
1. 12 ligands namely Capparispine, Glucocapparin, kaempferol, kaempferol-7-rhamnoside, Polyprenols, Proline 

betaine, Quercetin, Quercetin-3-rutinoside, Rhamnetin, Rutin, Saccharose, and Sinigrin was identified through 
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literature, which have potentional wound healing activity belonging to Capparis spp. The structure of all the 
12 ligands are as follows: 
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The protein structure file 1Q5K was taken fromPDB (www.rcsb.org/pdb) was edited by removing the hetero 
atoms, adding C terminal oxygen is being given as follows:  

 
Figure1: Structure of 1Q5K protein 

 
Using Autodock Vina  software, docking is done and the results are obtained in the form of dlg files. These files are 
converted to PDBQT files and then into PDB file. Binding energy score and corresponding PDB structure is obtained 
for the runs. The run giving the highest negative score for estimated binding energy in kcal/mol is considered for 
complex file formation. 
 

Table-1 
Affinity values after Docking studies. 

 

Sl no. Ligand Compounds Affinity values 
1 Capparispine -8.4 
2 Glucocapparin -8.4 
3 kaempferol -8.4 
4 kaempferol-7-rhamnoside -7.4 
5 Polyprenols -8.4 
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6 Proline betaine -8.1 
7 Quercetin -8.4 
8 Quercetin-3-rutinoside -8.4 
9 Rhamnetin -8.4 
10 Rutin -9.1 
11 Saccharose -8.4 
12 Sinigrin -8.5 

 
Figure 2: Visualization of protein-ligand structure using Pymol. 

       
           Quercetin          capparispine                                    Proline betaine 
 
 

       
           Polyprenols                                 Glucocapparin                    kaempferol-7-rhamnoside 
  

       
              Kaempferol                            Quercetin-3-rutinoside                       Rhamnetin 
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                  Rutin                                    Saccharose                                          Sinigrin 
 
 
From the docked complex, pharmacophore is being identified and analyzed though protein ligand 2-D interaction. It is 
being observed that the Tyr and Gln are the most two important amino acids present in the active site of the target 
protein, making the favourable interaction with the ligand molecule. 

 
 

 
Figure3: Protein ligand 2-D interaction of Pharmacophore 

 
 
 

                   
 
                       Quercetin                                                                 Capparispine 
 
 

          
                                Proline betaine                                                                 Polyprenols    
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                              Glucocapparin                                                                       kaempferol-7-rhamnoside                                                       

           
                                    Kaempferol                                                                         Quercetin-3-rutinoside                        
 

                           
 
                                 Rhamnetin                                                                                             Rutin                                     
 
   

                                  
                  Saccharose                                                                                          Sinigrin 

 
Table 2: Analysis of Pharmacophore 

Name  environmental definition 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 

 

IJCRTOXFO039 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  418 
 

Van der walls interaction Val, Tyr, Gln, Ile 

Alkyl, pi-alkyl Val , Ile  and ala 
 
 
 

IV.  DISCUSSION 
In the present investigation preliminary phytochemical analysis revealed the presence of glycosides, triterpenoids, 
flavonoids, alkaloids, saponins, sterols and tannins. These phytoconstituents are known to inhibit lipid peroxidation and 
increases the viability of collagen fibrils by increasing the strength of collagen fibers, by increasing the circulation, by 
preventing the cell damage and by promoting the DNA synthesis (Geite, et al., 2002). Thus wound healing potency of 
C. decidua, C. spinosa and C. zeylanica may be attributed to the antibacterial and antioxidant property of the 
phytoconstituents present in them which may be either due to their individual or additive effect which help the process 
of wound healing. Among the ligands studied for wound healing Capparispine, Glucocapparin, kaempferol, 
Polyprenols, Quercetin, Quercetin-3-rutinoside, Rhamnetin showed very high potential towards wound healing. 
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ABSTRACT 
Soil Actinomycetes’ secondary metabolites possess wide range of biologically active compounds and are the potential source of 
novel bioactive metabolites. Currently Actinomycetes emerged as an important source for bioactive natural products with 
chemical diversity. In this study, Actinomycetes strain was isolated from the Western Ghats region of Karnataka and characterized 
by the 16S rRNA gene sequence. The strain was identified as Streptomyces species. The strain was characterized for antioxidant 
and antibacterial activity. The isolated strain exhibited broad spectrum of antibacterial activity against Gram positive bacteria (S. 
aureus and B. subtilis) and Gram negative bacteria (P. aeruginosa and E. coli). The ethyl acetate extract showed 86.6 % and   98 
% of 2, 2-diphenyl-1-picrylhydrazyl (DPPH) and 2, 2΄-azinobis-(3-ethylbenzothizoline-6-sulfonic acid) radical scavenging assay 
at 11 mg/ml and 8.25 mg/ml respectively. However, purification and further characterization of bioactive metabolites from 
Streptomyces species is required for their optimum utilization towards antibacterial and antioxidant purposes. 
___________________________________________________________________________________________________ 
 
INTRODUCTION 
Actinomycetes are a group of prokaryotic organisms belonging to subdivision of the Gram-positive bacteria phylum. Most of 
them are grouped under subclass Actinobcteridae, order Actinomycetales. The members of this order are characterized by the 
high G+C content which accounts about >55 mol% in their DNA (Stackebrandt et al, 1997). These are one of the riches source of 
important natural products especially antibiotics. So far, approximately 10,000 antibiotics were reported, and almost half of them 
are produced by soil actinomycetes Streptomyces (Lazzarini et al, 2000). Bioactive metabolites produced from Streptomyces have 
high commercial value and important applications in human as well as livestock medicine and in agriculture (Watve et al, 2001). 
The biological active compounds produced by actinomycetes are being used as antibiotics, immunosuppressant, extracellular 
hydrolytic enzymes, plant growth promoters, lytic enzymes, herbicides, insecticides, antitumor agents and siderophores. 
Approximately World’s 80% antibiotics are obtained by actinomycetes, majorly from genus Streptomyces and Micromonospora 
(Pandey et al, 2004). 
Chemotherapy using antimicrobial agents has been a leading cause for the rise of average life expectancy in the past Century. 
However, infectious agents that have become resistant to antibiotic drug therapy are an increasing public health problem. 
Currently, about 70% of the bacteria which cause infections to humans in hospitals are resistant to at least one of the drugs most 
commonly used for treatment of infection caused by them. Certain organisms are resistant to all approved antibiotics and 
infections caused by these organisms can only be treated with experimental and potentially toxic drugs. The increase in antibiotic 
resistance of bacterial will cause community acquired infections and also causes morbidity (Bisht et al, 2009). Development of 
antibiotic resistance in bacteria, as well as economic incentives has resulted in identification new antibiotic strains of 
actinomycetes in order to maintain a pool of effective drugs at all times (Stephen & Kennedy, 2011). 
Free radicals and oxidants play a dual role as both toxic and beneficial compounds, since they can be either harmful or helpful to 
the body. It has been implicated in the development of many human diseases. A few of them include arthritis, inflammatory 
diseases, kidney diseases, cataracts, inflammatory bowel disease, colitis, lung dysfunction, pancreatitis, drug reactions, skin 
lesions and aging (Lakhtakia et al, 2011). They are produced either from normal cell metabolism in situ or from external sources 
(like pollution, cigarette smoke, radiation and medication). When an overload of free radicals cannot gradually be destroyed, their 
accumulation in the body generates a phenomenon called oxidative stress. This process plays a major part in the development of 
several chronic and degenerative illnesses (Pham-Huy et al., 2008). 
Moreover, it has been shown that antioxidants and free radical scavengers are crucial in the prevention of pathologies, in which 
reactive oxygen species (ROS) or free radicals are implicated (Rathna Kala and Chandrika, 1993). Synthetic antioxidants have 
been used in stabilization of foods (Hajji et al, 2010). But their use is being restricted nowadays because of their toxic and 
carcinogenic effects (Kekuda et al, 2010). Thus, interest in finding natural antioxidants, without any undesirable effects has 
increased greatly (Rechner et al, 2002).Oxidative stress is ultimately involved in endothelial dysfunction, a condition which is 
evident in adults suffering from various cardiovascular diseases including thalassemia (Shinar and Rachmilewitz, 1990; Hebbel, 
1990; Grinberg et al, 1995). Antioxidant and other supportive therapies protect red blood cells against oxidant damage (Filburn, 
2007; Kukongviriyapan et al, 2008). It is well known that the generation of free radicals happens because of microbial infection 
which leads to DNA damage (Maeda and Akaike, 1998). In the present study, we point out biological activities of secondary 
metabolites produced by actinomycetes in effort to combat infectious diseases. 
 
MATERIALS AND METHODS 
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Soil sampling and pretreatment: Soil samples were collected from forest areas of Western Ghat region of Karnataka and 
Kerala. Each collection will be made from 10-15 cm depth of the soil. These were air-dried for 1 week, crushed and sieved. The 
sieved soils were then used for actinomycetes isolation.  
Isolation of Actinomycetes: Each sample were air-dried at room temperature (about 25 ± 2 °C) for 5 to 7 days and then ground 
in a mortar and used for further study. Dilution technique was used to isolate actinomycetes from the soil samples. Soil samples 
were serially diluted with sterile 0.9% (w/v) saline solution to give final concentrations of 10-2 and 10-3. Using a sterile glass rod, 
the soil suspensions were spread onto sterile Glycerol Asparagine Agar (GAA). All plates were incubated at 28 °C for 7days. 
Characterization of actinomycetes: The isolated actinomycetes were characterized by morphological and biochemical methods. 
Morphological characterization was done by macroscopic and microscopic methods. Microscopic characterization was carried out 
by cover slip culture method (Kawato and Sinobu, 1979) by observing mycelium structure, color and arrangement of conidiospore 
and arthospore on the mycelium through the oil immersion (100X). The observed morphological characters were compared with 
Bergey’s manual of determinative bacteriology and the isolate was characterized.  
Screening for antimicrobial activity: Antimicrobial activities of isolates were tested preliminarily by cross streak method on 
Nutrient Agar plates (Egorov, 1985). Actinomycetes isolates were streaked across diameter on nutrient agar plates. After 
incubation at 28 °C for 6 days, 24 hrs cultures of test organisms were streaked perpendicular to the central strip of actinomycetes 
culture. All plates were again incubated at 37 °C for 24 hrs and zone of inhibition was measured. 
Extraction of antimicrobial compounds: The antibacterial compounds were isolated from the actinomycetes isolates by 
following Westley et al, 1979 and Liu et al, 1986 method with slight modifications. The selected antagonistic actinomycete 
isolates were inoculated into Yeast Extract Malt Extract (YEME) broth, and incubated at 28 °C in a shaker (200-250 rpm) for 
seven days. After incubation the broths were filtered through Whatman No.1 filter paper. To the culture filtrate, equal volume 
ethyl acetate was added and shaken vigorously for 1 hr for the extraction of antimicrobial compound. The ethyl acetate extract 
was evaporated to dryness in rotary flash evaporator. The extracts were tested for their antimicrobial activity by well diffusion 
method (Sen et al, 1995) against the test pathogens. The antimicrobial efficacy was assessed by measuring the zone of inhibition 
after 24 hrs of incubation. 
 
DETERMINATION OF ANTIOXIDANT ACTIVITY:  
DPPH scavenging activity: DPPH scavenging activity of the EA extract was determined by the method of Manjunatha et al, 
2013 with slight modifications. 100 µM methanol DPPH solutions were mixed with different concentrations of EA extract. 
Ascorbic acid (standard) was used as positive control. The tubes were incubated at room temperature in dark for 30 min and the 
optical density was measured at 517 nm. The absorbance of the control, DPPH• alone (containing no sample), was also noted 
(Khalaf NA, 2008). The percentage of radical scavenging activity of the extract against the stable DPPH• was calculated using 
following equation:  
% DPPH• Scavenging activity = [Acontrol - Asample]/ Acontrol X 100 
ABTS scavenging activity: To generate ABTS radical cation, 50ml of 2mM ABTS and 0.3mL of 17mM Potassium persulfate 
were mixed together and incubated in the dark for 12-16 h to develop Prussian blue colored ABTS·+ solution which has an 
absorption maxima at 734nm [Re et al., 1999]. To determine scavenging activity of extracts of different concentrations was added 
to 1.6ml of ABTS·+ solution. The absorbance was measured at 734nm after 20 minutes at room temperature. All readings were 
performed in triplicates and the free radical scavenging activity was calculated from equation: 
% ABTS Scavenging activity = [Acontrol - Asample]/ Acontrol X 100 
 
Molecular characterization of actinomycetes strain by 16S rDNA sequence: The actinomycetes strain was grown at 30 ˚C for 
5 days in shake flasks, containing 100 ml of ISP 2 medium (4 g/l yeast extract, 10 g/l malt extract and 4 g/l glucose). Mycelium 
was obtained by centrifugation and washed twice with bi-distilled water. Approximately, 200 mg of mycelium were used for 
genomic DNA extraction as follows: the sample was dispersed in 800 ml of the lysis solution (100mM Tris-HCl, pH 7.4, 20mM 
EDTA; 250mM NaCl; 2% SDS; 1 mg/ml; lysozyme; 100 ml H20), added with5 ml of RNase (50 mg/ml) and incubated at 37 ˚C 
for 60 min. Then 10 ml of proteinase K solution (20 mg/ml) were added, and the lysis solution was reincubated at 65 ˚C for 30 
min. The lysate was extracted two times with an equal volume of phenol, centrifuged and then re-extracted with chloroform (v/v) 
to remove residual phenol. DNA was precipitated by adding NaCl (at a final concentration of 150 mM) and 2 volumes of 
95%cool ethanol. After centrifugation, the DNA was cleaned with 50 ml of ethanol 70%, centrifuged, and then re-suspended in 50 
ml of TE buffer (10mM Tris-HCl, pH 7.4; 1mM EDTA, pH 8.0). The DNA purity and quantity were checked by 
spectrophotometer at 260 and 280 nm. 
PCR amplification of the 16S rDNA of actinomycetes strain was performed using two primers: 27f (50-
AGAGTTTGATCCTGGCTCAG-30) and 1492r (50-GGTTACCTTGTTACGACTT-30). The 16S rDNA was amplified by PCR 
using Promega kit. The final volume of reaction mixture of 50 ml contained 1X PCR buffer (10mM Tris-HCl, 50mM KCl, pH 9.0 
at 25 ˚C), 1.5mM MgCl2, 200 mM of each dNTP, 1mM of each primer, 1.25 U of Taq DNA polymerase and 500ng of template 
DNA. The amplification was performed according to the following profile: an initial denaturation step at 98 ˚C for 3 min, after 
which Taq DNA polymerase was added, followed by 30 amplification cycles of 94 ˚C for 1 min, 52 ˚C for 1 min and 72 ˚C for 2 
min, and a final extension step of 72 ˚C for 10 min. The PCR product was detected by agarose gel electrophoresis and was 
visualized by UV fluorescence after ethidium bromide staining. 
The PCR products obtained were submitted to Genome Express for sequence determination. The same primers as above and an 
automated sequencer were used for this purpose. The sequence determined was compared for similarity level with the reference 
species of bacteria contained in genomic database banks, using the NCBI Blast available at the ncbi-nlm-nih.gov Web site. 
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RESULTS  
Cultural characteristics and Microscopic study: 
The actinomycetes isolate was named as SBR1 (1). The colony characteristics of the isolate were studied on the GAA, Inorganic 
salt-starch agar (ISSA) and Oat Meal Agar (OMA) media. The growth was good on GAA and ISSA whereas moderate growth 
was observed on OMA. The color of substrate and aerial mycelium varied in different media. The organism produced colonies of 
3 mm diameter, white colony with secondary black metabolites, blue pigmentation, greys at centre and hard on GAA with 
inhibition of neighboured colony, on oat meal agar it produced colony with poor growth, 3 mm diameter, cream colored spores 
with entire and umbonate margin, on ISSA colonies were light cream colored entire, elevated margin, good growth, outer 
periphery shows ring of spores. The organism was gram positive and positive for starch hydrolysis, casein hydrolysis and 
lecithinase and lipase production, negative for gelatine hydrolysis, citrate utilization. Based on morphological biochemical and on 
characterization of the organism it was shown to be Streptomyces sp. 

Table 1: Cultural characteristics of SBR 1(1) 
Media Growth Substrate mycelium Aerial mycelium Diffusible pigment 
GAA Good Grey White Blue 
OMA Moderate Grey Cream --- 
ISSA Good Grey White --- 

 
Preliminary antibacterial activity and MIC: A total of 7 isolates were recovered from the soil samples. All the isolates were 
subjected for cross streak method in order to assess antagonistic property against gram negative and gram positive bacteria. 
Presence of clear zone or reduced growth of test bacteria near the growth of actinomycetes was considered as positive for 
antagonistic activity. All the isolates were potent enough to inhibit at least one of the test bacteria. SBR 1(1) showed prominent 
inhibition of test bacteria in cross streak technique, so it was selected for further study.  
The antibacterial efficacy of the ethyl acetate extract of SBR 1(1) is studied using 3 Gram positive and 2 Gram negative bacteria. 
It was observed that extract was having broad spectrum antibacterial activity inhibiting both Gram positive and Gram negative 
bacteria. The study of MIC has shown that MIC of ethyl acetate extract was <25 µg for Gram positive bacteria (B. subtilis and S. 
aureus) and 75 µg for Gram negative bacteria (E. coli) (Table 2 & 3; Figure 1). 

Table 2: Antibacterial activity of ethyl acetate extract of isolate SBR 1(1) 

Test Bacteria 

Zone of inhibition in cm 

SBR 1(1) 
Standard 

(Streptomycin 10 µg)) 
 

DMSO 

B. cereus 2.6 2.0 0.0 
E. coli 2.0 1.1 0.0 
B. subtilis 2.7 1.9 0.0 
S. aureus 2.5 2.4 0.0 
P. putida 1.0 1.3 0.0 

 
Table 3: Minimum Inhibitory Concentration (MIC) of ethyl acetate extract of isolate RHC-1 

Test bacteria MIC for ethyl acetate extract of isolate SBR 1(1) Zone of Inhibition in cm 
Concentration Standard 10 µg 25 µg 50 µg 75 µg 100 µg 

E. coli 2.5 - - 1.1 1.3 
B. subtilis 1.2 1.5 1.7 1.8 1.9 
S. aureus 1.8 1.2 1.4 1.5 1.7 

 

Figure 1: MIC for ethyl acetate extract of RHC-1 
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Screening of antioxidant activity:  
DPPH Radical Scavenging Assay: Study of DPPH scavenging ability of the extract showed that ethyl acetate extract has free 
radical scavenging ability but the activity of extract is less when compared with the ascorbic acid standard. DPPH scavenging 
studies have revealed that the extract possesses 86.6% scavenging ability at a concentration of 11 mg/ml and the DPPH free 
radical scavenging ability of the extract was dose dependent (Figure. 2). 
 
 

 
Figure 2: Antioxidant activity of ethyl acetate extract of SBR 1(1) 

 
Assay of ABTS scavenging activity: ABTS scavenging studies have revealed that the ethyl acetate extract of SBR 1(1) is 
capable of scavenging the ABTS radical efficiently. But ability of the extract is less when compared with ascorbic acid standard. 
The ethyl acetate extract had 98% scavenging activity at a concentration of 8.25 mg/ml. Even ABTS free radical scavenging 
ability of the extract is also dose dependent (Figure 2). 
 
Molecular characterization by 16S rDNA sequencing: Through 16S rDNA sequence analysis, an amplified fragment of 747 bp 
was obtained and compared with sequences of the reference species of bacteria contained in genomic database banks. The 
similarity level ranged from 96.3% to 97.8% with Streptomyces species 13636G having the closest match. The phylogenetic tree 
obtained by applying the neighbor joining method is illustrated in Fig. 8. The sequence results for SBR 1(1) as follows: 
GGCGTTTTTTCGCTCTCAGCGTCAGTAATGGCCCAGAGATCCGCCTTCGC 
CACCGGTGTTCCTCCTGATATCTGCGCATTTCACCGCTACACCAGGAATT 
CCGATCTCCCCTACCACACTCTAGCTAGCCCGTATCGAATGCAGACCCGG 
GGTTAAGCCCCGGGCTTTCACATCCGACGTGACAAGCCGCCTACGAGCTC 
TTTACGCCCAATAATTCCGGACAACGCTTGCGCCCTACGTATTACCGCGG 
CTGCTGGCACGTAGTTAGCCGGCGCTTCTTCTGCAGGTACCGTCACTTGC 
GCTTCTTCCCTGCTGAAAGAGGTTTACAACCCGAAGGCCGTCATCCCTCA 
CGCGGCGTCGCTGCATCAGGCTTTCGCCCATTGTGCAATATTCCCCACTG 
CTGCCTCCCGTAGGAGTCTGGGCCGTGTCTCAGTCCCAGTGTGGCCGGTC 
GCCCTCTCAGGCCGGCTACCCGTCGTCGCCTTGGTAGGCCATTACCCCAC 
CAACAAGCTGATAGGCCGCGGGCTCATCCTTCACCGCCGGAGCTTTCAAC 
CCCGTCCCATGCGGAACAGAGTATTATCCGGTATTAGACCCCGTTTCCAG 
GGCTTGTCCCAGAGTGAAGGGCAGATTGCCCACGTGTTACTCACCCGTTC 
GCCACTAATCCACCACCGAAGCGGCTTCATCGTTCGACTTGCATGTGTTA 
AGCACGCCGCCAGCGTTCGTCCTGAGCTGTTTTAAAAACTTAAAAAC.FASTA 
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Figure 3: 

Phylogram based on 16S rDNA sequences showing the relations between strain SBR 1(1) and type species of the genus 
Streptomyces 

 
DISCUSSION  

Western Ghats of India are the less explored regions for actinomycetes diversity and this study has shown that Western Ghats 
contain diverse species producing the antibiotic. The plant root primarily determines the nature and abundance of the rhizosphere 
soil microflora, when conditions affect root growth or metabolism, it will be reflected in quantitative and qualitative changes in 
microbial populations of rhizosphere. Conversely, microbial communities can affect rooting patterns, stimulate and promote plant 
root growth (e.g., release of hormones, neutralizing toxic substances, etc.), and influence the supply of available nutrients for 
plant uptake. Microbial turnover of rhizo-deposits plays an important role in carbon flow through soils [Rathna Kala and 
Chandrika, 1993; Rechner et al, 2002; Behal, 2003; Kekuda et al., 2010]. Actinomycetes are an important class of bacteria and 
constitute one of the important groups of the rhizosphere microflora. Members of Streptomyces are most abundant in soil and 
accounts for about 90% of actinomycetes isolated from soil [Shinar and Rachmilewitz, 1990; Rathna Kala and Chandrika, 1993; 
Khamna et al., 2009;]. In the present study, we have recovered 07 actinomycetes isolates from a rhizosphere soil collected at 
Western Ghats of Karnataka. All the isolates were subjected to primary screening for antibacterial activity by cross streak method. 
This dual culture method is widely used to screen the ability of actinomycetes strains to produce antimicrobial metabolites [Shinar 
and Rachmilewitz, 1990, Hebbel et al., 1990; Kekuda et al., 2012]. Out of 07 isolates, all the 7 isolates have shown inhibition of 
all test bacteria. We have selected a potent isolate SBR 1(1) which inhibited both gram positive and Gram negative bacteria. The 
characterization of SBR 1(1) revealed that the isolate is a Streptomyces species. The life cycle of Streptomycetes provides 3 
distinct features for microscopic characterization namely vegetative mycelium, aerial mycelium baring chains of spores and the 
characteristic arrangement of spores and the spore ornamentation. The latter two features produce most diagnostic information 
[Kukongviriyapan et al., 2008, Filburn et al., 2007]. Details on cultural and microscopic characteristics together with biochemical 
properties assisted the researchers to classify actinomycetes as members of the genus Streptomyces. Many studies have been 
carried out where the actinomycetes isolates were identified as species of Streptomyces based these properties or characteristics 
(Ceylan et al, 2008; Pham-Huy et al, 2008;  Grinberg, 1995; Maeda and Akaike, 1998; Jeffrey et al, 2007;  Sahin and Ugur, 
2003). In the present study, the cultural and microscopic characteristics of the isolate SBR1(1) were consistent with its 
classification as a member of the genus Streptomyces.  
The members of Streptomyces can be distinguished from other sporing actinomycetes based on morphology and hence 
morphology plays an important role in the Antimicrobial agents play an indispensable role in decreasing morbidity and mortality 
associated with infectious diseases caused by bacteria, fungi, viruses and parasites. However, selective pressure exerted by the use 
of antimicrobial drug became the major driving force behind the emergence and spread of drug-resistance pathogens. In addition, 
resistance has been developed in pathogens after discovery of major class of antimicrobial drugs, varying in time from as short as 
1 year in case of penicillin to >10 years in case of Vancomycin (Jeffrey et al, 2007). This alarming situation necessitated search of 
new bioactive compounds capable of acting against pathogens in particular drug resistant pathogens. It is well known that 
microorganisms, in particular bacteria and fungi are an unexhaustible source of natural compounds having several therapeutic 
applications. In the present study, it was found that both Gram positive bacteria and Gram negative bacteria were susceptible to 
high extent (Singh et al, 2006; Pandey et al, 2004). 
Free radicals are chemical species containing one or more unpaired electrons that make them highly unstable and cause damage to 
other molecules by extracting electrons from them in order to attain stability. In recent years much attention has been devoted to 
natural antioxidant and their association with health benefits (Ali et al, 2008). 
DPPH is a stable, organic and nitrogen centered free radical, it has absorption maximum band around 515-528 nm (517 nm) in 
alcoholic solution. It accepts an electron or hydrogen atom and becomes a stable diamagnetic molecule. Though a number of in 
vitro assays have been developed to evaluate radical scavenging activity of compounds, the model of scavenging of the stable 
DPPH radical is one of the widely used protocols. The effect of antioxidants on scavenging DPPH radical is due to their hydrogen 
donating ability. In this assay, the antioxidants reduce the purple colored DPPH radical to a yellow colored compound 
diphenylpicrylhydrazine, and the extent of reaction will depend on the hydrogen donating ability of the antioxidants. In the 
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present study, a decrease in the absorption of DPPH solution in the presence of various concentrations of ethyl acetate extract was 
measured at 517 nm. It was observed that the radical scavenging activities of extract and ascorbic acid increased on increasing 
concentration. The scavenging effect of ethyl acetate extract was much lesser when compared with ascorbic acid. Although the 
scavenging abilities of extract was lesser, it was evident that the extracts showed hydrogen donating ability and therefore the 
extract could serve as free radical scavengers, acting possibly as primary antioxidants (Ali et al, 2008).  
The ABTS radical cation decolorization assay is one of the methods for the screening of the antioxidant activity (Re et al, 1999). 
Therefore, the ABTS radical scavenging activity of the ethyl acetate extract was determined. The results indicated that the ethyl 
acetate extract showed a lesser tendency to decay ABTS radicals at low concentrations of reaction than at high concentrations 
(Fig. 6). The extract scavenged ABTS radicals in a concentration-dependent manner. The ABTS antioxidant assay, also known as 
the Trolox equivalent anti-oxidant capacity (TEAC) assay, assesses the total radical scavenging capacity of the plant extracts. 
This is determined through the ability of these extracts to scavenge the long-lived specific ABTS radical cation chromophore in 
relation to that of Trolox, the water-soluble analogue of vitamin E [Zhong et al., 2011]. 
The antioxidant activities of recognized antioxidants have been attributed to various mechanisms, including the prevention of 
chain initiation, binding of transition metal ion catalysts, decomposition of peroxides, prevention of hydrogen abstraction, and 
radical scavenging [Diplock, 1997].  
According to the results of the DPPH radical-scavenging assay and ABTS radical-scavenging assay, it was found that the isolate 
SBR 1(1) had antioxidant abilities.  
CONCLUSION: 
In this study, the results have suggested that actinomycetes isolate RHC-1  has closely related with Streptomyces spp. 13636G, 
having the capability to show antimicrobial and antioxidant activity and the present study highlights the necessity of further 
researches towards the goal of searching for novel bioactive compounds from less explored regions like Western Ghats. 
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 Abstract 
 
 Diseasome is a collection of networks that relates human diseases with the disease causing human genes.  A network of disorders 
and disease genes linked by known disorder–gene associations offers a platform to explore in a single graph-theoretic framework 
all known phenotype and disease gene associations, indicating the common genetic origin of many diseases. The Online 
Mendelian Inheritance in Man (OMIM) is used as the data source for disease-gene relations in Diseasome. Mouse is the primary 
model organism to study mammalian genetics.The genome of mouse is incisively and specifically modified and controlled to 
study the mutations in the human genome, to discover the molecular mechanisms of various complex human diseases such as 
cancers, diabetes, hereditary and neurological disorders. Researchers have already identified that, essential human genes are likely 
to encode hub proteins and are expressed widely in most tissues, suggesting that disease genes also would play a central role in 
the human interactome. In our present study we have constructed and classified the human diseasome network for cancer for the 
better understanding of disease gene association in different types of cancer.This project aims to map the human cancer disease 
network onto the mouse genotype/phenotype data partaining to different types of cancer, by generating multi-partite networks of 
human cancer vs – human/mouse genes – phenotypic abnormalities observed in targeted knock-out-mouse models in cancer. The 
resulting networks  will enrich the  effort to curate specific symptoms and effects of different types of cancer to improve medical 
diagnosis. 
 
Key words: Cancer,  Human,  Mouse,  OMIM,  Disease, Diseasome 

 
I .Introduction: 

 
Diseasome is a compilation of networks between  human diseases with the genes causing disease (Goh et al., 2007). It is a 
network based study that relates  human genetic disorders with the corresponding genes(Martignoni M et al., 2006)..Genes 
associated with similar disorders show both higher likelihood of physical interactions between their products and higher 
expression profiling similarity for their transcripts, supporting the existence of distinct disease-specific functional 
modules(Hulbert AJ. 2008).  The Online Mendelian Inheritance in Man (OMIM) is used as the data source for disease-gene 
relations in Diseasome(Joanna S. Amberger et al., 2004).  Mouse is the primary model organism to study mammalian 
genetics.The Genetic resemblance between mouse and human organisms is the reason behind using mouse as a model organism to 
study human diseases (McKusick ,V.A., 1998) . More than 90% of the mouse and human genomes can be divided into related 
conserved syntonic regions, which show the gene order in the genomes  (Robert L. Perlman., 2016).  The Diseasome mapping 
consists of multiple networks namely: the human disease network (HDN), the disease genes network (DGN) and the bi-partite 
human disease and gene network. In the study of , Goh et al. It was proposed that the disorders can be associated with each other 
using the shared disease-causing genes. The main list of Diseasome contained 1,284 disorders and 1,777 disease genes and all 
diseases are categorized based on 22 distinct disease classes(Olson H et al., 2000). Diseasome particularly focuses on the 
molecular relationships between genetic variation and phenotypic information, and it is a seminal work in terms of discovering 
the mechanisms of complex diseases. It is important here to note that, revealing complex disease mechanisms is one of the most 
crucial problems in biomedical research, currently (Botstein and Risch, 2003, Kann, 2009). It had already been stated in the 
literature that many human diseases occur due to the factors related to genetic variations (Hirschhorn and Daly, 2005). Up to date, 
various databases are constructed for annotating the relations between genes and diseases of human such as OMIM (Hamosh et 
al., 2005), CTDTM (Davis et al., 2010) and NHGRI-EBI GWAS catalog (Welter et al., 2013). Due to the nature of database 
curation process the associations are not complete, so the integration of multiple existing resources usually leads to more 
comprehensive view of the current biomedical knowledge.  
Cancer, is one of leading cause of death worldwide. There are several analysis that have been performed , which enables the 
better understanding towards cancer proteomics by deciphering  genetic and epigenetic data for gene regulatory networks 
analysis. These data has uncovered many important protein-protein interaction (PPI) pairs which are integrative part of the cancer 
network.  
In our present study we have created a diseasome network for different types of cancer, which will eventually help us to better 
understand the cancer processes to identify biomarkers and therapeutic targets, and predict the prognosis of cancer in acute cancer 
patients. 
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II. Materials and methods: 

2.1 DATA DOWNLOAD AND PROCESSING :  

Curated morbid map file was being downloaded from Online Mendelian Inheritance in man (OMIM). Morbid Map (MM) of the 
OMIM is one of the most comprehensive and highly curated disorder gene association database. The OMIM MM shows the 
cytogenetic map location of disease genes in OMIM. The link www.omim.org is being opened up, wherein download tab in menu 
is selected and registration for download is done.  
Two different datasets about human and mouse organisms were extracted. Dataset 1 contains the Human disease – human gene 
relation information and downloaded from Diseasome resource and the Dataset 2 contains Mouse affected system (phenotype) – 
mouse gene information derived from MGI and Human data were downloaded from OMIM. Mouse genes attribute was chosen as 
a foreign key, to relate these two sets.  
 
2.2 DATASET DOWNLOAD FROM DISEASOME & DATA PROCESSI NG: 
 
Diseasome dataset was created from curated OMIM data, that has been used as the source to constitute Dataset 1. It includes 
disease ID, disease name, disorder class, size (s) that show the number of associated genes, degree (k) shows number of disorder 
classes it connects to, class degree (K) is the number of distinct disorder classes it connects to and genes written as comma 
delimited at the last column. 
The curated table contains the Disease ID, Disorder name, Human Gene Symbols, OMIM ID, Chromosome Position of the 
related gene and Disorder Class information. Disorder names were aligned in an alphabetical order and distinct consecutive 
numbers are given in ascending order starting from 1. These numbers are called as Disease ID and assigned for analysis in Gephi. 
Disorder names are distinctly ordered with their related human genes and in accordance OMIM Ids are retrieved. If a disorder has 
more than one genes related to it, these genes are separated with comma. 
Mouse orthologues of human genes were converted and  extracted with the online converter tool called as HCOP: Orthologue 
Predictions Search. 
 
2.3 DATASET DOWNLOAD FROM MGI & DATA PROCESSING:   
 
Mouse affected systems information (i.e. phenotypes) was collected from the MGI database. Collected mouse orthologue genes 
with HCOP were imported to the MGI batch summary tool for creating Dataset 2.  
Only the targeted null/knock-out mouse genes were taken into consideration during the generation of Dataset 2.  
The dataset 2 includes affected system information with unique “Mammalian phenotype ID” of all recorded mouse genes with 
marker symbols in that database. It also provides unique MGI IDs for these genes, allele type and allele attribute information. 
 
2.4 Collection of Cancer data: Curated Morbid map from dataset 1 was searched regoroisly for different types of cancer 
information. A total set of 74 different types of cancer with the involvement of 202 gene was identified. 
Dataset 2 was constructed for this set following the process in 2.3. 
 
 2.5 INTEGRATION OF DATA & GENERATING THE NETWORKS:  

The data integration was based on connecting human diseases and mouse affected systems (i.e. phenotypes) by      using 
mouse/human orthologous genes. We have followed the genes as nodes  stretgy to generate the networks.  

Human diseases are indirectly connected to the mouse phenotypes (i.e. affected systems) while using mouse/human orthologous 
genes as the mediator. Relations in-between genes-diseases-phenotypes. Human diseases are indirectly connected to the mouse 
phenotypes (i.e. affected systems) while using mouse/human orthologous genes as the mediator. 

 

III Result and Discussion:  
 
3.1 Creation of Dataset 1: 
 
Dataset 1 was created with required disease name corresponding disease ID, human genes, OMIM ID, Chromosome Position of 
the related gene and Disorder Class information. Disorder names were aligned in an alphabetical order and distinct consecutive 
numbers are given in ascending order starting from 1. These numbers are called as Disease ID and assigned for analysis in 
Gephi.The Figure 3.1 shows a screenshot the curated dataset1 
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        FIGURE 3.1: Sample Dataset 1 

For our present study, we have identified 74 different types of cancer, with 202 human genes with their OMIM Id, chromosome 
location.  

 
   Figure 3.2: Dataset 1 for cancer diseases 
 
3.2 Creation of Dataset 2: 
 
Dataset 2 consists of phenotype terms with their MP ID’s and targeted knock-out mouse orthologues of human genes. Human 
gene column again was added for the ease of understanding. This dataset is based on mouse data. Mouse affected systems 
information (i.e. phenotypes) was collected from the MGI database.An example dataset 2 is described in figure 3.3 
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Figure 3.3: Sample dataset  for dataset 2  
                                  
For this project 1567 mouse affected systems information (i.e. phenotypes) was collected from MGI report along with their MP 
ID’s.These mouse affeted systems were aligned to their corresponding human orthologs and dataset 3 was created for the 
construction of cancer Diseasome.Figure 3.4 shows the glimps of cancer diseasome. 
 

 
Figure3.4 :  dataset 2 for Cancer 
 
3.4 Construction of Dataset 3: 
 
Dataset 1 and Dataset 2 were merged by integrating the human and mouse data tables to create Dataset 3. A link was established 
between human and mouse data using the targeted knock-out mouse orthologues of human genes.A sample datset3 is shown in 
figure 3.5. 
 

 
Figure 3.5: Sample Dataset 3 
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Again, we have created a dataset 3 for the construction of cancer diseasome with name of different types of cancer, disease ID(3 
is specified for cancer), phenotype, mouse and human gene, MP ID’s . Figure 3.6 shows the cancer diseasome 
 
 

 
Figure 3.6: Cancer Dataset 3 
 
3.5 Clustering and analysis of the network: 
 
The network visualisation was done in gephi tool. The disease names were taken as nodes and the edges was for assigned for the 
phenotypes.The network for different types of cancer was created, which has been shown in figure 3.7. In this figure the genes 
partening to different types of cancer is used as the nodes, and phenotypes for cancer is being used as the edges. After analysis of 
the network it is being observed a very high modularity in cancer phenotypes.Specially the genes, that are present at the core of 
the network shows similar kind of phenotypes rather than the nodes present on the surface of the network. 
 

 
Figure 3.7 Cancer Diseasome. 
 
So, to analyze the gnes present in the network, we have reconstructed the network only with the genes as nodes without 
edges.This time we have used an unique colour codes for the genes. The colour code is shoen in figure 3.8(a). The network is 
reconstructed using the colour code in 3.8(b). In this new network it is being observed the KRAS2 is the gene that shows majority 
of the phenotypes in cancer(Fig 3.8 a) 
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Figure 3.8: a) colour codes of genes. b) network constructed according to the colour code. 
 
So, to analyze, the core part of the network more intensely as well as the phenotypes associated with it, we decided to break the 
main network into different modules. Figure 3.9 shows the modularity in the cancer network. After analysis of the modularity in 
the cancer network, it has been found that there are 813 different modules that are present and the most dominant phenotypes in 
cancer are nervous system phenotype modularity 34, abnormal dermis papillary layer morphology modularity 27, abnormal 
embryo development modularity 21 etc. 
 

 
Fig 3.9: Modularity in cancer network. 
 
so, to make our conclusion more apprehensive, we have given detailed diagram of some of the modularity in the following figure 
3.10. 
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 a      b 

               c                  d 
      Figure 3.10: a) Cluster  of neoplasm and nervous system phenotype b) Cluster of abnormal embryo development  c) 
Cluster of decreased body weight  d) Cluster of oxidative stress. 
 
In our present study , we have even listed out the major phenotypes that occur during different types across different stages of 
cancer.Table 3.1 shows a detailed list of mostly occur phenotypes in cancer. 

phenotype modularity_class No of Occurance 
nervous system phenotype 119 34 

abnormal dermis papillary layer morphology 298 27 

abnormal embryo development 771 21 

ventricular septal defect 328 16 

decreased incidence of tumors by chemical induction 108 16 

enlarged thymus 62 16 

increased tumor incidence 565 15 

decreased embryo size 291 15 

premature death 302 14 

decreased body weight 35 14 

prenatal lethality, incomplete penetrance 741 13 

no abnormal phenotype detected 562 13 

abnormal thyroid-stimulating hormone level 307 13 

abnormal bone marrow cell 
morphology/development 

339 12 

increased apoptosis 146 12 

increased thyrotroph cell number 83 12 

respiratory distress 512 11 

abnormal cell physiology 340 11 

cardiovascular system phenotype 332 11 

abnormal hematopoietic system 
morphology/development 

299 11 

increased or absent threshold for auditory brainstem 
response 

281 11 

abnormal long bone diaphysis morphology 173 10 

decreased cardiac muscle contractility 153 10 

abnormal coat appearance 121 10 

abnormal myocardium layer morphology 9 10 
Table 3.1: The common phenotypes of all cancer. 
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In our present study, we have created diseasome for all types of cancer in human. From the diseasome, we have identified the 
major phenotypes that occur from different types to diffreent stages of cancer.This  analysis of diseasome has been carried out 
using knockout mouse model will help in characterization of different types of cancer. This study will have a significant impact 
on the development of methodological approaches toward precise identification of pathological cells and would allow for more 
effective detection of cancer-related changes. 
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Abstract: Lectins are a class of non-covalent carbohydrate
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 
demonstrated to possess antifungal and antiproliferative potency on tumor cells. Seed lectin from 
extracted and partially purified by acetone precipitation followed by DEAE
Sephadex G-100 gel filtration chromatography. Carboh
hemagglutination method and found to be specifically binding to N
their biological activity like antiproliferative, antioxidant, anti
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I.  INTRODUCTION  

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity hav
been isolated from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 
specificity to distinct carbohydrates, such as mannose, sialic acid, fucose, N
acetylgalactosamine, complex glycans, and glycoproteins [
Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal 
antiparasitic agents [Hamed et al 2017]. Plant lectins investigated for anti
species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 
germination. 
Lectins from several origins exert cytotoxic effects such as inhibition of 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cell
This fact is probably associated with the distinct expression of glycans
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 
carbohydrates their ability to antagonize, 
(Alencar NM et al 2004). There is also data to suggest that some lectins down
angiogenesis (Sharon and Lis, 2004). A natural outcome of these studies has been
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities
current project was formulated to identify potential novel sources of lectins with useful properties. Flax se
Linumusitassimum is important in the 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 
coronary heart disease and stroke. There is also ev
Information on lectins isolated from flax seeds and their properties is very little.
purify and characterize lectin from the seeds
antiproliferative activities. 
 

II.  MATERIALS AND METHODS
a) Materials 

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
veterinary hospitals. Flax (Linumusitassimum

b) Extraction of lectin 
Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
buffer, 1X PBS overnight at 4ºC. The e
supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
1976). 
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covalent carbohydrate-binding proteins of non-immune origins; possessing at least one non
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 

antiproliferative potency on tumor cells. Seed lectin from 
extracted and partially purified by acetone precipitation followed by DEAE-cellulose ion exchange chromatography and 

100 gel filtration chromatography. Carbohydrate binding specificity of lectin was determined by the 
hemagglutination method and found to be specifically binding to N-acetyl galactosamine. Purified lectin was characterized for 
their biological activity like antiproliferative, antioxidant, anti-inflammatory and antimicrobial activity using 
found to possess significant biological activities. 

hemagglutination, carbohydrate binding, anti-oxidant) 
________________________________________________________________________________________________________

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity hav
ed from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 

specificity to distinct carbohydrates, such as mannose, sialic acid, fucose, N-acetylglucosamine, galactose/N
nd glycoproteins [Wu A. M et al 2009].  

Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal 
. Plant lectins investigated for antifungal potential, mainly against phytopathogenic 

species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 

Lectins from several origins exert cytotoxic effects such as inhibition of proliferation and activation of cell death pathways, on 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cell
This fact is probably associated with the distinct expression of glycans on surface of cancer and normal cells, allowing lectins 
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 
carbohydrates their ability to antagonize, in vivo, neutrophil migration induced by inflammatory stimuli is well established 
(Alencar NM et al 2004). There is also data to suggest that some lectins down-regulate telomerase activity and hence inhibit 
angiogenesis (Sharon and Lis, 2004). A natural outcome of these studies has been the application of several lectins as 
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities
current project was formulated to identify potential novel sources of lectins with useful properties. Flax se

is important in the nutraceutical market, as an alternate source of fish oil being naturally high in 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 
coronary heart disease and stroke. There is also evidence that flax has anticancer effects in breast, prostate and colon cancers. 
Information on lectins isolated from flax seeds and their properties is very little. The focus of the present study was to isolate, 
purify and characterize lectin from the seeds of Linumusitassimum(flax) and analyzein vitro antioxidant, anti

MATERIALS AND METHODS  

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
Linumusitassimum) seeds were obtained from local markets.

Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
buffer, 1X PBS overnight at 4ºC. The extract was then centrifuged for 15 minutes at 10,000 rpm at 4ºC and clear 
supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
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immune origins; possessing at least one non-
catalytic domain, they can reversibly recognize and bind to monosaccharides or oligosaccharides. Legume lectins have been 

antiproliferative potency on tumor cells. Seed lectin from Linumusitassimum (flax) was 
cellulose ion exchange chromatography and 

ydrate binding specificity of lectin was determined by the 
acetyl galactosamine. Purified lectin was characterized for 

lammatory and antimicrobial activity using in vitro assays and 

________________________________________________________________________________________________________ 

Lectins are proteins/glycoproteins which bind reversibly to carbohydrates. Lectins with specific carbohydrate specificity have 
ed from distinct sources such as viruses, bacteria, fungi, algae, animals, and plants [Sharon and Lis2004]; they show 

acetylglucosamine, galactose/N-

Recent studies have demonstrated the potential of lectins from different origin and carbohydrate specificities as antifungal and 
fungal potential, mainly against phytopathogenic 

species, have most reported antifungal effects binding to hyphae, causing inhibition of growth and prevention of spore 

proliferation and activation of cell death pathways, on 
different types of cancer cells. In addition, many anticancer lectins usually possess low cytotoxicity to nontransformed cells. 

on surface of cancer and normal cells, allowing lectins 
specifically to recognize malignant cells [PrzybyłoMet al 2002, Varki A et al 2009]. Since lectins have the property to bind 

nduced by inflammatory stimuli is well established 
regulate telomerase activity and hence inhibit 

the application of several lectins as 
therapeutic agents which favorably bind to cancer cell membranes or their receptors, thereby triggering cancer cell 
agglutination which translates into cytotoxicity, apoptosis, and inhibition of tumour growth (Sharon and Lis, 2004). 
With the background of a wide variety of lectins isolated from diverse sources and studied for multiple biological activities, the 
current project was formulated to identify potential novel sources of lectins with useful properties. Flax seed or 

nutraceutical market, as an alternate source of fish oil being naturally high in 
polyunsaturated fatty acids (PUFA). Intake of flaxseed in daily diet may reduce the risk of cardiovascular diseases such as 

idence that flax has anticancer effects in breast, prostate and colon cancers. 
The focus of the present study was to isolate, 

antioxidant, anti-inflammatory and 

Human blood of groups A, B and O were collected from healthy persons. Animal blood was collected from nearby 
) seeds were obtained from local markets. 

Dry seeds were first powdered in a blender. Seed powders were then weighed and extracted using cold extraction 
xtract was then centrifuged for 15 minutes at 10,000 rpm at 4ºC and clear 

supernatant was collected. Protein was estimated by Bradford method using BSA as a standard protein (Bradford 
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c) Hemagglutination activity of lectins
Seed extracts were assayed for the presence of lectin with whole blood of different blood types (Jawade AA et al 
2016). 10µl of whole blood was used as negative control. 10
clean and dry slide. The whole blood was mixed with 20
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 
agglutination test of lectin was done by using 2% suspension of erythrocytes (
RBC suspension was mixed with 20
Hemagglutination assay was also performed in 96 well plates 
whole blood of human blood types A, B, AB and O w
50µl of PBS and 10µl of whole blood of any blood type served as negative control. Hemagglutination was observed 
after one hour. 

 
d) Carbohydrate inhibition assay 

Agglutination inhibition assay was
hexoses, oligosaccharides to inhibit the agglutination (
lectins, 100 µl of 500 mM sugar solutions were incubated with 100 
of incubated mixture was mixed with 50
under a transilluminator. 

 
e) Purification of lectin 

Crude lectin extract was fractionated using ammonium sulfate salt (0 
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 
minimal volume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
complete salt removal. Alternatively, crude extracts were treated with ice
complete precipitation overnight. The prec
concentration and hemagglutination activity were determined for the precipitates.

 
f) Chromatographic separation of lectin

Acetone precipitated flax seed extract was fractionated on a Sephadex G
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 
absorbance at 280nm. Hemagglu
hemagglutinating activities were pooled and again loaded on to a DEAE
equilibrated with 1X PBS, pH 7.4. Fractions of 1 ml volume each were co
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 
well as for hemagglutination activity. 

 
g) SDS-PAGE 

Polyacrylamide gel electrophoresis of lectin samples 
polyacrylamide gel in the presence of sodium dodecyl sulfate (SDS) and 2
electrophoresis the gel was stained with 0.2% Coomassie brilliant blue (R250) 
 

h) pH and temperature stability studies
The effect of pH on activity of lectin was studied using different buffers in the pH range of 4
described earlier (Devi et al., 2014
incubating the lectin sample at temperatures of 17°C

 
i) Antioxidant activity of lectin 

Antioxidant activity of lectinwas assessed by 
(Janardhanet al 2014) and ABTS 
scavenging assay (Lee et al 2014
 

j)  Anti- inflammatory activity of lectin
To assess the anti-inflammatory activit
modified method of Oyedepo et al 1995 and Sakat et al
according to Mizushima et al 1968 and Sakat et al
proteinase inhibitory and protein denaturation activity was calculated.
 

k) Anti- proliferative activity of lectins 
MCF-7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
inactivated Fetal Bovine Serum (FBS), penicillin (100 IU/ml), streptomycin (100 
of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
% glucose in PBS). The viability 
HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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Hemagglutination activity of lectins 
for the presence of lectin with whole blood of different blood types (Jawade AA et al 

l of whole blood was used as negative control. 10µl of human blood types A, B, AB and O are taken on a 
clean and dry slide. The whole blood was mixed with 20µl of seed extract and hemagglutination observed.
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 
gglutination test of lectin was done by using 2% suspension of erythrocytes (Deshpande&Patil 2003

RBC suspension was mixed with 20µl of seed extract and hemagglutination observed. 
Hemagglutination assay was also performed in 96 well plates (John Shi et al., 2007). 50
whole blood of human blood types A, B, AB and O was added to wells. 20µl of sample was then added to the wells. 

l of whole blood of any blood type served as negative control. Hemagglutination was observed 

 
Agglutination inhibition assay was done by testing the ability of different carbohydrates like disaccharides, pentoses, 
hexoses, oligosaccharides to inhibit the agglutination (Kurokawaet al. 1976). To confirm sugar specificity of extracted 

l of 500 mM sugar solutions were incubated with 100 µllectin for 30 minutes at room temperature. 
of incubated mixture was mixed with 50µl of 2% RBC suspension. Hemagglutination or its absence was observed 

Crude lectin extract was fractionated using ammonium sulfate salt (0 - 75%) (Devi et al
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 

lume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
complete salt removal. Alternatively, crude extracts were treated with ice-cold acetone at 4ºC and allowed for 
complete precipitation overnight. The precipitate was then centrifuged, air dried and dissolved in PBS. Protein 
concentration and hemagglutination activity were determined for the precipitates. 

Chromatographic separation of lectin(Devi et al., 2014) 
Acetone precipitated flax seed extract was fractionated on a Sephadex G-100 gel filtation column equilibrated with 1X 
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 
absorbance at 280nm. Hemagglutination activities of the fractions were then assayed. The fractions containing 
hemagglutinating activities were pooled and again loaded on to a DEAE-cellulose ion exchange column pre
equilibrated with 1X PBS, pH 7.4. Fractions of 1 ml volume each were collected at a flow rate of 1 ml/min. The 
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 
well as for hemagglutination activity.  

Polyacrylamide gel electrophoresis of lectin samples was performed by the method of Lammli (1970) with 15% 
polyacrylamide gel in the presence of sodium dodecyl sulfate (SDS) and 2- mercaptoethanol (SDS
electrophoresis the gel was stained with 0.2% Coomassie brilliant blue (R250) (Blum et al 

pH and temperature stability studies 
The effect of pH on activity of lectin was studied using different buffers in the pH range of 4

(Devi et al., 2014). The thermal behavior of the partially purified lectin was also evaluated by 
incubating the lectin sample at temperatures of 17°C–77°C for 15min.  

was assessed by DPPH (1,1-diphenyl-2-picrylhydrazyl) 
ABTS (2, 2’-azinobis, 3-ethylbenzothiazoline-6-sufonic acid di

Lee et al 2014). Standard used in assay was ascorbic acid.  

inflammatory activity of lectin  
inflammatory activity of flax lectin, proteinase inhibition assay was performed according to the 
of Oyedepo et al 1995 and Sakat et al 2010 and inhibition of albumin denaturation technique 

Mizushima et al 1968 and Sakat et al 2010 with minor modifications. The percentage inhibition of 
proteinase inhibitory and protein denaturation activity was calculated. 

proliferative activity of lectins  
7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
vated Fetal Bovine Serum (FBS), penicillin (100 IU/ml), streptomycin (100 µg/ml) in an humidified atmosphere 

of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
% glucose in PBS). The viability of the cells are checked and centrifuged. Further, 50,000 cells / well of MCF
HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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for the presence of lectin with whole blood of different blood types (Jawade AA et al 
l of human blood types A, B, AB and O are taken on a 

of seed extract and hemagglutination observed. 
In order to confirm that hemagglutination is due to lectin interacting with RBC cell surface carbohydrates, 

Deshpande&Patil 2003). 50µl of 2% 
 
). 50µl of PBS and 10µl each of 

µl of sample was then added to the wells. 
l of whole blood of any blood type served as negative control. Hemagglutination was observed 

done by testing the ability of different carbohydrates like disaccharides, pentoses, 
To confirm sugar specificity of extracted 

llectin for 30 minutes at room temperature. 20µl 
l of 2% RBC suspension. Hemagglutination or its absence was observed 

et al., 2014). The salt precipitate 
was allowed to stand overnight in the cold for complete precipitation. After centrifugation, pellets were suspended in 

lume of 1X PBS buffer and extensively dialysed against the extraction buffer for 24 hr in the cold for 
cold acetone at 4ºC and allowed for 

ipitate was then centrifuged, air dried and dissolved in PBS. Protein 

100 gel filtation column equilibrated with 1X 
PBS, pH 7.4. Fractions were collected at a flow rate of 0.5ml/min and the protein was monitored by measuring 

tination activities of the fractions were then assayed. The fractions containing 
cellulose ion exchange column pre-

llected at a flow rate of 1 ml/min. The 
bound proteins were eluted with 1M KCl in 1X PBS, pH 7.4. All fractions were measured for absorbance at 280nm as 

was performed by the method of Lammli (1970) with 15% 
mercaptoethanol (SDS-PAGE). After 

et al 1987)and then destained. 

The effect of pH on activity of lectin was studied using different buffers in the pH range of 4-9 by the method 
fied lectin was also evaluated by 

picrylhydrazyl)  radical scavenging assay 
sufonic acid di-ammonium salt) radical 

was performed according to the 
2010 and inhibition of albumin denaturation technique 

ications. The percentage inhibition of 

7 and HEPG2cell line were cultured in DMEM and EMEM medium respectively supplemented with 10% 
µg/ml) in an humidified atmosphere 

of 5% CO2 at 37°C until confluent. The cells was dissociated with TPVG solution (0.2 % trypsin, 0.02 % EDTA, 0.05 
of the cells are checked and centrifuged. Further, 50,000 cells / well of MCF-7 and 

HEPG2was seeded in a 96 well plate and incubated for 24 hrs at 37°C, 5 % CO2 incubator.  The monolayer cell 
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culture was trypsinized and the cell count was adjusted to 1.0 x
FBS. To each well of the 96 well microtiter plate, 100 
After 24 h, when a partial monolayer was formed, 100 
plates incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 
removed and 100 µl of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 
calculated using the following formula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
values is generated from the dose
Control) x 100. 
 

III.  RESULTS AND DISCUSSION
Lectins were extracted from flax seeds into PBS and 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 
blood by flax seed extracts. It showed hemagglutination reaction with only human blood group A (and AB) indicating 
its specificity to N-Acetylgalactosamine (Fig. 1).

 
Table 1 : Agglutination study of 
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Hemagglutination assay was also performed by using human erythrocyte suspension in microtitre plates
of RBCs at the bottom of the well indicated absence of hemagglutination.
In order to determine the absolute specificity o
carried out. Table 2 shows the inhibition of 
galactosamine (GalNac) alone and no other carbohydrate 
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culture was trypsinized and the cell count was adjusted to 1.0 x 105 cells/ml using respective media containing 10% 
FBS. To each well of the 96 well microtiter plate, 100 µl of the diluted cell suspension (50,000cells/well) was added. 
After 24 h, when a partial monolayer was formed, 100 µl of different concentrations o

incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 

l of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 
calculated using the following formula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
values is generated from the dose-response curves for each cell line. % Inhibition = 100 

RESULTS AND DISCUSSION 
Lectins were extracted from flax seeds into PBS and precipitated using salt or acetone. All extracts were tested for 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 

t showed hemagglutination reaction with only human blood group A (and AB) indicating 
Acetylgalactosamine (Fig. 1). 

: Agglutination study of Linum usitassimum seed lectin with human and animal erythrocytes

:Hemagglutionation of whole blood by flax extract 
 

 
 

ure 2: Hemagglutination assay in 96 well plate 

performed by using human erythrocyte suspension in microtitre plates
of RBCs at the bottom of the well indicated absence of hemagglutination. (Fig. 2). 
In order to determine the absolute specificity of flax lectins towards various carbohydrates, carbohydrate inhibition assay was 
carried out. Table 2 shows the inhibition of lectin by different carbohydrates. Flax lectin was inhibited by N

alone and no other carbohydrate indicating the absolute specificity of this lectin for GalNac. 

Table 2: Inhibition of lectin by different carbohydrates 
 

Carbohydrates Agglutination 

Erythrocytes Agglutination 
Human ‘O’ - 
Human ‘A’ +++ 

Human ‘AB’ +++ 

Human ‘B’ - 
Rabbit - 

Sheep - 
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105 cells/ml using respective media containing 10% 
l of the diluted cell suspension (50,000cells/well) was added. 
l of different concentrations of test samples were added and 

incubated at 37°C for 24hrs in 5% CO2 atmosphere. Later, test solutions in the wells were discarded and 100 µl 
of MTT (5 mg/10 ml of MTT in PBS) was added to each well and incubated for 4 h at 37°C. The supernatant was 

l of DMSO was added and the plates were gently shaken to solubilize the formed formazan. The 
absorbance was measured using a microplate reader at a wavelength of 590 nm. The percentage growth inhibition was 

ormula and concentration of test drug needed to inhibit cell growth by 50% (IC50) 
response curves for each cell line. % Inhibition = 100 – (OD of sample/OD of 

salt or acetone. All extracts were tested for 
hemagglutination with human and animal blood. Table 1 shows hemagglutination of human blood types and animal 

t showed hemagglutination reaction with only human blood group A (and AB) indicating 

seed lectin with human and animal erythrocytes 

 

performed by using human erythrocyte suspension in microtitre plates. Formation of red button 

f flax lectins towards various carbohydrates, carbohydrate inhibition assay was 
by different carbohydrates. Flax lectin was inhibited by N- Acetyl 

of this lectin for GalNac.  
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Flax lectin was purified from the acetone precipitated extract using Sephadex G
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination a
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None
the later eluting protein peaks showed any trace of hemagglutination activity. 
commonly employed for lectin separations (Zhang et al 2014
100 has not been reported earlier. 
 

 
Figure 3: Sephadex G

Flax lectins were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
their absorbance at 280nm as well as for the hemagglutination activity. Among the fractions collected, activity was recovered
the unbound fractions and no activity was seen in bound (Fig. 4), indicating its anionic nature.
 

Figure 4: DEAE
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acetyl galactosamine - 

Flax lectin was purified from the acetone precipitated extract using Sephadex G-100 gel filtration column equilibrated with 1X 
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination a
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None
the later eluting protein peaks showed any trace of hemagglutination activity. Although gel filtration chromatography is 

(Zhang et al 2014), such purification of Linum usitatissimum

Sephadex G-100 gel filtration purification profile of flax lectin
 

were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
their absorbance at 280nm as well as for the hemagglutination activity. Among the fractions collected, activity was recovered

actions and no activity was seen in bound (Fig. 4), indicating its anionic nature. 

 
DEAE-cellulose ion exchange purification profile of flax lectin

 
PAGE analysis of lectin at each stage of purification was done to determine purity as well as molecular weight. Fig. 5 shows 

the gel profile of crude and partially purified flax lectin preparation on a 15% SDS-PAGE gel. In comparison with crude extract 
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100 gel filtration column equilibrated with 1X 
PBS buffer, pH 7.4. Fig. 3 gives the purification profile of flax lectin by gel filtration chromatography. Hemagglutination activity 
was detected in the initial fractions (maximum in fraction 3) denoting the high molecular weight of the purified lectin. None of 

Although gel filtration chromatography is 
usitatissimum lectin using Sephadex G-
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were further purified on DEAE cellulose ion exchange column. The fractions were assayed for protein by measuring 
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and salt and acetone precipitates, different types of protein bands were seen in unbound and 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovin
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 
activity. 

 
 

 
Figure 5: SDS-PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 

samples and stained with Coomassie Brilliant Blue for visualization. 
Lane 2: Flax ion-exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker.

 
The antioxidant activity of lectins has been well
were performed for lectin extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 
is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The 
value for ascorbic acid at same concentration as lectin was found to be 3.018mg/ml.
 
 

 
Figure 6: Antioxidant activity of flax lectin by DPPH assay.
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and salt and acetone precipitates, different types of protein bands were seen in unbound and gel filtration fraction signifying a 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovin
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 

 

PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 
samples and stained with Coomassie Brilliant Blue for visualization.  From left to right:  Lane 1: Gel

exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker.

The antioxidant activity of lectins has been well-established (Sadananda et al., 2014). Anti-oxidant assays of DPPH and ABTS 
extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 

is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The 
acid at same concentration as lectin was found to be 3.018mg/ml. 

Antioxidant activity of flax lectin by DPPH assay. The reduction capability of DPPH radical was determined by the 
decrease in its absorbance at 517nm which is induced by different antioxidants.
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gel filtration fraction signifying a 
level of purification. The presence of protein bands in between that of BSA and lysozyme molecular markers shows that the 
molecular weight of the lectin or its subunits is between 14.3 kDa (lysozyme) and 66.5 kDa (Bovine serum albumin). This profile 
of unbound and gel filtration fractions was associated with hemagglutination activity while bound had no hemagglutination 

PAGE profile of flax crudeand partially purified samples. 15% polyacrylamide gel was run with following 
Lane 1: Gel-filtration pooled fraction, 

exchange unbound fraction, Lane 3: acetone precipitate, Lane 4: BSA + Lysozyme molecular marker. 

oxidant assays of DPPH and ABTS 
extracts. The percentage scavenging activity of flax lectin was tested against that of ascorbic acid which 

is known to have potent antioxidant activity (Fig. 6 and 7). The IC50 value for flax lectin was found to be 3.008 mg/ml. The IC50 

 

The reduction capability of DPPH radical was determined by the 
ent antioxidants. 

2.4

% scavenging activity of ascorbic acid

BSA 

Lysozyme 



www.ijcrt.org                                © 2017  IJCRT | 

IJCRTOXFO020 International Journal of Creative Research Thoughts  (IJCRT) 

 

Figure 7: Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 
is monitored spectrophotometrically at 734nm

 
 
Lectins have been shown to have anti-inflammatory activity (Janaina K.L. Campos 
albumin denaturation assays were performed to demonstrate anti
activity of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 
inhibition at 3.2mg/ml of lectin. 

 
Figure 8: Anti-inflammatory assay for flax lectin 

As part of the investigation on the mechanism of the anti
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 
mg/ml for flax lectin. 

 
Figure 9: Anti-inflammatory assay for flax lectin 
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Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 

is monitored spectrophotometrically at 734nm 

inflammatory activity (Janaina K.L. Campos et al., 2016). Proteinase inhibition assay and 
albumin denaturation assays were performed to demonstrate anti-inflammatory activity. Fig. 8 shows the anti

of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 

inflammatory assay for flax lectin - % inhibition of proteinase.
 

investigation on the mechanism of the anti-inflammation activity, ability of lectin to inhibit protein denaturation 
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 

 

inflammatory assay for flax lectin - % inhibition of protein denaturation.
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Antioxidant activity of flax lectin by ABTS assay.The decrease in absorbance due to scavenging of the proton radicals 

., 2016). Proteinase inhibition assay and 
Fig. 8 shows the anti-inflammatory 

of flax lectin. Flax lectin exhibited significant antiproteinase activity at different concentrations and showed 100% 

 

% inhibition of proteinase. 

inflammation activity, ability of lectin to inhibit protein denaturation 
was studied (Fig. 9). It was effective in inhibiting heat induced albumin denaturation. Inhibition of 100% was observed at 8 
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Flax lectins were tested for their pH stability by incubating the lectins in buffers of different pH. The lectins showed rema
pH stability in the range 4-9 which was confirmed by hemagglutination of the lectins after incubation. When tested at a range of 
temperatures between 17-100°C, flax and lectins showed decreased activity beyond 57°C.
To evaluate the cytotoxic effect of flax lectin against cance
different dosages of flax lectin samples. After 24 hours of incubation, cell viability was determined by MTT assay. Flax lect
extract was found to induce cell toxicity in a concentration d
10µg/ml to 320µg/ml express decreased number of viable cells with increase in the concentration of compound. Results indicate
that the cytotoxic effect steadily strengthens with increase in 
 

Table 4: 

MCF-7 

Sample 

Linumusitatissimum

 
 

IV.  CONCLUSION  
Very little information is currently available on flax seed lectins. In one study, hemagglutination activity and carbohydrate 
specificity of lectin seedlings revealed their role in plant adaptation to abiotic stresses (
amaranth-like lectin genes in flax induced by defence hormones has also been reported (
The current report sheds light on the hemagglutination activity, 
activity of flax seed lectins. Linum usitatissimum
Purification was achieved by concurrent use of gel filtration and
molecular weight cationic protein. Purified lectin was shown to possess anti
properties and remarkable pH and temperature stability. These results 
active in different ways. Further work is warranted to establish possible utilization of flax lectin for specific applications.
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100°C, flax and lectins showed decreased activity beyond 57°C. 
To evaluate the cytotoxic effect of flax lectin against cancer cells, human breast carcinoma cells (MCF
different dosages of flax lectin samples. After 24 hours of incubation, cell viability was determined by MTT assay. Flax lect

induce cell toxicity in a concentration dependant manner (Table 4). Dose response curves between the range 
10µg/ml to 320µg/ml express decreased number of viable cells with increase in the concentration of compound. Results indicate
that the cytotoxic effect steadily strengthens with increase in concentration. 

Table 4: Cytotoxicity assays using flax lectin 
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________________________________________________________________________________________________________ 
 
Abstract: Tuberculosis is a common and deadly infectious disease caused by Mycobacteria. WHO estimates that one third of 
global population is infected with Mycobacterium tuberculosis.  Tuberculosis is a Multidrug resistant since their are a lot of 
mutations occur in genes .Our study focused on uncharacterized mutated tuberculosis target identification by using Systems 
Biology Approach, which is used to find the better drug targets. From the advance search by using UniProt we observed seven 
receptors are the significant targets 2CCA,1P44, 3VZ1,3IFZ, 1KOR,2EYQ .Tuberculosis target candidates are screened and 
validated by docking studies using Auto dock Software .Analysis has revealed that among 14 ligands it has been observed that 
Josamycine and Rifapentine showed a better interaction score (-10.3 kcal/mol and -12.7 kcal/mol) and could be potential ligands. 
These potential ligands have also shown better ADMET properties in Insilico studies by using ADMET SAR software. 

 
________________________________________________________________________________________________________ 

1. INTRODUCTION 

 
Tuberculosis (TB) is caused by Mycobacterium tuberculosis. TB is an infectious disease that usually affects the lungs .Some 

strains of the TB bacteria developed resistance to the standard drugs through genetic changes [2].TB affects 24% of world’s total 
population .According to WHO its world’s top infectious disease, about 5000 people deaths occurs everyday .Mycobacterium 
tuberculosis (MTB) is a rod shaped bacteria that can thrive only human beings[3] .TB is often called Multidrug 
resistance(MDR).The TB bacteria has natural defences against some drugs, and can acquire drug resistance through genetic 
mutations. The bacteria does not have the ability to transfer genes for resistance between organisms through plasmids some 
mechanisms of drug resistance include:Cell wall: The cell wall of M. tuberculosis (TB) contains complex lipid molecules which act 
as a barrier to stop drugs from entering the cell [9].Drug modifying & inactivating enzymes :The TB genome codes for enzymes 
(proteins) that inactivate drug molecules. These enzymes usually phosphorylate, acetylate, or adenylate drug compounds.Drug 
efflux systems: The TB cell contains molecular systems that actively pump drug molecules out of the cell.Mutations: Spontaneous 
mutations in the TB genome can alter proteins which are the target of drugs[6], making the bacteria drug resistant.[In the present  
study , Initially the receptors are obtained from the target pathogen database  30 receptors were obtained from the literature survey 
.Among the 30 receptors, 7 potential genes were obtained by string software .Validation was performed using Rampage software. 
Homology model was performed for all seven receptors .Among the seven receptors  , only two receptors model was not found 
.These two receptors model was built using Swiss model and validated using Rampage and  ERATT tool.Fourteen  potential 
ligands were obtained from drug bank . These ligands satisfied and passed lipnsiki’s  rule which  were performed to obtain better 
drug candidates.Interaction studies between the receptors and ligands were observed by docking studies by using Autodockvina 
software.It was observed that among the 14 ligands , two ligands showed good interaction studies  they are Rifapentine and 
josamycin .Insilico ADMET properties predictions was performed using ADMET SAR SOFTWARE . 

 
 

2. MATERIALS AND METHODS 
 
 
2.1 IDENTIFICATION AND PREPARTION OF TARGET PROTEIN 

 
Target identification is the process of identifying the direct molecular target for example protein or nucleic acid of a small 

molecule. In clinical pharmacology, target identification is aimed at finding the efficacy target of a drug/pharmaceutical .Target 

proteins are functional biomolecules that are addressed and controlled by biologically active compounds [1] .Target proteins 

control the action and the kinetic behaviour of drugs within the organism.Initially by using database Target pathogen and 

literature review 4000 genes was obtained which occurred in Tuberculosis[1].These 4000 genes was further analyzed and 

screened by using the string software . By using string software on the basis of protein-protein interaction 30 potential genes were 

screened based on their functions and characteristics using UniProt advance filters. 
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2.2 GENES NETWORK STUDIES 

 

Using string database these 30 genes were screened based on their functions and characteristics using UniProt advance filters 

.Seven significant genes involved in tuberculosis were shortlisted among 30 targets. All the 7 targets were further studied based 

on structural information[15]. Among these seven targets  we observed that 2 targets did not have the structure which was further 

modelled using Swiss model. 

 

2.3 HOMOLOGY MODELLING 

 

The Homology Modelling server template library ExPDB is extracted from the PDB. To select templates for a given protein, the 

sequences of the template structure library are searched. If these templates cover distinct regions of the target sequence, the 

modeling process will be split into separate independent batches.Homology modelling was used for the construction of atomic 

resolution model of the target protein. Swiss model was used to obtain 3d protein structure models for the genes which we have 

selected for finding the better drug candidate.The template protein of gabD1 is 3VZL and of mfd is 2EYQ. For two protein the 

model was built based on template as the structure was not available and this was done using Swiss model. 

 

2.4 VALIDATION 

 

The Ramachandran plot has been the mainstay of protein structure validation for many years.Its detailed structure has been 

continually analysed and refined as more and more experimentally determined models of protein 3D structures have become 

available, particularly at high and ultra-high resolution. These plots are typically split in forbidden and allowed regions. Around 

40% of all the amino acids in a structure are contained in just the 2% of the Ramachandran plot the so called “allowed areas . 

Rampage revealed the information of the dihedral angles of residues with respect to protein structures. Ramachandran plot was 

analysed for the 2 protein models by giving the pdb format.Validation was done using the ERRAT tool and this tool aanalyzes the 

statistics of non-bonded interactions between different atom types and plots the value of the error function versus position of a 9-

residue sliding window, calculated by a comparison with statistics from highly refined structures.We uploaded the pdb file of 

modeled protein and we obtained a graph  which specifies the error % and the warning %. These graphs were used for the 

validation process. 

 

2.5 SCREENING OF LIGANDS  

 

The ligands were collected from the DRUGBANK and advance search. The ligands were screened based on the Lipinski’s rule 

whichstates that poor adsorption is anticipated , if the molecular weight is greater than 500 LogP is greater than 5 and hydrogen 

bond accepters is greater the all the ligands should satisfies Lipinski’s rule and also indicates good drug candidates.In our study 

14 potential ligands were screened[17]. 
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2.6 DOCKING  

 

AutoDockVina, a new program for molecular docking and virtual screening, is presented. AutoDockVin a significantly improves 

the accuracy of the binding mode predictions, than the Autodock 4.Six targets were docked with the selected 14 ligands.The best 

interaction is taken based on the score given by autodockvina. The general functional form of the conformation-dependent part of 

the scoring function AutoDockVina (referred to as Vina here) is designed to work with is[7] , 

 

Where the summation is over all of the pairs of atoms that can move relative to each other, normally excluding 1–4 interactions, 

i.e. atoms separated by 3 consecutive covalent bonds. Here, each atom i is assigned a type ti, and a symmetric set of interaction 

functions ftitj of the interatomic distance rij should be defined. 

                                                                          c= c inter + c intra  

This value can be seen as a sum of intermolecular and intermolecular contributions[7]. The optimization algorithm, described in 

the following section, attempts to find the global minimum of c and other low-scoring conformations, which it then ranks. 

 

2.7 ADMET (Absorption, Distribution, Metabolism, Excretion, and toxicity) Test 

 

ADMET stands for  Adsorption, Distribution, Metabolism, Excretion,Toxicity. To select drug-like molecule, ADMET SAR 

software was used to screen the selected five molecules based on filters namely Lipinski’s rule[16],Quantitative Estimate of Drug 

likeness. The selected compounds in SDF format was given to the ADMET software interface and proceeded to calculate the 

properties. 

 

3. RESULTS AND DISCUSSIONS 

3.1 IDENTIFICATION OF TARGET PROTEIN 

After the characterization of genes we obtained 1373 unknown genes. Analysis of genes was carried out based on their functional 

characteristics. Among the 30 targets, 7 targets have to be further analyzed through network analysis. The mapping of genes was 

carried out using UniProt ID mapping. The several specific genes were obtained as such when provided with identifiers from 

UniProtKB AC/ID to PDB. 

3.2 Gene interaction network analysis 

 

 

 
Fig 2: protein-protein interactions where done using the string database and 7 targets were found to have  better 

interactions and those genes were inhA,katG,r 
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The 30 Target protein which were obtained from the advance search n the characterized genes, these were given to string software 
and using the string software we found out the gene-gene interactions and among the 30 genes we found that 7 genes had the 
better drug interactions and based on these interactions the 7 genes were shortlisted and those are the 
inhA,katG,rpoB,gabD1,mfd,gyrA,nusA. Among these 7 genes 5[22] had the structures and 2 did not have the structures which 
were modelled using the homology modeling. 
 
3.2 HOMOLOGY MODELLING 

 

 
In the homology modelling we used the swiss model software and the 2 genes which did not have the structure was built a model 
and the template was found for the these genes and we obtained the structure. 

 
 
3.3 VALIDATION 

 
FIGURE 8: 
Number of residues in favoured region    (~98.0% expected)  :  881 ( 97.5%) 
Number of residues in allowed region     ( ~2.0% expected)    :   21 (  2.3%) 
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Fig 7 : Validation of molecules using ERRAT tool 
 

       3. 4 DOCKING 

Autodockvina was performed to predict the bound conformation the binding affinity[23].The grid maps will be automatically 

formed by the software.The configuration values will be saved in a text file called conf.The PDBQT file of target and the 

ligand was obtained. 

 

 
 
 

Fig8:Grid box formed by the Autodock for 1KOR. 
 

 
Similarly the grid box and the configuration was done for other genes.14 ligands were taken for docking purpose, where 
Josamycine and Rifapentine showed the better result compared to other ligands. 
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Fig9 : Ligands structure  a.Josamycin, b.Rifapentine, c.Bedaquiline, d.Faropenem 
 

 
Further the command prompt was used to run the program, where the conffile ,gene and ligand pdbqt file was saved in one 
folder.Further the docking analysis is performed based on the binding energy value and the interaction was analysed using 
pymol software. 

 
 
 

 
 

Fig10: Docking result of Josamycin which is docked with the 1KOR 
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Rifapentine was shown the better result for the gene 2CCA. 
 

 
 

Fig15: 2CCA was docked with the ligand Rifapentine. 
 

Docking was performed between the 6 genes and the listed ligands using the autodockvina. The software will predict the proper 
binding site. Further the analysis of the result was done based on the values. 
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3.5 ADMET PROPERTIES 
                                                           

 

 
 

 ADMET properties of Rifapentine and Josamycine. 
 

 
 

Fig16 : Result of ADMET properties. 
 
 
 
 
 
 
 
 

SL.NO LIGAND 
NAME 

PROPERTY MODEL RESULT PROBABLIITY 

1 REFAPENTINE ABSORPTION Blood-Brain 
Barrier 

BBB- 0.9659 

Human 
Intestinal 
Absorption 

HIA+ 0.66848 

DISTRIBUTION Subcellular 
localisation 

Mitochondria 0.5477 

METABOLISM CYP450IA2 
Inhibitor 

Non-Inhibitor 0.8865 

TOXICITY Carcinogens Non-
carcinogens 

0.8147 

2 JOSAMYCINE ABSORPTION Blood-Brain 
Barrier 

BBB- 0.9659 

Human 
Intestinal 
Absorption 

HIA+ 0.5235 

DISTRIBUTION Subcellular 
localisation 

Mitochondria 0.5110 

METABOLISM CYP450IA2 
Inhibitor 

Non-Inhibitor 0.9070 

TOXICITY Carcinogens Non-
carcinogens 

0.9287 

[T
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4. CONCLUSION 
 
 

Tuberculosis (TB) is caused by Mycobacterium tuberculosis. TB is an infectious disease that usually affects the lungs. Some 

strains of the TB bacteria developed resistance to the standard drugs through genetic changes and Mycobacterium 

tuberculosis (MTB) is a rod shaped bacteria that can thrive only human beings .TB is often called Multidrug 

resistance(MDR) or Multi drug resistance is antimicrobial resistance shown by a species of microorganisms to multiple anti-

microbial drugs .MDR is most threatening to public health. MDR bacteria that is resist multiple antibiotics 

A dataset of genes was reviewed using the TARGET PATHOGEN database where the characterization of the genes were 

carried out such that separate the characterized genes and uncharacterized genes and we concentrated on the un characterized 

genes for our project and among the 4000 genes we obtained 1373 characterized gens and 2627 of characterized genes. 

These genes were further shortlisted to 30 genes based on their functional characteristics which were suitable for the 

Mycobacterium tuberculosis. Further to know the gene-gene interactions of these 30 genes, these genes were submitted to 

gene interaction analysis. 

In the gene network analysis we used the STRING software to find out the gene-gene interaction where we submitted 30 

genes to STRING and gene network was formed from which 6 genes were shortlisted because they had better drug 

interactions. 

Modelling of the protein was carried out using SWISS MODEL .Among the seven genes which had better interactions, two 

genes did not have the structure so they were modelled using the SWISS MODEL and the template was obtained for these 2 

targets. 

Validation of these structures obtained from SWISS MODEL was carried out using RAMPAGE and ERRAT tool was also 

used for the validation of the structures.RAMPAGE showed the allowed regions and favourable regions based on which the 

modelled structures were validated and in ERAT tool the percentage of error and the warning percentage were given and 

99% of the residues were below the threshold and 1% of which were above the threshold. Thus the modelled structures were 

validated. 

Further the docking studies were carried out using AUTODOCK VINA software and the docking results showed that two 

ligands had better interaction score and those were REFAPENTINE  (-13.1 kcal/mol) and JOSAMYCINE (- 10.1 kcal/mol). 

ADMET properties were studied using ADMET SAR software and these two ligands also showed better properties compared 

to other ligands and these ligands are non-carcinogenic and non-toxic. 

Hence we conclude that based on the docking studies and ADMET properties ,two ligands  REFAPENTINE  (-13.1 

kcal/mol) and JOSAMYCINE (- 10.1 kcal/mol) have shown better interactions and these can be the potential drug molecules 

for Tuberculosis. 

 

 
ACKNOWLEDGEMENT 

 
The Authors would like to thank CCMC-VGST (under KFIST Level 1) Govt of Karnataka , Department of Biotechnology and the 
management TOCE Bengaluru for the support and Infrastructure provided and for their undiminished encouragement and 
valuable inputs for the project. 
 
 
 
 
 
 
 
  
 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 
 

IJCRTOXFO025 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  409 
 

                         5.REFERENCE 

1. Sosa EJ, Burguener G, Lanzarotti E Target-Pathogen: a structural bioinformatic approach to 

prioritize drug targets in pathogens , journal nucleic acids research. published in 2018. 

2. Nisha T,nair,Shefin Nisthar identification of novel drug candidate against Mycobacterium 

Tuberculosis Inh A protein through computer aided drug discovery, journal, Indian journal of 

pharmaceutical education and research. published in 2016. 

3. V.R.Bollela, E.I.Nambuurete, Detection of kat G and inh A mutations to guide isoniazid and 

ethionamid use of drug resistant tuberculosis and journal is HHS PUBLIC ACCESS published in 

2016. 

4. Marva Seifert, Donald Catanzaro, Genetic mutations associated with isoniazid resistance in 

mycobacterium tuberculosis and the journal is PLOS ONE published in 2015. 

5. Danil V Zimenkov, Olga V Antonova, Detection of second line drug resistance in mycobacterium 

tuberculosis using oligonucleotides microarrays and journal is BMC INFECTIOUS DISEASES and 

it is published in 2013. 

6. Wanil Kang, Yu Pang, Current status of new tuberculosis vaccine in children and the journal is 

HUMAN VACCINE IMMUNOTHERAPEUTICS and it is published in 2016. 

7. Marva V.J, Autodock Vina:Improving the speed and accuracy of docking with scoring function and 

journal is HHS PUBLIC ACCESS published in 2011. 

8. Charles C Wang, System approach to tuberculosis vaccine development and journal is 

RESPIROLOGY published in 2013. 

9. Asad Amir, Khyti Rana, M TB H37 RV , In silico drug targets, Identification by metabolic pathway 

analysis and the journal is INTERNATIONAL JOURNAL OF EVOLUTIONARY BIOLOGY 

published in 2014. 

10. Mustafa AS, In silico analysis and experimental variation of M TB specific protein and peptides M 

TB for immunological diagnosis and vaccine development, journal MEDICAL PRINCIPLE AND 

PRACTICE published in 2013. 

11. Beban Kai Sheng Chung, Thomas dick, In silico analysis for discovery of tuberculosis drug targets, 

journal ANTIMICROBIAL CHEMOTHERAPY published in 2013. 

12. Edivi W Tiwemersa, Natural history of tuberculosis duration and fatality  of untreated pulmonary 

TB in HIV negative patients, journal PLOS ONE published in 2011. 

13. Molebogeng X Rangaka, Controlling the seed beads of TB, Diagnosis and tereatment of TB 

infection, journal HSS PUBLIC ACCESS published in 2015. 

14. Ragini Singh, Basanhi Ramachandran, In silico based high throughput screening for discovery of 

novel combinations of TB treatment, journal ANTIMICROBIAL AGENTS AND 

CHEMOTHERAPY published in 2015. 



www.ijcrt.org                                © 2018  IJCRT | Volume 6, Issue 2 April  2018 | ISSN: 2320 -2882 
 

IJCRTOXFO025 International Journal of Creative Research Thoughts  (IJCRT) www.ijcrt.org  410 
 

15. Dipendra Gurnung, String software,intelligent predictive string search algorithm, journal SCIENCE 

DIRECT published in 2016. 

16. V.C Sheng, Comprehensive source and free tool for assessment of chemical ADMET properties, 

journal CHEMICAL INFORMATION AND MODELLING published in 2012. 

17. David S Wishart, Comprehensive resource for in sillico drug discovery and exploration, journal 

NUCLEIC ACID RESEARCH published in 2006. 

 

 
 

 
 
 
 

     



9/22/21, 4:17 PM Morphological characterization of Pyricularia oryzae causing blast disease in rice (Oryza sativa L.) from different zones of Karnataka

https://www.phytojournal.com/archives?year=2019&vol=8&issue=3&ArticleId=8599&si=false 1/2

󰍜 Menu

Login
 Signup

Pharmacognosy
Journal of Pharmacognosy and Phytochemistry

Printed Journal 
 Indexed Journal 
 Refereed Journal 
 Peer Reviewed Journal

Search

Journal of Pharmacognosy and Phytochemistry
Vol. 8, Issue 3 (2019)

Morphological characterization of Pyricularia oryzae causing blast disease in rice (Oryza sativa
L.) from different zones of Karnataka

Author(s):
B Manjunatha and M Krishnappa

Abstract:
Study was conducted to describe the cultural and morphological characteristics such as colour and texture of the leaf blast pathogen Pyricularia oryzae on different solid media
viz., Host extract agar, Oat meal agar, Potato dextrose agar and Richard's agar medium. Among all the solid media the highest mean mycelial growth (diameter) of the fungus
Pyricularia oryzae was recorded on Host extract agar (40.80mm) followed by Oat meal agar (38.33 mm) and least mean mycelial growth of the P. oryzae on Rechard’s agar (28.4
mm). The highest mean dry mycelial weight(mg) Rechard’s agar(300.65mg) followed by Oat meal agar (234.67 mg) and least mean mycelial weight was recorded in Potato
Dextrose agar (96.31 mg). In general, among all solid media the Host extract agar media is more appropriate for cultural and morphological study of rice blast fungus P. oryzae.

Pages: 3749-3753  |  211 Views  48 Downloads

Download (619KB)

How to cite this article:

B Manjunatha and M Krishnappa. Morphological characterization of Pyricularia oryzae causing blast disease in rice (Oryza sativa L.) from different zones of Karnataka. J
Pharmacogn Phytochem 2019;8(3):3749-3753.

Subscribe Print Journal


UPCOMING CONFERENCE

JOURNAL CODE(S)

E-ISSN: 2278-4136

P-ISSN: 2349-8234

CODEN Code: JPPOHO

Abbr: J Pharmacogn Phytochem

󰍉

https://www.phytojournal.com/login
https://www.phytojournal.com/signup
https://www.phytojournal.com/
https://www.phytojournal.com/archives/2019/vol8issue3/PartBC/8-3-279-550.pdf
https://www.phytojournal.com/subscription
https://www.phytojournal.com/upcoming-conference


See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/326000500

Stability Analysis for Yield and Yield Attributing Traits in Rice (Oryza sativa L.)

Article  in  International Journal of Current Microbiology and Applied Sciences · June 2018

DOI: 10.20546/ijcmas.2018.706.194

CITATIONS

2
READS

105

3 authors, including:

Some of the authors of this publication are also working on these related projects:

AICRP on Rice View project

B. Manjunatha

University of Agricultural & Horticultural

9 PUBLICATIONS   8 CITATIONS   

SEE PROFILE

Dr Niranjana Kumara

The Trans-disciplinary University

23 PUBLICATIONS   27 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Dr Niranjana Kumara on 06 February 2019.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/326000500_Stability_Analysis_for_Yield_and_Yield_Attributing_Traits_in_Rice_Oryza_sativa_L?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/326000500_Stability_Analysis_for_Yield_and_Yield_Attributing_Traits_in_Rice_Oryza_sativa_L?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/AICRP-on-Rice-2?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/B-Manjunatha?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/B-Manjunatha?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University-of-Agricultural-Horticultural?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/B-Manjunatha?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dr-Kumara?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dr-Kumara?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/The-Trans-disciplinary-University?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dr-Kumara?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Dr-Kumara?enrichId=rgreq-d763da39aa5ea25dc8150311ea24962c-XXX&enrichSource=Y292ZXJQYWdlOzMyNjAwMDUwMDtBUzo3MjMyOTY5MzI4ODAzODVAMTU0OTQ1ODgzNTA2Nw%3D%3D&el=1_x_10&_esc=publicationCoverPdf


Int.J.Curr.Microbiol.App.Sci (2018) 7(6): 1629-1638 

 

 

1629 

Original Research Article                 https://doi.org/10.20546/ijcmas.2018.706.194    

 

Stability Analysis for Yield and Yield Attributing  

Traits in Rice (Oryza sativa L.) 
 

B. Manjunatha*, C. Malleshappa and B. Niranjana Kumara 

 
 

Department of Genetics and Plant Breeding, Agricultural and Horticultural Research Station, 

Kathalagere- 577219 (Karnataka), India 

(University of Agricultural and Horticultural Sciences,  

Shivamogga-577204, Karnataka, India) 
*Corresponding author    

 

 

 

 
 

                           A B S T R A C T  

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Introduction 
 

Rice (Oryza sativa L.), belongs to the family 

Graminae, recognized as “Millennium Crop” 

expected to contribute towards food security 

in the world, as it is one of the staple cereal 

crops of the world and a primary source of 

food for more than half the world’s 

population. With an alarming increase in the 

population throughout the world, the demand 

for rice will continue to increase in near 

future. Therefore, rice breeders across the 

world aim at increasing the grain yield of rice 

(Song et al., 2007). Worldwide, rice is 

cultivated in an area of about 161.4 million 

hectares, production of about 506.3 million 

tonnes and productivity of 3.14 tonnes per 

hectare. In India area under rice cultivation is 

44.11 million hectare and production of about 

105.48 million tonnes with 2.39 tonnes per 

hectare productivity. In Karnataka, it is grown 

in an area of 13.26 lakh hectares with 

production of 3541 thousand tons and 

productivity of 2.67 tonnes per ha (Annon, 

2016). Yield is a complex quantitative 

character and is greatly influenced by 
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The present investigation was carried out during kharif 2016 at the Agricultural and 

Horticultural Research Station, Kathalagere and other five locations under University of 

Agricultural and Horticultural Sciences, Shivamogga, Karnataka, to know the stability of 

the Twenty three advanced genotypes including three checks of paddy. Highly significant 

differences among genotypes were observed for all the characters except number of 

number of tillers, panicles fertility percent. The variance due to Genotype x Environment 

found significant for the characters like days to maturity, Plant height, Panicle length (cm) 

and number of spikelets per plant. Environment (linear) interaction component was 

significant for all the traits. The variance due to pooled deviation (non- linear) was highly 

significant for all the characters except for harvest index which reflect considerable genetic 

diversity in the material. Out of 23 genotypes studied six entries viz., JT-2-16-1, JT-2-22-

5, JA-4-3, JT-2-15-1, JB-1-20-2 and JK-1-7-5 were consistent and high yielding compared 

to local checks, from the present study genotype JA-6-2 was found to be a stable across the 

environments. 
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environmental fluctuations; hence, the 

selection for superior genotypes based on 

yield per se at a single location in a year may 

not be very effective (Shrestha et al., 2012). 

The assessment of stability of a genotype 

under different environments is useful for 

recommending cultivars for known conditions 

of cultivation. The stability of varieties over 

wide range of environments with high yield 

potential is desirable. It has always been 

emphasized by breeders as base before 

releasing an ideal variety for commercial 

cultivation (Singh and Shukla, 2001). For a 

genotype to be commercially successful, it 

must perform well across the range of 

environment likely to be encountered in a 

target region over the entire array of years in 

which the genotype could be in use. Beyond 

seasonal and location differences, however, 

cultivation conditions within season do transit 

from one condition to the other, as dictated by 

variability in moisture and other 

environmental indices.  

 

The presence of G x E interaction is naturally 

makes it difficult to fully realise the potential 

of a genotype for a region in which weather 

varies from year to year. When the G x E 

interaction is significant, the plant and 

environmental factors that play a major role in 

causing differential performance, and their 

significance in determining desirable breeding 

strategies, must be carefully considered (Kang 

and Martin, 1987 and Yan and Hunt, 2000). 

Understanding the genotype x environment 

interaction has long been a key issue for plant 

breeders and geneticists. In crop performance, 

the observed phenotype is a function of 

genotype (G), environment (E) and genotype 

× environment interaction (GEI). GEI is said 

to occur when different cultivars or genotypes 

respond differently to diverse environments. 

Researchers agree that GEI is important only 

when it is significant and causes considerable 

changes in genotype ranks in different 

environments. If this interaction is more, then 

the stable performance of the variety is less 

and vice versa. Hence, testing of newly 

developed genotypes for their stable 

performance is vital across the different 

environments. 

 

Materials and Methods 

 

The experimental material for the 

contemporary study comprises of twenty 

advanced breeding lines of F6 generation 

(Table 1.) with three checks Jyothi, KHP-2 

and Tunga collected from Department of 

Genetics and Plant breeding, College of 

Agriculture Shivamogga. The research was 

carried out during kharif 2016. The 

experiment was laid out in Randomized 

Complete Block Design (RCBD) with two 

replications in puddle field at all locations 

(Table 2). Five plants in all the advanced 

breeding lines were selected at random from 

each replication for recording of observations 

on metric characters of these advanced 

breeding lines were used for recording all the 

below cited characters. The average of 

observations recorded on these five plants was 

considered for statistical analysis. Similarly 

plant morphological characters of each 

genotype were recorded by selecting single or 

group of plants depending on all characters at 

different stages of crop growth. Days to fifty 

per cent flowering, Days to maturity, Plant 

height (cm), Panicle length (cm), Number of 

tillers, Number of productive tillers per plant, 

Number of spikelets per plant, Number of 

grains per panicle, Panicle fertility (per cent), 

Test weight (g), Grain yield (kg/ha), Straw 

yield (kg/ha) and Harvest Index (%).To 

analyze the data over six environments the 

stability model proposed by Eberhart and 

Russel (1966) have proposed a dynamic 

approach for studying and interaction 

phenotypic stability from regression analysis. 

It enables selection of genotypes that may 

reasonably show stable performance over a 

range of environment was adopted. 
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Results and Discussion 
 

In the present study stability parameters such 

as mean (μ), regression coefficient (bi) and 

deviation from regression (S²di), as suggested 

by Eberhart and Russel (1966) were 

considered to explain and discuss the stability 

of different advanced breeding lines for 

various characters under consideration. From 

the pooled analysis of variance, it was evident 

that the significant mean squares due to 

environment (linear) for grain yield revealed 

differential response of the genotypes and 

environment, mean square for pooled 

deviation were significant for all most all the 

characters studied (Table 3). The results 

supported with the reports of Vanave et al., 

2014. 

 

Table 4 shows that the advanced breeding 

lines JB-1-22-2 and JA-4-3 had less mean 

value for days to fifty per cent flowering than 

the population mean had regression coefficient 

unity and least deviation from regression, 

indicating that with respect to days to fifty per 

cent flowering, these advanced breeding lines 

show stable performance across the 

environments.  

 

So, by using these advanced breeding lines in 

breeding programme can develop medium 

duration or short duration cultivars. JK-1-11-

8, JA-4-2, JB-1-22-2, JA-6-3, JA-6-4 and JA-

6-2 are identified as stable lines for specific 

locations these results were in associated with 

Basavaraj (1994) and Subramanya (1996). In 

other hand Koli et al., (2015) reported that 

days to fifty per cent flowering is a stable 

character across the environment. The 

advanced breeding line JB-1-20-2 had less 

mean value for days to maturity than 

population mean, also had regression 

coefficient value is around unity and less 

deviation from regression. So, it is indicated 

that this advanced breeding line had stable 

performance across the environments and less 

sensitive to environment it can adapt to the 

diverse environments. These findings are 

agreement with those of Sawant et al., (2006) 

and Praveen et al., (2013). JA-4-2 and JA-6-2, 

JA-4-3, JA-6-2, JA-4-2, JA-6-2 and JA-4-2 

identified as stable lines for specific locations. 

The advanced breeding line JT-2-16-1 had 

more mean value for plant height than the 

population mean also had regression 

coefficient value is around unity and less 

deviation from regression. Significant 

regression co-efficient was observed for JT15-

3 and JK2 15-2 indicate that they were highly 

sensitive to environmental changes and rest of 

the advanced breeding lines had average 

stability. Basavaraj (1994) also identified 

advanced breeding lines with average 

responsiveness and also advanced breeding 

lines with higher environmental sensitivity.  

 

Subramanya (1996) noted unpredictability of 

the genotypes for this trait. Similar results 

were also reported by Koli et al., (2015). JT-2-

16-1, JT-2-16-1, JT-2-22-5, JT-2-16-1, JT-2-

22-5 and JT-2-16-1 are identified as stable 

lines for specific locations. The advanced 

breeding line JK-1-12-1 had more mean value 

than the population mean and also had 

regression coefficient value is around unity 

and less deviation from regression.  

 

Similar results were reported Mahapatra and 

Sujathadas (1999). JT-2-16-1, JT-2-16-1, JB-

1-11-7, JA-6-4, JA-6-2 and JA-6-4 identified 

as stable lines for specific locations. High 

mean values than the population mean, 

regression coefficient around unity and least 

deviation from regression were recorded for 

number of tillers per plant in the advanced 

breeding lines JB-1-11-7 and JA-6-3 

indicating that their stability over wide range 

of environments. These findings are 

agreement with those of Umadevi et al., 

(2008). JA-6-2, JK-1-7-5, JT-2-15-1, JT-2-16-

1, JK-1-13-2 and JT-2-16-1 are identified as 

stable lines for specific locations. 
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Table.1 List of advanced breeding lines (F6) used under present investigation including checks 

 
Cross combinations Code Advanced breeding 

lines 

Grain shape Grain color 

 

JYOTI x BILIYA 

G1 JB-1-11-7 Medium slender Light red 

G2 JB-1-20-2 Medium slender Light red 

G3 JB-1-22-1 Medium slender Light red 

G4 JB-1-22-2 Medium slender Light red 

G5 JB-1-22-3 Medium slender Light red 

 

 

 

 

JYOTI x KESARI 

G6 JK-1-7-5 Medium bold Dark red 

G7 JK-1-11-8 Medium bold Light red 

G8 JK-1-12-1 Medium bold Light red 

G9 JK-1-13-1 Medium bold Light red 

G10 JK2-2-1-8-1 Medium bold Light red 

G11 JK2-1-12-1 Medium bold Light red 

 

 

 

JYOTI x AKKALU 

G12 JA-4-1 Medium slender Light red 

G13 JA-4-2 Medium slender Light red 

G14 JA-4-3 Medium slender Light red 

G15 JA-6-2 Medium slender Light red 

G16 JA-6-3 Medium slender Light red 

G17 JA-6-4 Medium slender Light red 

 

JYOTI x TUNGA 

G18 JT-2-15-1 Medium slender Light red 

G19 JT-2-16-1 Medium slender Light red 

G20 JT-2-22-5 Medium slender white 

JYOTHI G21  Bold Red 

KHP-2 G22  Slender Red 

TUNGA G23  Bold white 

 

Table.2 Location of experiments conducted to evaluate rice genotypes for stability 

analysis 

 
SL. 

NO. 

Particulars Environments 

1 Locations AHRS, 

Kattalagere 

UAHS, 

Shivamogga 

AHRS, 

Honnavile 

ZAHRS, 

Mudigere 

AHRS, 

Bhavikere 
AHRS, 

Ponnampet 

2 Latitude 16°12' N 13.054° N, 13.9299° N, 13°8'3"N 12.50° N, 12.14907°N 

3 Longitude 74°54' E 75.03930° 

E 

75.5681° E 75°38'30"

E 

77.35° E 75.94052 °E 

4 Elevation 598 meters 569 meters 570 meters 915 

meters 

566.7met 851 meters 

5 Average 

temperature 

25.5 °C 24.8 °C 24.6 °C 23.2 °C 36 °C 22.6 °C 

6 Average rainfall 567 mm 909 mm 863 mm 610 mm 1104.2 

mm 

2173 mm 
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Table.3 Pooled ANOVA values for thirteen quantitative traits over six environments 

 
Source of Variations DF X1 X2 X3 X4 X5 X6 X7 

Rep within Evn. 6 0.82 13.52 4.62 0.53 1..67 0.51 57.53 

Varieties 22 168.92** 868.42** 512.17** 2.48** 4.67* 5.29** 522.81** 

Env.+(Var.x Env.) 115 51.62** 8.71 74.93** 1.66** 4.42* 1.71 184.72 

Environments 5 868.06** 15.24 1293.62** 25.77** 35.45** 8.56** 845.53** 

Var.x Env. 110 14.51 8.41 19.53 0.57 3.01 1.40 154.68 

Environments(Lin.) 1 4340.31** 76.20 6468.11** 128.86** 177.27** 42.81** 4227.68** 

Var.x Env.(Lin.) 22 18.42 4012 3.40 0.72 3.46 1.24 152.29 

Pooled Deviation 92 12.94 9.07 22.54** 0.50** 2.77** 1.38** 148.53** 

Pooled error 132 0.66 3.39 8.69 0.23 0.96 0.87 65.71 

Total 137 70.45 146.77 145.14 1.79 4.46 2.29 23.01 

 
Source of Variations DF X8 X9 X10 X11 X12 X13 

Rep within Evn. 6 60.46 1.15 0.33 57622.57 139889.49 1.05 

Varieties 22 563.92** 11.93* 10.48** 3332866.56** 2807513.59* 42.77** 

Env.+(Var.x Env.) 115 157.35 7.37 1.92 296132.08* 479592.10 4.89 

Environments 5 694.63** 23.30** 4.67* 1437879.31** 1873335.65** 3.32 

Var.x Env. 110 132.93 6.65 1.79 244234.48 416240.12 4.96 

Environments(Lin.) 1 3473.16** 116.52** 23.49** 7189396.54** 9366678.25** 16.61 

Var.x Env.(Lin.) 22 106.99 7.82 2.55* 435198.69** 631680.12* 4.66 

Pooled Deviation 92 133.35** 6.08** 1.53** 18750.23* 346624.47** 4.82** 

Pooled error 132 66.17 0.50 0.26 124084.59 187533.05 2.39 

Total 137 222.64 8.11 3.29 783782.87 853418.90 10.97 

*& ** Significant at 5% and 1% respectively  

Where, 

X1 Days to 50% flowering X5 Number of Tillers per plant X9 Panicles fertility (%) X13 Harvest index (%) 

X2 Days to maturity  X6 Number of Productive tillers X10 Test weight  

X3 Plant Height  X7 No. Of spikelets tillers  X11 Grain Yield (kg/ha)  

X4 Panicle Length X8 No. Of grains per panicle X12 Straw yield  
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Table.4 Mean and stability parameters in 23 advanced genotypes of Rice 

 
  Days to fifty per cent flowering Days to maturity Plant height (cm) Panicle length (cm) Number of tillers per plant Number of productive 

tillers per plant 

Number of spikelets per panicle 

Sl. 

No. 

Advanced 

breeding lines 

Mean S²di Bi Mean S²di bi Mean S²di bi Mean S²di bi Mean S²di bi Mean S²di bi Mean S²di bi 

1 JB-1-11-7 96.83 1.61* 1.14 125.58 -1.74 0.31 67.08 19.20* 0.77 19.28 0.24 0.15* 19.21 -0.62 0.91 19.21 -0.62 0.91 161.92 864.08** -0.90 

2 JB-1-20-2 97.33 10.99** 1.14 128.33 2.73 0.96 77.66 12.65* 1.00 19.58 -0.08 0.83 18.67 -0.61 1.20 18.67 -0.61 1.20 169.58 17.25 0.80 

3 JB-1-22-1 96.83 27.02** 1.07 127.08 4.84 0.78 82.44 6.05 1.06 19.59 -0.18 1.06 18.24 -0.16 2.17 18.24 -0.16 2.17 162.25 -31.93 0.86 

4 JB-1-22-2 93.92 41.45** 1.00 125.92 -1.53 -0.87 82.67 2.45 0.90 19.38 -0.20 0.79 18.08 -0.21 1.79 18.08 -0.21 1.79 163.17 -38.36 0.55 

5 JB-1-22-3 96.25 8.15** 1.14 126.75 8.60* 3.19 83.91 0.91 1.06 20.32 0.65** 1.03 18.78 1.22 0.99 18.78 1.22 0.99 174.67 45.20 1.15 

6 JK-1-7-5 95.50 0.65 1.40* 126.92 14.01** 2.15 80.89 -3.71 1.15 19.37 0.14 1.01 19.33 -0.79 1.54* 19.33 -0.79 1.54* 163.50 -37.32 1.17 

7 JK-1-11-8 94.75 13.74** 1.37 125.92 0.80 1.75 81.68 -4.17 1.11 19.00 -0.02 0.87 18.73 -0.17 1.55 18.73 -0.17 1.55 171.00 94.29* -0.35 

8 JK-1-12-1 95.00 7.75** 1.30 126.67 3.18 1.48 81.29 3.51 1.04 19.72 -0.10 0.98 18.98 -0.51 0.93 18.98 -0.51 0.93 165.50 -20.01 1.77 

9 JK-1-13-1 96.67 11.30** 1.28 127.67 7.61* 2.58 79.91 4.02 0.98 19.37 0.20 1.26 19.13 1.66* 1.79 19.13 1.66* 1.79 170.33 112.46* 1.05 

10 JK2-2-1-8-1 97.58 16.72** 0.87 124.25 5.13 1.69 81.11 1.25 0.99 20.03 -0.09 1.03 18.72 -0.35 1.88 18.72 -0.35 1.88 153.08 75.66 2.07 

11 JK2-1-12-1 98.58 -0.47 0.94 126.33 14.17** 3.10 78.59 -3.55 1.17 19.62 0.68** 0.63 20.00 0.04 -0.70 20.00 0.04 -0.70 154.67 58.46 1.19 

12 JA-4-1 99.83 7.46** 0.81 120.42 0.73 1.50 84.12 5.95 0.86 19.95 0.02 1.05 18.95 -0.23 1.31 18.95 -0.23 1.31 159.67 13.48 0.20 

13 JA-4-2 93.25 22.77** 1.33 118.42 2.52 0.49 81.18 -5.31 0.90 20.12 0.66** 1.46 19.88 0.09 0.70 19.88 0.09 0.70 162.92 -6.79 1.73 

14 JA-4-3 95.67 9.55** 1.00 118.75 -0.08 1.08 80.87 -2.02 0.94 19.70 -0.17 1.36* 19.58 1.50* 0.55 19.58 1.50* 0.55 162.83 17.08 2.16 

15 JA-6-2 92.58 4.91** 0.47* 118.58 -2.68 -0.89* 82.58 0.08 0.84 20.45 0.74** 0.61 21.10 1.99* -1.03 21.10 1.99* -1.03 178.33 28.69 0.89 

16 JA-6-3 95.17 7.29** 0.68 119.17 -2.11 0.53 80.38 -5.70 1.01 19.34 0.50* 0.99 19.40 0.61 0.64 19.40 0.61 0.64 163.50 271.68** 0.67 

17 JA-6-4 96.92 19.00** 0.05* 120.17 -2.56 0.72 82.15 -0.27 1.01 20.59 0.62** 1.62 18.84 0.04 2.05 18.84 0.04 2.05 165.08 -13.86 1.48 

18 JT-2-15-1 102.75 11.46** 1.22 149.67 14.60** 0.18 100.85 36.12** 1.08 20.16 -0.08 1.06 19.88 3.63** 1.42 19.88 3.63** 1.42 162.58 -30.54 0.12 

19 JT-2-16-1 100.92 9.70** 0.84 149.08 22.75** -0.64 107.89 71.88** 0.95 20.69 1.75** 1.85 19.23 1.06 0.15 19.23 1.06 0.15 155.67 -52.95 -0.26** 

20 JT-2-22-5 98.83 6.71** 0.87 149.67 18.33** 0.23 102.12 102.80** 1.07 19.77 -0.05 0.96 20.31 3.21** 0.26 20.31 3.21** 0.26 166.58 302.55** 1.26 

21 Jyothi 96.83 8.63** 1.21 132.17 -3.16 0.19 78.16 19.08* 0.94 17.62 0.33 0.97 16.50 0.86 0.78 16.50 0.86 0.78 135.67 103.70* 2.98 

22 KHP-2 109.92 9.67** 0.81 153.25 3.17 1.33 82.84 35.39** 1.22 19.14 0.26 0.52 17.58 0.56 0.53 17.58 0.56 0.53 148.00 39.32 2.05 

23 Tunga 116.00 26.21** 1.06 155.67 11.29** 1.14 98.78 26.14** 0.97    18.35 -0.75 1.62 18.35 -0.75 1.62 149.17 100.86* 0.38 

 Mean 98.17   130.28   84.31   19.66   19.04   19.04   161.72   

Continued… 
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  Number of grains per panicle Panicle fertility (per cent) Test weight (g) Grain yield (kg/ha) Straw yield (kg/ha) Harvest index 

Sl. No. Advanced 

breeding lines 

Mean S²di Bi Mean S²di bi Mean S²di bi Mean S²di bi Mean  S²di bi Mean S²di  bi 

1 JB-1-11-7 144.83 455.18** -0.60 89.90 9.23** 2.87 30.74 0.29 -0.05 6026.63 -92232.61 0.83 7942.50 128655.11 2.46 43.24 0.82 2.50 

2 JB-1-20-2 153.95 46.69 0.38 90.78 8.69** 1.42 30.06 5.85** -0.28 6466.69 277102.89* 0.44 8093.33 117713.20 1.96 44.44 10.26** 3.89 

3 JB-1-22-1 145.16 -42.84 0.65 89.51 12.11** 0.29 31.52 0.62* -0.55 6490.38 -102165.83 0.30* 8119.17 40851.44 1.31 44.48 1.34 0.14 

4 JB-1-22-2 147.37 1.08 0.10 90.27 6.78** -0.29 29.61 0.80** -0.15 6530.04 175040.21* 0.22 8337.50 39571.17 1.97 43.95 8.49** 4.90 

5 JB-1-22-3 156.19 124.66* 1.36 89.28 10.81** 0.50 29.81 -0.08 2.64* 6459.36 303364.99** -0.43 8346.67 35105.38 -0.06 43.60 2.95 5.66 

6 JK-1-7-5 147.33 -31.59 0.87 90.13 6.05** 2.15 29.62 0.20 2.66 6875.67 176756.09* -0.43 8728.33 -41520.19 0.57 44.04 1.63 1.98 

7 JK-1-11-8 152.93 240.29** 0.09 89.24 9.04** 1.56 29.75 -0.11 1.68 6397.34 -12557.51 1.24 8105.83 361806.04* 2.23 44.24 1.83 2.38 

8 JK-1-12-1 144.50 -54.80 1.35 87.41 6.65** -0.99 30.64 0.04 1.35 6575.67 95776.87 1.26 8006.67 3470.32 0.70 45.11 1.76 -0.25 

9 JK-1-13-1 155.08 80.27 0.96 91.02 0.07 -0.48* 29.69 0.16 2.68 6549.13 244994.25* 1.54 8340.83 -4518.89 0.70 43.90 0.95 -0.81 

10 JK2-2-1-8-1 138.13 82.61 1.96 90.21 5.04** 2.56 30.11 1.62** 2.80 6352.49 -26221.86 1.29 8435.00 135465.77 -0.78 42.90 3.88* 2.21 

11 JK2-1-12-1 140.82 10.61 1.02 91.10 3.63** 1.93 29.88 0.26 0.24 6177.71 54428.55 0.61 7824.17 -11295.77 0.23 44.09 -0.49 1.27 

12 JA-4-1 145.70 -6.66 -0.02 91.23 1.23* 0.87 28.42 0.05 -1.32* 6634.93 -11067.75 0.46 8472.50 -34684.04 -0.12 43.91 1.10 0.85 

13 JA-4-2 146.95 -32.34 2.22 90.11 1.77** 1.46 30.27 2.23** 1.42 6584.93 -45167.91 0.63 8474.17 -106266.60 -0.35* 43.73 0.51 2.29 

14 JA-4-3 148.17 19.85 2.21 90.94 0.46 1.76 30.93 1.24** 0.79 6696.80 66107.04 0.21 8395.83 -152853.91 0.34 44.36 -0.30 1.81 

15 JA-6-2 167.83 -4.39 1.12 94.12 -0.18 -0.09* 30.76 0.05 0.08 6865.83 -344.27 0.94 8599.17 -143760.05 0.30 44.38 -0.87 2.26 

16 JA-6-3 146.17 163.47** 0.95 89.50 6.30** 2.62 29.89 1.68** 2.39 6477.90 -69897.93 1.36 8460.00 276175.59* 0.90 43.44 1.17 0.51 

17 JA-6-4 149.10 -0.05 2.10 90.19 3.84** 1.56 30.40 2.07** 2.27 6456.39 -2367.73 2.27 8963.33 9808.13 1.67 41.83 2.12 1.06 

18 JT-2-15-1 146.47 5.54 0.78 90.01 4.54** 2.05 30.09 0.31 1.02 7059.60 242504.26* 3.78 9891.67 848675.82** 3.98 41.51 3.65* 1.14 

19 JT-2-16-1 142.33 -63.61 -0.29** 91.43 2.28** -0.76 29.32 1.48** -0.55 6827.72 248044.72* 3.41 9737.50 547211.51** 2.87 41.19 1.24 0.13 

20 JT-2-22-5 152.17 341.57** 1.45 91.25 9.03** 2.16 30.51 3.02** -0.25 7177.53 110844.45 2.81 10135.83 651461.76** 2.56 41.46 0.43 -1.15 

21 Jyothi 118.42 181.04** 2.39 87.22 4.80** 0.95 25.09 -0.07 -1.97** 4093.06 52475.53 0.91 6994.17 50195.35 0.08 36.90 11.32** 0.34 

22 KHP-2 132.73 -49.05 1.55 89.94 12.96** -1.42 27.37 6.20** 1.56 4881.40 -81675.58 0.53 8443.33 471340.13** -0.06 36.72 2.48 4.27 

23 Tunga 132.10 83.43 0.41 88.53 2.60** 0.33 29.93 1.22** 4.56* 4788.67 -68369.08 -1.15** 8680.83 484138.77** -0.44 35.57 0.83 -5.83* 

 Mean 145.84   90.14   29.76   6323.73   8501.23   42.69   
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The three advanced breeding lines JB-1-11-7 

and JA-4-2 had more mean value for number 

of productive tillers per plant than population 

mean, also had regression coefficient value is 

around unity and very less deviation from 

regression. So, it is indicated that the 

genotype had stable performance across the 

environments. These findings are agreement 

with those of Vishnuvardhan et al., (2015). 

JA-6-2 and JT-2-22-5, JA-6-2 and JT-2-22-5, 

JT-2-15-1, JB-1-22-3 and JK-1-7-5, JK2-1-

12-1 and JK2-1-12-1 are identified as stable 

lines The advanced breeding line JA-6-2 had 

more mean value for test weight than 

population mean also had regression 

coefficient value is around unity and less 

deviation from regression. So, it is indicated 

that this advanced breeding line had stable 

performance across the environments and less 

sensitive to environment it can adapt to the 

diverse environments. JA-6-4, JA-6-4, JA-4-

2, JA-4-2, JB-1-20-2 and JA-4-2 are 

identified as stable lines for specific locations. 

This is on par with results of Deshphande et 

al., (2003), Arumugam et al., (2007), Panwar 

et al., (2008), Ramya and Senthilkumar 

(2008) and Krishnappa et al., (2009). Among 

twenty advanced breeding lines including 

checks line JA-6-2 had more mean value than 

population mean also had regression 

coefficient value is around unity and less 

deviation from regression. Therefore, it is 

indicated that this advanced breeding line had 

stable performance across the environments 

and it can adapt to the diverse environments. 

Hence, it can be used as stable line adopted 

across the environments and could be released 

for large scale trials. JT-2-16-1, JT-2-22-5, 

JA-4-3, JT-2-15-1, JB-1-20-2 and JK-1-7-5 

are identified as suitable lines for specific 

locations. These results are also reported by 

Mall et al., (2013). The advanced breeding 

line JK-1-7-5 had more mean value for straw 

yield per hectare than population mean also 

had regression coefficient value is around 

unity and less deviation from regression. So, 

it is indicated that the advanced breeding line 

had stable performance across the 

environments and less sensitive to 

environment it can adapt to the diverse 

environments. JT-2-22-5, JT-2-15-1, Tunga, 

JT-2-15-1, JT-2-15-1 and JT-2-22-5 are 

identified as stable lines for specific locations. 

These findings are in conformity with Patil et 

al., (2013). High mean value than the 

population mean, regression coefficient 

around unity and least deviation from 

regression were recorded for harvest index in 

the advanced breeding line JA-4-1 indicating 

that their stability over wide range of 

environment.JK2-2-1-8-1, JK-1-12-1, JA-6-3, 

JB-1-22-2, JA-4-1 and JB-1-20-2 are 

identified as stable lines for specific 

locations.(Gourishankar et al., (2008), Ramya 

and Senthilkumar (2008) and Krishnappa et 

al., (2009)). 

 

Different measures of stability have been used 

by various workers earlier, Finlay and 

Wilkinson (1963) considered linear regression 

slopes as a measure of stability. Eberhart and 

Russel (1966) emphasized the need of 

considering both linear and nonlinear 

component of Genotype x Environment 

interaction in judging the stability of 

genotypes. Later Breese (1969); Samuel et al., 

(1970); Paroda and Hayes (1971) and Jatasra 

and Paroda (1978) emphasized that the linear 

regression could simply be regarded as a 

measure of response of a particular genotype 

whereas deviation around the regression line 

was the most suitable measure of stability. In 

the present study the stability was assessed by 

the parameters suggested by Eberhart and 

Russel (1966). 

 

The term stable genotype has been used for 

the average performance in all environments. 

Hence, such a stable variety has a high mean, 

unit regression and a minimum deviation 

from regression. From the present study it is 

concluded that genotypes JA-6-2 was found 
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to be a stable across the environments and this 

genotype can also be used as a donor parent 

for generating new breeding material for 

development of variety with good stability for 

irrigated conditions. However, this needs to 

be verified by testing the breeding lines over 

the season and over the locations for one 

more year under rain fed condition. 
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Introduction 
 

Maize (Zea mays L.) is the third most 

important cereal crop after wheat and rice. 

Improving maize production is considered to 

be one of the most important strategies for 

food security in the developing countries 

(Iqbal et al., 2001). Maize grain today is 

recognized worldwide as a strategic food and 

feed crop that provides an enormous amount 

of protein and energy for humans and 

livestock (FAOSTAT, 2008). 

 

Maize production in the area suffers much 

from low fertility, low management, lack of 

improved varieties, and very severe infections 

of foliar diseases like turcicum leaf blight, 

high infestations of striga and stalk borers 

(Assefa, 1998). As a result, evaluating the 

performance of hybrid maize genotypes in 

specific agro ecology on different traits is very 

crucial. Maize improvement in India started an 

century ago and several promising hybrids and 

composite varieties were introduced and 

evaluated at different locations (Benti et al., 

1997).  

 

However, the changing environmental 

conditions affect the performance of maize 

genotypes which requires a breeding program 

that needs to take into account the 

consequences of environment and genotype 

interaction in the selection and release of 

improved varieties. Hence, the overall 
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objectives of this study were to evaluate the 

performance of the tested hybrid maize and to 

identify superior maize germplasms for better 

productivity to maize growers. 

 

Materials and Methods 
 

The experiment was laid out in a randomized 

complete block design (RCBD) with three 

replications composed of 100 hybrids (Table 

1) conducted under rain fed condition during 

2016 in kharif season at Agricultural and 

Horticultural Research Station, Kathalagere, 

Davangere district under University of 

Agricultural and Horticultural Sciences, 

Shivamogga, Karnataka.  

 

Each plot comprised of 5.1m long with the 

spacing of 0.60m between rows and 0.30m 

between plants. Two seeds were planted per 

hill and later thinned out to one healthy plant. 

The recommended fertilizer dose (urea@150 

kg/ha and DAP@150 kg/ha) was used. DAP 

fertilizer was applied once at planting while 

urea was applied twice equally at planting and 

at knee height stage of the crop. All other 

management practices were uniformly applied 

to all experimental plots as per package of 

practice. 

 

Data were recorded on plot and plant basis for 

the following characteristics; days to 50% 

anthesis, days to50% silk emergence, days to 

maturity, grain yield, plant height, ear height 

and number of cobs/plant. 

 

Analysis of variance (ANOVA) was done by 

using INDOSTAT software. The phenotypic 

and genotypic coefficients of variation were 

estimated according to the method suggested 

by Burton and De Vane (1953).  

 

Broad sense heritability (h2) expressed as the 

percentage of the ratio of the genotypic 

variance to the phenotypic variance as 

described by Allard (1960). 

Results and Discussion 

 

Analysis of variance 
 

The results of analysis of variance (ANOVA) 

of the quantitative traits of the tested 

genotypes are presented in (Table 2). The 

analysis of variance result showed that there 

were considerable amount of variation 

between the tested hybrids. Results showed 

highly significant variation (p<0.01) for days 

to 50% anthesis, days to 50% silking, days to 

50% maturity, plant height, plant aspect, cob 

weight, cob length and number of grains per 

row and significant variation (p<0.05) for ear 

height, ear aspect, number of cobs per plant, 

grain yield. This result is in agreement with 

the findings of Soza et al., (1996); Sallah et 

al., (2001); Ram Reddy et al., (2013). 

Maximum grain yield (11.11 ton/ha) was 

observed for VH132059 whereas the 

minimum grain yield (6.06 ton/ha) was 

recorded for VH141651 (Table 2). 

 

Phenotypic and genotypic variation 

 

The phenotypic variance was separated into 

genotypic and environmental variances to 

estimate the contribution of each to the total 

variation. The minimum (0.2) and maximum 

(50.9) percentages of phenotypic coefficient of 

variation (PCV) were observed for plant 

height and number of diseased cobs, 

respectively. 

 

The PCV values for number of diseased cobs 

and ear height were high. It indicates on these 

traits the phenotypic difference between the 

tasted genotypes is high. PCV values for 

number of cobs per plant, cob weight and 

number of grains per row, stand count at 

harvest and cob length were medium. It 

indicates the phenotypic difference between 

the tested maize genotypes with the above 

traits is moderate (Bello et al., 2012; Golam et 

al., 2014). Days to maturing, plant height, 
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days to anthesis, days to silking and grain 

yield had low PCV values (Ram Reddy et al., 

2012). Low PCV observed for days to 

maturing, plant height, days to anthesis and 

days to silking Genotypic coefficient of 

variation measures the genetic variability with 

in a character. The extent of the environmental 

influence on any character is indicated by the 

magnitude of the differences between the 

genotypic and phenotypic coefficients of 

variation. Large differences reflect high 

environmental influence, while small 

differences reveal that the influence of 

environment on the genetic variance is low 

(Manjunatha et al., 2018). The small 

difference between PCV and GCV of these 

traits indicated the possibility of genetic 

improvement of the traits. Genotypic 

coefficients of variability (GCV) values were 

low for days to maturing, days to anthesis and 

days to silking. Medium GCV was observed 

for plant height, ear height, number of cobs 

per plant, number of grain per row, cob weight 

(Golam et al., 2014). 

 

Higher PCV and GCV were recorded for the 

traits number of cobs per plant, grain yield and 

number of diseased cobs. It shows that the 

selection can be effective for these traits and 

also indicated the existence of substantial 

variability, ensuring ample scope for their 

improvement through selection. From this 

result by selecting the genotype with higher 

number of cobs per plant, better grain yield 

and less number of diseased cobs can improve 

the grain yield of maize. 

 

The difference between PCV with the 

corresponding GCV values was relatively 

higher for plant height, ear aspect andgrain 

yield, indicating the higher influence of the 

environment on the traits. However, this 

difference was comparatively low for days to 

anthesis, days to silking, days to maturing, 

number of grain per row, stand count at 

harvest and cob length. The small difference 

indicating that there is a minimal influence of 

environment on the expression of these traits. 

In addition, it indicates the presence of 

sufficient genetic variability for observed 

traits may facilitate the selection process. 

Therefore, selection based on phenotypic 

performance of the traits would be effective to 

bring considerable improvement in these 

traits. 

 

Heritability and genetic advance 

 

Heritability is the proportion of genetic 

variance and phenotypic variance. It is a major 

parameter for the selection of superior 

population improvement method. Knowledge 

about heritability of quantitative traits of a 

crop plant is of extreme interest to plant 

breeders. The heritability estimates detected 

for the characters studied ranged between 

39.7% for number of cobs per plant to98.9% 

for date of anthesis. High levels of heritability 

were estimated for days to anthesis, days to 

silking, days to maturing, plant height, number 

of grains per row, stand count at harvest and 

cob length (Beyene, 2005); Muhammad 

(2009) for days to anthesis and number of 

grains per row Sarlangue et al., (2007).  

 

High heritability of the above traits indicated 

that influence of environment on these 

characters is negligible or low. Therefore, 

selection can be effective on the basis of 

phenotypic expression of these traits in the 

individual plant by implementing simple 

selection methods. Medium heritability was 

recorded for ear height, number of cob per 

plant, cob weight, grain yield. The moderate 

levels of heritability indicated that this trait 

was moderately influenced by environmental 

factors (Lorenzana and Bernardo, 2008). 

Genetic advance under selection (GA) refers 

to the improvement of traits in genotypic 

value for the new population compared with 

the base population less than one cycle of 

population at a given intensity (Singh, 2001). 
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Table.1 List of hybrids 

 

 

1 VH131306 VH131306 51 VH112744 VH112744 

2 VH133273 VH133273 52 VH141640 VH141640 

3 VH141552 VH141552 53 VH121082 VH121082 

4 VH125 VH125 54 VH11128 VH11128 

5 VH11431 VH11431 55 ZH112035 ZH112035 

6 VH11301 VH11301 56 VH123389 VH123389 

7 VH11441 VH11441 57 VH141651 VH141651 

8 VH113012 VH113012 58 VH123061 VH123061 

9 VH13296 VH13296 59 VH12328 VH12328 

10 VH13305 VH13305 60 VH13554 VH13554 

11 VH13306 VH13306 61 VH141682 VH141682 

12 VH13700 VH13700 62 VH15911 VH15911 

13 VH13729 VH13729 63 ZH115995 ZH115995 

14 VH13740 VH13740 64 KH141554 KH141554 

15 VH112888 VH112888 65 VH16161 VH16161 

16 VH11131 VH11131 66 VH122850 VH122850 

17 VH11153 VH11153 67 VH131199 VH131199 

18 VH112944 VH112944 68 VH123031 VH123031 

19 VH11134 VH11134 69 VH11812 VH11812 

20 VH13917 VH13917 70 VH131376 VH131376 

21 VH1640 VH1640 71 VH133765 VH133765 

22 VH132079 VH132079 72 VH153409 NK30 

23 VH132059 VH132059 73 VH153410 Swarna 

24 VH151139 VH151139 74 VH153411 Mukta 

25 VH132169 VH132169 75 VP15297 African tall 

26 VH16100 VH16100 76 TA5024 TA5024 

27 VH123015 VH123015 77 TA5104 TA5104 

28 VH1230 VH1230 78 TA5114 TA5114 

29 VH161055 VH161055 79 TA5144 TA5144 

30 VH15471 VH15471 80 TA5084 TA5084 

31 VH15496 VH15496 81 VH112651 NK6240 

32 VH132461 VH132461 82 VH112649 900MGold 

33 VH1652 VH1652 83 VH131025 DKC8101 

34 VH15884 VH15884 84 VH112667 30V92 

35 VH1660 VH1660 85 VH153412 D2244 

36 VH15537 VH15537 86 VH112655 HTMH5101 

37 VH141618 VH141618 87 VH131019 P3396 

38 VH112972 VH112972 88 31Y45 31Y45 

39 VH11150 VH11150 89 VH151758 Pratap QPM Hybrid-1 

40 VH11138 VH11138 90 AH1223 9108 

41 VH1253 VH1253 91 DHM121 DHM121 

42 VH12264 VH12264 92 WIN Orange WIN Orange 

43 VH11130 VH11130 93 Hema Hema 

44 VH112906 VH112906 94 VH171212 Ravi-81 

45 VH113027 VH113027 95 VP1760 Pant Sankar Makka-3 

46 VH12241 VH12241 96 VH171213 P3502 

47 VH151280 VH151280 97 VH171214 HTMH5106 

48 VH131026 VH131026 98 VH171215 DKC9144 

49 VH141229 VH141229 99 VH171254 Shaktiman-4 

50 VH112740 VH112740 100 VH151757 Shaktiman-5 
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Table.2 Estimates of range, mean and genetic parameters on the tested maize hybrids 

 

 Grain 

yield 

Days to 

Anthesis 

Days to 

Silking 

Plant 

height 

Ear 

height 

Ear 

position 

Lodging 

root 

Cobs/plant 

Mean 8.17 51.3 54.9 260.8 107.4 0.42 2.9 1.10 

Min 3.74 45.1 49.4 196.6 77.3 0.32 -1.4 0.65 

Max 12.14 56.7 59.7 294.2 136.6 0.52 70.8 1.63 

Lower Limit 0.00 50.0 50.0 30.0 30.0 0.10 0.0 0.00 

Upper Limit 15.00 110.0 110.0 250.0 200.0 0.70 101.0 3.00 

Phenotypic 

Variance 

1.76 10.3 9.2 324.5 140.4 0.00 73.9 0.02 

Error Variance 0.62 3.7 3.2 138.4 79.4 0.00 17.5 0.01 

Genotypic 

Variance 

1.14 6.5 6.0 186.1 61.0 0.00 56.4 0.01 

Heritability 0.65 0.6 0.7 0.6 0.4 0.15 0.8 0.66 

 
The genetic advance as percent of mean (GA%) 

was high for plant height, ear height, plant 

aspect, ear aspect, cob weight, number of grains 

per row, stand count at harvest, grain yield, 

number of diseased cob and cob length 

(Emmanuel, 2013). Genetic advance as percent 

of mean was moderate for days to 50% anthesis, 

days to 50% silking and number of cobs per 

plant. Genetic advance as percent of mean was 

low for days to 50% maturity (Badu et al., 

2012). 

 

In view of the fact that, high heritability does 

not always indicate a high genetic gain, 

heritability should be used together with genetic 

advance in predicting the ultimate effect for 

selecting superior varieties. In this study, high 

heritability and high genetic advance were 

recorded for plant height number of grains per 

row, stand count at harvest and cob length 

which could be considered as essential traits for 

maize improvement by selection (Bello et al., 

2012). 

 

The study showed variation for almost all the 

traits studied among the tested hybrids, which is 

an indication of the presence of sufficient 

variability and can be exploited through 

selection. The significant difference in grain 

yield and other agronomic traits among various 

hybrids were probably due to diverse back 

ground from which the hybrids where 

developed. VH132059 and VH11128 were 

shown higher grain yield compared to others. 

Consequently, these hybrids can be a preferable 

choice for further crop improvement. The 

higher grain yield of the above genotypes could 

be correlated to the higher number of grain per 

row and cob weight. Among the tested hybrids 

VH15471 and VH15884 are early maturing, 

while VH11153 and VH112944 are late 

maturing varieties. 
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obtained results indicate the potency of active constituents of Mesua ferrea and Viscum album in the development of effective anti-
inflammatory drugs.
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Abstract: To design structures to resist blast is becoming 

important these days. Although designing structures to blast 

is well understood to obtain the effect of attenuation through 

soil on buried structures using the certain existing software is 

to be explored, therefore a point worth highlighting in this 

paper is a novel technique of an imaginary boundary is 

created on which the overpressure from the explosive is 

determined based on distance and yield of the explosive. The 

pressure on the imaginary boundary is thus applied which 

furthers transferred to the building model through the soil 

which is modeled in SAFE SOFTWARE. The pressure which 

reaches the model would have been subjected to the soil 

properties like attenuation. The above novel technique is 

developed in order to obtain the effect of soil on buried 

structures. 

 

 Keyword: Attenuation 

 

I. INTRODUCTION 

 

Blast resistant materials or Blast resistance design might be 

a costly affair. Its knowledge is far beyond the reach of 

common people. 

But, the common people are not far from the reach of blast 

attacks. 

To help common people and our armed forces too to 

survive these kinds of blast. We have tried to find an 

affordable and accessible solution. 

 

Buildings get displaced enormously during blasts, due to 

which lives are lost. 

So considering this aspects of Blast, after doing lot of 

research and experiments 

We have developed a solution. 

We found out that instead of Blast resistant Structures or 

design, we can minimize the response and effects due to 

blast by the way we construct it. 

 We have made an attempt to find out the responses of the 

structures situated above ground level and also structures 

situated below ground level using ETABS and SAFE 

software. 

II. ABOUT : SAFE 
 

    This paper describes blast response analysis results of a 

single storey (RCC and STEEL) using ETABS above 

ground level and is compared the analysis result with those 

from a SAFE below ground level. 

 

We have used SAFE mainly for soil modeling. 

 

 

III. LITERATURE REVIEW 

 

Sourish Mukherjee et.al (2017)1 

 The main aim of this paper is to study the review paper 

and its work on the effect of the blast loading on the 

structures that has previously done and is continuing till 

now. For designing the blast resistant structures would be 

uneconomic. It describes information about explosion. 

 

 Gautam.C,pathak. R (2013)2 

 They designed and developed a shock blast resistance 

structures capable of withstanding dynamic loading of 

12psi and a static pressure of 1.5m earth cover due to 

blast.and evaluated it experimentally. 

 

Abhroop goswami, alaukk Singh satadru Das 

abhikary(2017)3 

In this journal experiment had proved that ultra-high 

performance Fiber concrete is effective in resisting blast 

load. 

 

Sajal Verma, mainak choudhury purnachandra Saha 

(2015)4 

In this paper they made an attempt to review the different 

methods which are been applied to various type of 

structures like concrete, steel and masonry. In this paper 

they discussed FRP retrofit technique to protect the blast 

made of steel structures with dampers due to which no 

cracks are visible and there is no damage occurred in any 

of the walls and steel structures as the internal energy is 

dissipated by the dampers. 

 

IV. OBJECTIVE: 

 

The main aim of this work is to find out the responses of 

the structure situated below and above the Ground level. 

Thus analyzing which structure is more blast resistant. 

 

V. METHODOLOGY 

 

Two similar models of plan dimensions 5m*4m*3m are 

considered. The thickness of wall and slab are 200mm and 

150 mm respectively. The plan of structure situated above 

ground level is as shown in figure 1. To this structure an 

over pressure is applied to the side of the model and also a 

soil pressure is applied to the model and is analyzed. The 

plan of a structure situated below ground level is as shown 

in figure 2. To this structure an over pressure is applied 
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considering an imaginary line away from the model and a 

soil pressure is applied around it and is analyzed. Thus 

analyzing which structure is more blast resistant. The 

calculations are based on IS: 4991-1968 which is the 

criteria for blast resistant design of structures for 

explosions above ground. Basically the manual calculation 

is done using code IS: 4991-1968 keeping the same blast 

load and varying the standoff distance the overpressure is 

calculated and then the manually calculated overpressure is 

applied to the models. The analysis is carried out using 

ETABS (2016) and SAFE 

VI. MODELING AND ANALYSIS 

A single storey building of plan dimension 5*4*3m the size 

of beam 200*300 and size of column 300*300 for concrete 

structures are used for modeling. For steel structures ISWB 

is used for column and ISLB is used for beams. In the 

above structures the models are made using ETABS and 

below structures are made using SAFE software’s. 

 

The analysis was carried out for the model as described 

as follows. 

 

Model 1: Reinforced structure situated above ground 

level 

Model 2: Reinforced structure situated below ground 

level 

Model 3: Steel structure situated above ground level 

Model 4: Steel structure situated below ground level 

 

Different Models:  

 

MODEL1.1- Blast load of 200kg yield at 20m standoff 

distance  

MODEL1.2- Blast load of 200kg yield at 40m standoff 

distance  

MODEL1.3- Blast load of 300kg yield at 20m standoff 

distance  

MODEL 1.4- Blast load of 300kg yield at 40m standoff 

distance 

 

MANUAL CALCULATION 

200kg yield used from 20m standoff distance. 

x= actual distance/w1/3 

x=20/(0.2)1/3 

x=34.199m 

From IS 4991-1968 

Pso=1.12006kg/cm2 

Pro=3.17kg/cm2 

qo=0.388kg/cm2 

Scaled time to and td 

to =25.65*(0.2)1/3=15.002 

td =16.9614*(0.2)1/3=9.919 

M=1.396 

a =344m/s u=480.224=0.48m/millisecond 

Pressure on building 

H=3m L=4m B=5m 

S=H or B/2 whichever is less 

tc= 3S/u=3*2.5/0.4802=15.6184millisecond 

tt =L/u=4/0.4802=8.329millisecond 

tr=4s/u=4*2.5/0.4802millisecond 

tr> td no pressure on back face and is zero 

For roof and sides cd=-0.4 

Pso+cdqo= 1.120+ (0.4)*0.388=0.964kg/cm2 

Conversion from kg/cm2 t kN/m2 

Pso+cdqo =94.56kN/m2 

3.17kg/cm2=3.17*9.81 N/cm2 

= (31.09N)/ (10-4m2) 

                  =310.9kN/m2 

Pressure diagram 

                      310.9~311 

 

Average Front Face 

Loading KN/ m               

                             Time               9.9 

 

 

                                 95 

Average Front Face 

Loading KN/ m2                                         

                                                                  

                                                                   9.9 

 

                                            Time 

 

 

Pso= Peak side-on overpressure 

Pro =Peak reflected overpressure 

M= Mach number for incident shock front 

 

Plan of the structure above ground level 
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3-D view of a structure above ground level 

 

VII. ANALYSIS AND RESULTS: 

The overpressure is applied to the models and is analyzed. 

The analysis results are tabulated below  

 

Response values for concrete above ground level 

 

 

 
 

 

 

 

 

 

 

 

Response values for steel above ground level 

 

 

 

Response values for structures below ground level 

 

Plan of a structure above ground level 

Here we considered imaginary line away from structure; 

soil pressure is applied around it and An overpressure is 

applied to the side of a structure  

0

100

200

300

400

blast load

distance

displacement

0
50

100
150
200
250
300
350

blast load

distance

displacemen
t

Blast 

load(

Kg) 

stand

off 

dista

nce(

m) 

Over

pres

sure 

(kN/

m2) 

displace

ment 

(mm) 

Moment 

(kN-m) 

Max 

stress 

 

Shear 

force  

(kN) 

200 20 311 0.0629 0.0635 -0.08 -0.0262 

200 40 72 0.01421 -0.0094 0.025

5 

0.0044 

300 20 419 0.0827 -0.0547 -0.15 -0.0254 

300 40 91.8

8 

0.018135 0.012 -0.022 -0.0056 

 Blast load distance displacement 

Model 1 200 20 0.0629 

Model 2 200 40 0.01421 

Model 3 300 20 0.0827 

Model 4 300 40 0.018135 

Blast 

load(

Kg) 

stand

off 

dista

nce(

m) 

Overp

ressur

e 

(kN/m

2) 

displa

ceme

nt 

(mm) 

Ma

x 

stre

ss 

Mome

nt (kN-

m) 

Shear 

force 

(kN) 

200 20 311 0.007

5 

-

0.24 

0.0914 -

0.051

6 

200 40 72 0.001

74 

-

0.02

8 

-0.0212 -

0.011

9 

300 20 419 0.010
1 

-
0.48 

0.1231 -
0.069

5 

300 40 91.88 0.002

22 

-

0.06

8 

-0.027 -

0.015

2 

 Blast load distance displacement 

Model 1 200 20 0.0075 

Model 2 200 40 0.00174 

Model 3 300 20 0.0101 

Model 4 300 40 0.00222 
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3-D view of a structure below ground level

 

 

Response value of concrete below ground level

 

 

 

 

 

 

 

 

Response value of steel below ground level 

 

 

 

 

 

 

 

 
 

VIII. CONCLUSIONS 

 

1. Although, effect of blast loads on structures above 

ground is well understood, the effect of buried 

structures is not so well understood because to 

model and soil which attenuates the blast effect is 

very complex. 

2.  Very important structures like government 

offices, historical structures and malls should be 

analyzed and designed to withstand blast load. 

3. With the advent of the modern software such as 

SAFE which can model soil effectively it has been 

possible to set the effect of attenuation through 

soil. 

4. But even modeling using SAFE is not very 

straightforward, a new technique of creating an 

imaginary boundary on which the overpressure 

are obtained .then the effect of attenuation of the 

blast effect from the imaginary boundary onwards 

towards the building is obtained.  

5. In the present work, using SAFE the soil has been 

modeled and the effect of a attenuation has been 

obtained.   

6. It is found that the effect of the blast loads on 

buried structures is significantly less compared to 

that on above structures. 

0
100
200
300
400

blast load

distance

displacement

0

50

100

150

200

250

300

350

blast load

distance

displacement
Blast 

load(

Kg)

 

standof

f 

distanc

e(m)

 

Over

press

ure

 

(kN/

m

 

Nodal 

displac

ement

 

(mm)

 

M

ax 

str

ess

 

mom

ent

 

Shear 

force

 

200

 

20

 

311

 

0.0093

 

10

7.5

4

 

740.3

6

 

199.80

 

200

 

40

 

72

 

0.0045

 

11.

90

5

 

23.56

49

 

-

82.817

 

300

 

20

 

419

 

0.0088

 

72.
16

8

 

57.12
06

 

-
566.02

 

300

 

40

 

91.88

 

0.0087

 

15.
31

2

 

30.12
23

 

-
108.24

 

 

Blast load

 

distance

 

displacement

 

Model 1

 

200

 

20

 

0.0093

 

Model 2

 

200

 

40

 

0.0045

 

Model 3

 

300

 

20

 

0.0088

 

Model 4

 

300

 

40

 

0.0087

 

Blast 

load(Kg) 

stando

ff 

distanc

e(m) 

Over

press

ure 

(kN/

m2) 

Nodal 

displac

ement 

(mm) 

Max 

stres

s 

mo

men

t 

Shear 

force 

200 20 311 0.0108
5 

62.2
5 

113.
81 

-333.65 

200 40 72 0.0147

32 

14.4

3 

26.9

4 

-77.316 

300 20 419 0.0110
2 

86.1
6 

153.
34 

-456.56 

300 40 91.88 0.0147

36 

18.0

167 

34.2

4 

-95.31 

 Blast load distance displacement 

Model 1 200 20 0.01085 

Model 2 200 40 0.014732 

Model 3 300 20 0.01102 

Model 4 300 40 0.014736 
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Abstract: The post-earthquake analysis of a structure has always 

revealed that most of the time the structure was unable to 

perform well due to the structure irregularities present in it 

either plan or elevation or in both. Nowadays because of the 

architectural constraints, or due to urbanization, there is less 

space available for construction due to which symmetric 

structure is nearly impossible. A regular structure is one which 

has a continuous load path and irregular structure is one which 

has a discontinuity in geometry (setback), mass or load resisting 

element. Though many researchers were conducted till date but 

the structural irregularity study as per latest revision IS 

1893:2016 was limited and hence it was taken. In the present 

study, a G+12 existing RCC building asymmetric in the plan is 

taken to assess the effect irregularities present in it as defined by 

seismic code IS 1893:2002 and IS 1893:2016 with the help of 

ETABS (2017) software. Assessment is carried out using Time 

history method (El-CENTRO & BHUJ). Several models are 

prepared in ETABS includes a soft story, str. with basement, etc. 

The measured response includes story displacement, base shear, 

etc. The aim of this study is to make a designer aware of the 

effects of irregularities mainly soft story and also a structure 

with torsion irregularity and to make the structure good enough 

to withstand the possible lateral load. 

 

Keywords—Structural irregularity; soft story; torsion 

irregularity; time-history;  

I. INTRODUCTION 

Field investigations of a post-earthquake disaster have always 

found that asymmetric structure or irregular structures suffer 

more damage than the regular one. Nowadays due to the 

increase in urbanization there is less space available for 

parking or for the usage of the space the ground floors are 

generally kept open due to which their arises discontinuity in 

the load path and thus structure becomes asymmetric and 

vulnerable to more damage during earthquake, thus a detailed 

study regarding behavior of structure during earthquake is 

always required. 

 

An irregular structure is one in which the load path is not 

continuous due to improper mass or stiffness distribution. 

Structural irregularities are of two types: 

 

1) Plan irregularity- re-entrant corners, diaphragm 

discontinuity, and non-uniform distribution of the lateral 

force resisting system. 

 

2) Vertical irregularity- stiffness irregularity in elevation, 

very long projection and mass irregularity.  

 

Previously many researchers have studied the structural 

irregularities. B.K. Raghu Prasad and Jagadish K S (1989)1 

 
 

have found out the effect of eccentricity in plan and the 

increase in the torsion response on a single story building 

when it is subjected to strong earthquake motion (EL-Centro). 

They observed that eccentricity up to 0.05b (‘b’ is the plan 

dimension) can significantly increase the ductility demand on 

the columns. 

 

B.K. Raghu Prasad et al. (2007)2 have presented an analytical 

method of quantification and location of seismic damage, 

through system identification methods. A G+3 structure was 

taken and the response of weak or soft first story was 

compared with the normal structure using a non-linear 

dynamic analysis program (IDARC). Multi-resolution 

analysis using wavelets was also done for damage 

identification of soft-story columns. 

 

S. Vardharajan et al. (2013)3 have studied different criteria of 

irregularities defined by different codes (IS 1893:2002, 

EC8:2004, etc.) and found the limitation of types of 

irregularities prescribed by the standard codes. Regarding the 

vertical irregularity, they have found that strength irregularity 

had more impact than mass irregularity on seismic response 

and during analysis, a dynamic analysis method was found to 

be more accurate than modal pushover analysis even after the 

improvement. 

 

B.K. Raghu Prasad et al. (2016)4  have studied the response 

of buildings symmetric and asymmetric in the plan. In the 

study, a single story structure was taken in which columns 

were modeled as fixed as well as with spring supports. A 

G+11 structure was taken to study the response of the 

structure. In both cases, it was found that the asymmetric 

structure was subjected to more lateral force and was 

subjected to torsion because of the eccentricity between the 

center of mass and center of rigidity. 

 

Hemanth Kumar et al. (2018)5 have studied the response of 

G+14 RCC asymmetric building using time history method 

and modal pushover method by considering three models of 

the structure i.e. bare frame, with infill and soft story and 

concluded that soft-story buildings are more vulnerable to 

damage. 

II. OBJECTIVES 

The objective of this work is to analyze a G+12 RCC existing 

building asymmetric in plan and to know its responses for 

EL-CENTRO (MAY, 1940) time history and BHUJ (JAN, 

2001) time history. Though many researchers were conducted till 

date but the structural irregularity study as per latest revision IS 

1893:2016 was limited, hence it was taken and will help make the 

designer aware about the effects of irregularity in structures. 
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III.

 

METHOD

 

OF

 

ANALYSIS

 

A) Equivalent Static Method

 

For a symmetric building up to a certain height defined by IS 

codes and a structure situated in the less seismic prone region 

this method can be adopted and this method requires less 

computational efforts. By this method, design base shear is 

computed for the whole building and it is then distributed 

along with the height of the building.

 

The lateral forces 

obtained are distributed to the individual lateral resisting 

element. This method is less accurate because it does not 

consider the dynamic effect.

 

 

B) Response Spectrum Method

 

It is linear dynamic analysis; Response spectrum is a set of 

ordinates that describes max response (acceleration, velocity, 

displacement) of a set of SDOF systems subjected to ground 

motion. These max values are plotted against the undamped 

natural periods for various damping values.

 

 

C) Time History

 

Analysis

 

Time History Method is the most accurate method among all 

and is also used for both elastic and inelastic analysis. This 

method requires the ground acceleration data of the previous 

earthquakes. It is a step by step analysis of the dynamic 

response of the structure to a specified loading which varies 

with time

 

IV.

 

MODELING

 

AND

 

ANALYSIS

 

A G+12 RCC existing structure asymmetric in plan situated 

in

 

seismic zone III having soil condition medium. The 

building consists of two groups of a column of 200mm x 

700mm, 200mm x 600mm and beams of different size 

200mm x 450mm, 200mm x 800mm and slab thickness of 

125mm. The building is analyzed for its irregularities defined 

as per IS 1893 (Part 1): 2002 & 2016 in a structure modeling 

software ETABS 2017 with response reduction factor-3 and 

for 5% damping. The plan and elevation are described in fig.1 

and fig.2 respectively. The base dimension in X-direction is 

36.5m and in Y-direction is 17.34m. The structure has two 

parts which can be seen in plan and among which the second 

part is at 13o

 

to X-axis because of the site configuration.

 

 

The analysis was carried out on a four structure models

 

described as follows:

 

 

Model 1: A model of the building with a floor height of 3m 

was used as a reference model to compare the results for the 

irregularities.

 

 

Model 2: The building is divided into two parts by providing 

a separation joint between two wings. In software a gap 

element is provided between the two wings thus the software 

understands the structure as a single structure.
 

 

Model 3: A ground soft story model was created to know the 

behavior of the building for the stiffness irregularity, in which 

ground story height was kept as 4m and was kept open as such 

buildings are nowadays created and used for the parking place 

due to lack of space available for it. 

 
Model 4: A fourth model was created by adding a basement 

to the building which is the next common thing to open story
 

used for the parking, storage, etc.
 

 

Figure

 

1: Plan

 

 

Figure

 

2: Elevation

 
 

The analysis of the building is carried out using time history

 

method. The accelerogram of previous earthquakes i.e. El-

Centro (1940), USA and Bhuj (2001), India were applied to 

the building. 

 

The details of El-Centro (1940) earthquake are as follows:

 

1)

 

Magnitude-

 

6.9

 

2)

 

Duration-

 

54 s

 

3)

 

Peak ground acceleration-

 

0.347g at 2.41 s.

 

 

Figure 3: Time-History of El-Centro (May, 1940)

 
 

The details of Bhuj (2001) earthquake are as follows: 

 

1)

 

Magnitude-

 

7

 

2)

 

Duration-

 

135 s but considered up-to 60 s as PGA 

was achieved

 

3)

 

Peak ground acceleration-

 

0.105g at 46.94 s.
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Figure

 

4: Time-History of Bhuj

 

(Jan, 2001)

 
 

V.

 

RESULTS

 

AND

 

DISCUSSION

 

The above RCC building is analyzed using the static and 

dynamic method and results are as follows:

 

 

A)  Base Shear comparison

 

 

The Fig.5-Fig.8 shows the base shear in the principal X 

direction and Y direction for IS 1893:2002 and 2016 and it

 

was seen that base shear in model 1 is high compared to all in 

each case. The base shear in response spectrum analysis 

obtained was less compared to base shear from the equivalent 

static method (EQ/RS).

 

 

Figure 5: Base Shear (kN) in X-dir.(IS 1893:2002)

 
 

 

Figure 6: Base Shear (kN) in Y-dir.(IS 1893:2002)

 

 

 
Figure 7: Base Shear (kN) in X-dir.(IS 1893:2016) 

 

 
Figure 8 Base Shear (kN) in X-dir.(IS 1893:2016) 

 

B) Maximum Top Story Displacement 

IS 456 and IS 1893 have specified limit for lateral sway of 

any structure which should not exceed (height/250). 

Maximum Permissible Lateral Sway in different models as 

per IS 1893:2002 & 2016 shown in table 1 

 
Table 1: Max. Allowable Sway 

Model Lateral Sway (mm) 

MODEL 1 163 

MODEL 2 163 

MODEL 3 168 

MODEL 4 179 

The graphs (Fig.9 & Fig.12) showing the displacement values 

shows that model 1 has very less lateral sway and is also in 

the limiting range specified by the standards.  

 

 
Figure 9: Max Story
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Figure 10: Max Story Displacement Y-dir. (IS 1893:2002) 

 

 
Figure 11: Max Story Displacement X-dir. (IS 1893:2016) 

 

 
Figure 12: Max Story Displacement Y-dir. (IS 1893:2016) 

 

C) Torsional irregularity  

 

Torsion irregularity is one of the most important factors
 

which can cause severe damage to the structure. The 

irregularity depends on a number of factors such as plan 

geometry, the arrangement of structural elements and their 

dimensions and also on the story
 
numbers. This ratio governs 

the multi-directional response of the structure and also 

recognizes the ability of elements resisting lateral forces. 
 

 

Torsion irregularity to be considered to exist when the 

maximum story
 
drift, computed with design eccentricity, at 

one end of the structure transverse to an axis is more than 1.2 

times the average of the story
 
drifts at the two ends of the 

structure. The limiting ratio (Δ max

 
/Δ avg) ≤ 1.2 defined as per 

IS 1893:2002 is 1.2, and (Δ
 

max

 
/Δ min) as per IS 1893:2016 in 

the range of 1.5-2.0 and if the ratio exceeds 2.0, the building 

configuration to be revised.  When the building is subjected 

to a torsion irregularity, it is affected by differential 

deformation in plan and will affect the seismic performance 

of the structure and thus the design of resisting elements 

should be formulated in such a way that it reduces the 

torsional effects.
 

 

Tables 2 and 3 show the torsion irregularity ratios (Δ max

 
/Δ 

avg) and (Δ max

 
/Δ min) as defined by

 
IS 1893:2002 and 2016 

respectively of different models for the response spectrum
 

 
analysis of the building under lateral load and was seen that 

all models have torsion irregularity because of plan 

deformation in geometry.
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Torsion irregularity ratio (Δ max /Δ avg) of different models in X-dir. And Y-dir. as per IS (1893:2002) 

  MODEL 1 MODEL 2 MODEL 3 MODEL 4 
DIR → X Y X Y X Y X Y STORY 

12 1.12 1.26 1.12 1.26 1.12 1.27 1.12 1.27 
11 1.12 1.27 1.12 1.27 1.12 1.28 1.12 1.28 
10 1.12 1.28 1.11 1.28 1.11 1.29 1.11 1.29 
9 1.11 1.29 1.11 1.29 1.11 1.30 1.11 1.30 
8 1.11 1.30 1.11 1.30 1.10 1.31 1.10 1.30 
7 1.10 1.31 1.10 1.31 1.10 1.31 1.10 1.31 
6 1.10 1.32 1.10 1.32 1.10 1.33 1.10 1.32 
5 1.09 1.33 1.09 1.33 1.11 1.34 1.11 1.33 
4 1.10 1.34 1.10 1.35 1.12 1.35 1.12 1.35 
3 1.10 1.36 1.10 1.36 1.13 1.38 1.13 1.37 
2 1.10 1.39 1.10 1.39 1.13 1.40 1.14 1.39 
1 1.10 1.42 1.10 1.42 1.13 1.44 1.14 1.42 
0 1.09 1.46 1.09 1.46 1.12 1.49 1.15 1.46 

BASEMENT             1.14 1.52 
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Table 3: Torsion irregularity ratio (Δ max /Δ min) of different models in X-dir. And Y-dir. (IS 1893:2016)
 

  MODEL 1 MODEL 2 MODEL 3 MODEL 4 

DIR → 
X Y X Y X Y X Y 

STORY 

12 1.27 1.71 1.27 1.71 1.27 1.73 1.27 1.73 

11 1.27 1.74 1.27 1.75 1.26 1.77 1.27 1.77 

10 1.26 1.78 1.26 1.79 1.25 1.80 1.26 1.80 

9 1.25 1.82 1.25 1.82 1.24 1.84 1.24 1.84 

8 1.24 1.85 1.23 1.85 1.23 1.88 1.23 1.87 

7 1.22 1.89 1.22 1.89 1.22 1.92 1.22 1.90 

6 1.21 1.93 1.21 1.93 1.22 1.96 1.22 1.95 

5 1.21 1.98 1.21 1.99 1.25 2.02 1.25 2.00 

4 1.22 2.05 1.22 2.05 1.27 2.09 1.27 2.06 

3 1.22 2.14 1.23 2.14 1.28 2.20 1.30 2.15 

2 1.22 2.27 1.23 2.27 1.30 2.35 1.32 2.27 

1 1.21 2.45 1.21 2.45 1.29 2.59 1.34 2.45 

0 1.19 2.67 1.19 2.67 1.27 2.92 1.34 2.73 

BASEMENT             1.33 3.19 

  

D) Stiffness Irregularity (Soft Story) 

A soft story is one which has more openings such as in one 

or more floor there are more windows or large openings for 

doors, which may result in a decrease in stiffness of the floor. 

A typical soft story building is defined as a building with 

three or more stories in which ground level is kept open for 

parking or for the stores having large openings for doors or 

windows or the structure which is designed for less strength 

on the upper story also known as upper soft story, such 

structures performance is less during an earthquake and is 

seen in the past earthquakes that most of the building got 

damage at soft story termed as soft story failure. 

 

A soft story is one whose stiffness is less than 70% of the 

story above or 80% of the average of above three stories 

defined as per code. 

 

Tables 4 shows the value of stiffness of the different models. 

It was found that in soft story model 3, the stiffness of the 

ground floor is less than 70% of the first floor and model is 

irregular in stiffness. 

 

STORY 
MODEL1 MODEL 2 MODEL 3 MODEL 4 

kN/m kN/m kN/m kN/m 

12 167130 166442 151719 143535 

11 306186 304859 286778 272273 

10 382326 380600 366030 349450 

9 407757 405985 394484 379005 

8 427820 425985 415674 399925 

7 448249 446352 435340 417518 

6 474653 472690 458822 436519 

5 512410 510390 491891 461770 

4 563914 561852 539512 498178 

3 626907 624883 604567 550011 

2 708355 705745 659653 615853 

1 828136 825353 712676 653751 

0 1065720 1062753 519295 562048 

Basement       658200 

Table 4 Stiffness of the building (IS 1893:2016) 

 

VI. CONCLUSIONS 

In this study, the existing structure of G+12 RCC was 

assessed for irregularities defined as per IS 1893:2002 and IS 

1893:2016. The analysis for the lateral load is carried out 

using time history of past earthquake i.e. EL-CENTRO (May 

1940) and BHUJ (Jan 2001) on four different models and the 

following conclusions are summarized: 

• From the analysis, it was found that base shear in model 

1 is the largest. 

• The lateral sway was more than the allowable limit in all 

the models. 

• All the models undergo torsion irregularity. 

• The structure configuration for model 2, model 3 and 

model 4 need to be revised as torsion irregularity ratio 

exceeds 2.0 as per latest revision of the seismic code 

• The soft story model 3 has stiffness irregularity which 

may result in soft story failure. 

• To make the structure less un-symmetric a separation 

joint should be provided somewhere in between. 

• Irregularity in the structure either in mass or stiffness will 

increase the forces to be resisted by the structural 

elements which will affect the overall cost of the 

structure. 

• When the results were compared from both the codes it 

is seen that the latest edition of the code is stringent 

towards the structural irregularity. 
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Abstract: In recent times the application of Aluminium based composites are increasing in various industries, owing to their 
improved mechanical properties. These materials are of much interest to the researchers from past four decades. In this paper it is 
aimed to present the experimental results of the studies conducted regarding effect of a case hardening process like Nitriding on 
mechanical properties of Al6061 – Graphite composites. The composites are prepared using the liquid metallurgy technique, in 
which graphite particulates were dispersed in the base matrix in steps of 0, 3 and 5 wt. %. The experimental results showed that, 
after Nitriding of the Graphite reinforced Al6061 metal matrix composite material, the values of the mechanical properties like 
Brinell‘s hardness, Tensile strength, Young’s modulus and % elongation compared to those values without Nitriding were found 
to be improved. 

IndexTerms - Al6061, graphite, case hardening, nitriding, composites, mechanical properties 
 

I.  INTRODUCTION 

Metal matrix composites (MMC) are of wide interest owing to their high strength, fracture toughness and stiffness. The 
light metals such as Al and its alloys form superior composites suitable for elevated temperature applications when reinforced 
with ceramic particulates [1]. It was found that the matrix hardness has a strong influence on the dry sliding wear behaviour of 
Al 2O3 particulate Al6061 MMC [2]. In the investigation on the tribological behavior on Al6061 reinforced with Al2O3 particles 
it was concluded that a characteristic physical mechanism exists during the wear process [3]. When a sufficiently high load is 
applied on the contact, the matrix phase is plastically deformed, and the strain is partially transferred to the particulates, which 
are brittle with small failure strains. It was clearly demonstrated that the effects of applied load and temperature on the dry 
sliding wear behavior of Al6061 alloy matrix composites reinforced with SiC whiskers or SiC particulates and concluded that, 
the wear rate decreased as the applied load is increased [4]. At higher normal loads (60N), severe wear and silicon carbide 
particles (SiC) cracking and seizure of the composite was observed in pin-on-disc test during dry sliding wear of Al2219 alloy 
MMCs [5]. MMCs having SiC of 3.5, 10 and 20 µm size with 15 vol. %, produced by P/M route displayed good wear 
resistance with increasing particle size in sliding wear [6]. Sliding distance has the highest effect on the dry sliding wear of 
MMCs compared to load and sliding speed [7]. Addition of 20% reinforcements increases the wear resistance of the 
composites, but beyond that no improvement was observed [8]. In the investigation of wear behaviour of Al6061 alloy filled 
with short fiber (Saffil) it was concluded that Saffil reinforcement are significant in improving wear resistance of the 
composites [9]. Self-lubricating graphite was incorporated in Al6061 alloy to prepare composites [10].The above literature 
reveals that the nitriding effects on mechanical behavior of the composites are not discussed, further very little information is 
available with MMCs of Al6061 reinforced with graphite particulates. Hence the present paper describes the mechanical 
behavior of nitrided and graphite filled Al6061 metal matrix composites. 

II.  EXPERIMENTAL DETAILS AND M ATERIALS USED  

The following section highlights the material, its properties and methods of composite preparation and testing. The matrix 
material for the present study is Al6061. The reinforcing material selected was graphite. Table 1 gives the chemical composition 
Al6061 and table 2 gives the physical and mechanical properties of Al6061 and graphite.  

TABLE 1. CHEMICAL COMPOSITION OF AL6061 BY WT% 

Si Fe Cu Mn Mg Cr Zn Ti Al 
0.62 0.23 0.22 0.03 0.84 0.22 0.10 0.01 Bal 
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TABLE 2. PHYSICAL &  MECHANICAL PROPERTIES OF AL6061AND  GRAPHITE 
 

Material  Elastic 
Modulus(GPa) 

Density 
(g/cc) 

Hardness 
(HB500) 

Tensile 
Strength(MPa) 

Al6061 70-80 2.7 30 115 
Graphite 8-15 2.09 1.7* 20 – 200** 
*Mohs scale;** Compressive Strength (MPa) 

III.  PREPARATION OF COMPOSITES  

The liquid metallurgy route (stir casting technique) has been adopted to prepare the cast composites as described below. 
Preheated graphite powder of laboratory grade purity was introduced into the vortex of the molten alloy after effective degassing. 
Mechanical stirring of the molten alloy for duration of 10 min was achieved by using ceramic-coated steel impeller. A speed of 
400 rpm was maintained. A pouring temperature of 7300C was adopted and the molten composite was poured into cast iron 
moulds. The extent of incorporation of graphite in the matrix alloy was varied from 0, 3 and 5 wt%. Thus composites containing 
particles 0, 3 and 5 wt% were obtained in the form of cylinders of diameter 22mm and length 210mm 

IV.  CASE HARDENING BY NITRIDING OF COMPOSITES  

Among various case hardening processes, Nitriding is selected in the present research. The nitriding process is primarily used 
to increase the hardness, corrosion resistance and wear resistance etc, of the components/parts used in the various industrial 
applications. There are various methods for nitriding. For this experimentation Gas Nitriding was used. Because of the absence of 
a quenching requirement with attendant volume changes, and the comparatively low temperatures employed in this process, gas 
nitriding produces less distortion and deformation than either carburizing or conventional hardening. Some growth occurs as a 
result of nitriding but volumetric changes are relatively small. The cast composites were heated to a temperature of 5000C in a gas 
tight furnace and then ammonia gas was introduced into the furnace chamber. This process of nitriding was carried out, in the 
presence of the nitrogen that is evolved from the decomposition of the ammonia gas, for a period of 24 hrs maintaining the 
temperature of 5000C. 

V. TESTING OF COMPOSITES 
The cast composites were machined and the specimens for the measurement of hardness, as well as for mechanical behavior 

were prepared as per ASTM standards. Brinell’s hardness tester was used to measure the Hardness of the composites before and 
after nitriding. The mechanical properties were evaluated before and after nitriding using Akash make computerized universal 
testing machine of 40-ton capacity.  

VI.  RESULTS AND DISCUSSIONS 

The test results of Al6061 and its composites containing graphite at various weight percentages, without and with nitriding, are 
presented in these sections. 

 
Effect of nitriding on the mechanical properties 

The effect of nitriding on mechanical properties such as hardness, tensile strength property, % elongation, Young’s 
modulus, compressive strength property test results of Al6061 and Al6061 composites containing graphite at various weight 
percentages are presented in these sections. 

a.   Hardness 

The change in the hardness of composites with varying content of graphite reinforcement, without and with nitriding is shown 
in Fig. 1. The figure represents the variation in hardness evaluated at a load of 500kg with increasing percentage of graphite in 
Al6061 with and without nitriding. It is observed that the hardness of Al6061 composites decreases with increased content of the 
graphite reinforcement.  

There is a good reason for this phenomenon, though, since graphite, being a soft dispersoid, does not contribute positively to 
the hardness of the composite. K.H.W Seah et al., [11] have reported a reduction in hardness from 107 BHN to 77 BHN (about 
28% differences) on addition of similar weight percentages of graphite to ZA-27 (Zinc Aluminium) alloy. Such a monotonic 
decrease in the hardness of the composite as graphite content is increased poses a limit to how much graphite may be added to 
enhance its other mechanical properties, since hardness is directly related to wear resistance. Consequently, a compromise is 
necessary when deciding how much graphite should be added to enhance the ductility, UTS, compressive strength, and Young's 
modulus of the composite without sacrificing too much of its hardness, especially in components like engine bearings, pistons, 
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Figure 2. Variation in tensile strength of Al6061 with 
increasing wt% of Graphite (Without and with nitrid ing) 
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piston rings and cylinder liners, in which wear resistance is of paramount importance [12]. Further the hardness values of the 
composites were found to be increased after nitriding compared to those values before nitriding. This is clearly depicted in the 
Fig.1.  

 
 

b. Tensile properties 

From the study of Fig. 2 it can be seen that the tensile strength 

increases with increasing percentage of graphite. From the figure, it can 

be observed that the tensile strength of the composites is higher than 

that of the matrix alloy. Further, from the graph, the trends of the 

tensile strength can be found to be increased with increase in graphite 

content in the composites. This increase in tensile strength may be due 

to the graphite  

particulates acting as barriers to dislocations in the microstructure [13]. 

One great advantage of this dispersion-strengthening effect is that it is 

retained even at elevated temperatures and for extended time periods 

because the particles are unreactive with the matrix phase [14]. Also 

the tensile strength of the composites was found to be increased after 

nitriding compared to that before nitriding. This is clearly seen in the 

Fig. 2. 

 

c. % Elongation 

From the study of Fig. 3 it can be seen that the % elongation increases 

with increasing percentage of graphite. From the figure, it can be 

observed that the % elongation of the composites is higher than that of 

the matrix alloy. Further, from the graph, the trends of the % elongation 

can be found to be increased with increase in graphite content in the 

composites. This considerable increase in ductility is due to the graphite 

additions, being an effective solid lubricant [15-19], eases the movement 

of grains along the slip planes. The effect of graphite is expected to be 

mechanical in nature since the particles are un-reactive with the matrix 

phase [14]. It was also observed that the % elongation of the composites is 

increased after nitriding. This is clearly illustrated in the Fig. 3. 

d. Young’s Modulus 

From the study of Fig. 4 it can be seen that the Young’s modulus 

increases with increasing percentage of graphite. From the figure, it can be 

observed that the Young’s modulus of the composites is higher than that 

of the matrix alloy. Further, from the graph, the trends of the Young’s 

modulus can be found to be increased with increase in graphite content in 

the composites.  Similar results have been obtained in aluminium matrix 

composites where the Young's modulus has been reported to increase with 

increase in the content of the reinforcing material, regardless of the type of 
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Figure 5. Variation in Compressive strength of Al6061 with 
increasing wt% of Graphite (Without and with nitrid ing) 

reinforcement used [20]. The values of the Young’s modulus of the composite were found to be enhanced after nitriding. This is 

clearly seen in the Fig. 4. 

e. Compressive properties 

From the study of Fig. 5 it can be seen that the compressive strength 

increases with increasing percentage of graphite. From the figure, it can 

be observed that the compressive strength of the composites is higher 

than that of the matrix alloy. Further, from the graph, the trends of the 

compressive strength can be found to be increased with increase in 

graphite content in the composites. Also the compressive strength values 

of the composites were found to be improved after nitriding compared to 

those values before nitriding. This is clearly depicted in the Fig. 5. 

 

 

 

 

 

 

VII.  CONCLUSION  

The significant conclusions of the studies carried out on Case Hardening of Al6061 - Graphite composites are as follows. 

1. Cast Al6061 – Graphite composites were prepared successfully using liquid metallurgy techniques. 

2. The properties of the cast Al6061-graphite composites are significantly changed by varying the amount of graphite therein. It 

was found that increasing the graphite content within the matrix material resulted in significant improvement in ductility, 

tensile strength, compressive strength and Young's modulus, but a decrease in the hardness. 

3. The mechanical properties like hardness, tensile strength, % elongation, Young’s modulus and compressive strength of the 

composites were found enhanced with the nitriding heat treatment process. 
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Abstract: In this study the abrasive wear behaviour and mechanical behaviour of glass fibre reinforced epoxy (G-E) ,Nano 
Silicon dioxide filled with G-E (SiO2-G-E) and Nano Aluminium oxide filled with G-E (Al2O3-G-E) composites have been 
carried out by using a rubber wheel abrasion test (RWAT) , Pin-on-disc test , along with Tensile strength test, Impact strength test 
and hardness test. Samples of G-E with 0%, 5%, 10% and 15wt% content of SiO2 and Al2O3 were tested under different loads 
and abrading distances. Also, conventional weighing of specimen, determination of wear volume of the specimen, specific wear 
rate of the specimen, and examination of the worn surface morphological features by scanning electron microscopy (SEM) were 
done. The results showed varied responses under different abrading distance because of the inclusion of different wt% of SiO2 
and Al2O3 filler loading. Further, the test results show that glass fabric reinforcement obviously improves the strength of epoxy 
and glass fabric- Al2O3 exhibits a synergistic effect on the wear resistance and reinforcing epoxy simultaneously. Further, it was 
also noticed that G-E composite wear is reduced to a greater extent by addition of the Nano fillers ofSiO2 and further more by 
Al2O3,selected mechanical properties such as hardness, tensile strength, and elongation at fracture were analysed for 
investigating wear property correlations.  
 
IndexTerms – Glass fabric reinforced epoxy composite, SiO2 filler, Al2O3 filler, Abrasive wear, wear mechanisms. 
________________________________________________________________________________________________________ 

I.  INTRODUCTION  

Glass fiber reinforced polymer matrix composites have been extensively used in various fields such as aerospace 
industries, automobiles, marine, and defence industries [1]. Their main advantages are good corrosion resistance, lightweight, 
dielectric characteristic, and better damping characteristics than metals. Fabric reinforced and particulate filled polymer 
composites have become attractive because of their wide spread applications and low cost. A possibility that the incorporation of 
both particles and fibers in polymer could provide a synergism in terms of improved properties and performance has not been 
adequately explored so far. However, some recent reports suggest that by incorporating filler particles into the matrix of fiber 
reinforced composites, synergistic effects may be achieved in the form of higher modulus and reduced material cost, yet 
accompanied with decreased strength and impact toughness [2]. 
 

One part of composite material for engineering applications may be represented by a thermosetting polymer matrix, e.g. 
an epoxy resin, which already covers alone some of the demanded properties. Diglycidyl of bisphenol A (DGEBA) type epoxy 
resin being the most widely matrix for innumerable applications, owing to its well-balanced chemical, adhesive, thermal and 
processing characteristics. However, the high coefficient of linear expansion, low thermal conductivity and limited mechanical 
properties of epoxies limit their use in mechanical and tribological applications. Recently many attempts were made to develop 
epoxy resin composites modified by fibers and fillers to improve the mechanical and tribological performance of the epoxy matrix 
[3-5]. Bahadur and Zheng [6], in their studies on short glass fiber (SGF) reinforced polyester by varying SGF up to 60 wt% 
described the effect of glass fiber on mechanical properties of the composites. Epoxy resins are superior to polyesters in resisting 
moisture and other environmental influences and offer lower shrinkage and better mechanical properties. However, the structural 
application of epoxy resin and its composites is usually limited owing to the relatively poor thermal stabilities and load carrying 
capacity. In order to enhance the wear resistance and thermal stability, many research studies have been carried out. One of these 
is the fiber reinforcement into the epoxy matrix. Different synthetic fibers and hard ceramic or metal particles have been tried as 
fillers in the epoxy matrix [7-9]. Kim et al. [10] reported that the damage could occur during the fabrication process, storage, 
service, transport, and maintenance. They are susceptible to mechanical damage when they are subjected to effects of tension, 
compression, and flexure, which can lead to interlayer delamination. The increase of external load favors the propagation of 
delamination through the interlayer leading to the catastrophic failure of the component. Another work reported by Unal and 
Mimaroglu [11] evaluated mechanical properties of Nylon-6 by incorporating one or a combination of more than one filler by 
varying the weight percent. They observed that the tensile strength and modulus of elasticity of Nylon- 6 composites increased 
with increase in filler weight percent. Osmani [12] evaluated the mechanical properties of alumina filled glass-epoxy (G-E) 
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composites and reported that tensile and shear strengths decreased with increase in alumina content and flexural strength and 
modulus increased. Suresha et al. [13] studied the mechanical and sliding wear behavior of SiC filled G-E composites and 
concluded that the SiC filler addition improved the mechanical as well as wear resistance of G-E composites. Wetzel et al. [14] 
evaluated the mechanical and tribological properties of epoxy filled with nano-Al2O3 and microCaSiO3 hybrid composites. They 
concluded that incorporation of micro-and nano-scale particles improved the mechanical as well as tribological properties. 

 
Among the wear types, the abrasive wear situation encountered in industries connected with power, automobile, pumps 

handling industrial fluids, and earth moving equipment has been received increasing attention. Glass/carbon fibers are the best 
known and most widely used reinforcing fibers in advanced polymeric composites. Reports related to application of polymer 
matrix composites on mechanical and tribological components such as gears, cams, wheels, and impellers are cited in literature. 
The importance of the tribological properties convinced various researchers to study the wear behavior and to improve the wear 
resistance of polymers and fiber-reinforced polymeric composites. Chand et al. [15] reported the three-body abrasive wear 
behavior of short glass fiber reinforced polyester composite. Chand and Gautam [16] reported the influence of load on the 
abrasion of fly ash, glass fiber- reinforced composites. Suresha et al. [17-19] investigated the abrasive wear behavior of 
epoxy/vinyl ester filled with or without particulate filler and glass/carbon fabrics. An investigation on the wear behavior of the 
composite materials with epoxy matrix filled with hard powders was reported by Visconti et al. [20]. Studies were also made on 
the effect of various fillers on the abrasive wear behavior of polymeric materials [21] and polymer composites [22-24].  

 
A survey of the literature indicates that the effect of fiber/filler on the abrasion of polymer/composites is a complex and 

unpredictable phenomenon [25]. This is because physical effects such as fiber fragmentation, debonding, pullout, etc., affect the 
behavior of composite material subject to the abrasive wear process. It is also difficult to predict their relative contribution 
because various other mechanisms and influencing factors are involved (ploughing, cutting and cracking of the matrix). Although, 
a good amount of work has been reported on mechanical and three-body wear behavior of polymer matrix composites as 
discussed earlier in this section, no literature could be cited on the mechanical and abrasive wear aspect of G-E filled with Al2O3 

particles. For sliding elements under tribological loading, however, the industrial acceptability of polymers is often limited by 
their thermal behaviors. The degradation of their mechanical properties at elevated temperature restricts the possibility to apply of 
these materials at high sliding speed and loading conditions. That is why high temperature resistant polymers are generally 
preferred for such tribological applications. Therefore an attempt has, therefore, been made to study the three-body abrasive wear 
behavior of G-E composite filled with different proportions of very fine Al2O3 particles (particle size ≤5 µm) under two different 
loads and for different abrading distances (250-1000 m). The abrasive wear behavior has been quantified in terms of wear volume 
and specific wear rate. The different wear mechanisms under different abrasive wear conditions have also been reported. 

II.  EXPERIMENTAL DETAILS  

A. Materials and preparation method 
 The matrix material selected is an epoxy resin and woven glass plain weave fabrics made of 
glass fibers are used as the reinforcing material in all composites. Woven glass plain weave fabrics made of 360 g/meter square 
containing glass fibers of diameter of about 12 µm is employed. The epoxy resin (LAPOX L-12) is mixed with the hardener (K-6, 
supplied by ATUL India Ltd., Gujarat, India) in the ratio 100: l2 by weight. The average particle size of Silica and Alumina 
particles are in Nano meter. As regards to the processing, on a Teflon sheet, E-glass woven fabric are placed over which the epoxy 
matrix system consisting of epoxy and hardener was smeared. Dry hand lay-up technique is employed to fabricate the composites 
as represented in fig 1. The stacking procedure consists of placing the fabric one above the other with the resin mix well spread 
between the fabrics. 
 

A porous Teflon film is used multiple times to complete the stack. To ensure uniform thickness of the sample, a 3 mm 
spacer is used. The mould plates are coated with release agent in order to aid the ease of separation on curing.The sheets of 
fiberglass are placed over the mold and rolled down into the mold using steel rollers. The material must be securely attached to 
the mold; air must not be trapped in between the fiberglass and the mold. Additional resin is applied and additional sheets of 
fiberglass. Rollers are used to make sure the resin is between all the layers, the glass is wetted throughout the entire thickness of 
the laminate, and any air pockets are removed. The work must be done quickly enough to complete the job before the resin starts 
to cure. Laminates are left to cure under standard atmospheric conditions. The cast of each composite after 12 h of impregnation 
and dried for 2 h at 80°C followed by compression moulding at a temperature of 100° C & pressure of 7.35 MPa. The slabs so 
prepared measured 250 mm x 250 mm x 3 mm by size. To prepare different wt. % of Silica and Alumina filled G-E composites, 
besides the epoxy hardener mixture, additional wt. % of Silica and Alumina particles were included to form the resin mix. 

The details of the composites (including wt% of the constituents) prepared are shown in Table 1. The mechanical and 
abrasion test samples were prepared according to ASTM standards from the cured slabs filled with Silicon dioxide filled G-E                     
( SiO2-G-E) and Aluminium oxide G-E (Al2O3-G-E) using abrasive cut-off machine.  
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Fig 1: Hand lay-up technique. 

Table 1: Composite Prepared For Present Work 

Composites Compositions 

C1 Glass Fiber (55wt %) + Epoxy (45wt %) 

C2 Glass Fiber (55wt %) + Epoxy (40wt %) + Nano Silicon dioxide ( 5 wt %) 

C3 Glass Fiber (55wt %) + Epoxy (35wt %) + Nano Silicon dioxide (10wt %) 

C4 Glass Fiber (55wt %) + Epoxy (30wt %) + Nano Silicon dioxide (15wt %) 

C5 Glass Fiber (55wt %) + Epoxy (40wt %) + Nano Aluminum oxide (5 wt %) 

C6 Glass Fiber (55wt %) + Epoxy (35wt %) + Nano Aluminum oxide (10wt %) 

C7 Glass Fiber (55wt %) + Epoxy (30wt %) + Nano Aluminum oxide (15wt %) 

 

B. Characterization 

 Density of the composites was determined by using a high precision electronic balance (Mettler Toledo, Model AX 205) 
using Archimedes principle. Hardness (Shore-D) of the samples was measured as per ASTM D2240, by using a Hiroshima make 
hardness tester (Durometer). Three readings at different locations were noted and average value is reported. Tensile properties 
were measured using a computerized Universal testing machine in accordance with the ASTM D-3039 procedure at a cross head 
speed of 1 mm/min and a gauge length of 70 mm. The tensile strength and modulus were determined from the stress-strain curves. 
Two samples were tested in each set and the average value was reported. The tensile tests were carried out on a fully automated 
Kalpak Universal testing machine connected to a computer with DAPMAT software.  

The three-body abrasive wear tests (Rubber Wheel Abrasive Test) were conducted using a dry sand/rubber wheel abrasion tester 
as per ASTM G-65. The details of the samples preparation and wear testing procedure have been described elsewhere [17].  

The experiments were carried out at three different abrading distances (150, 300 and 450 m) under constant load (30 N). Densities 
of the composites were determined using a high precision weighing balance by using Archimedes’ principle. The wear was 
measured by the loss in weight, which was then converted into wear volume using the measured density data. After the wear test, 
the sample was again cleaned. The specific wear rate (Ks) was calculated from the equation: 

Specific wear rate = (Wear volume) / (Load x Abrading distance) in m3/Nm 

III.  RESULTS AND DISCUSSION 

3.1 Effect of Filler Loading on Hardness  
By using Duro-hardness tester, the Shore-D hardness of the composites is measured; the values recorded are given in 

Table 2. The hardness of G-E composite increased with increase of SiO2 and Al2O3 filler loading. From Table 2, we can see that the 
SiO2 and Al2O3 filler greatly increased the hardness of G-E, which can be attributed to the higher hardness and more uniform 
dispersion of SiO2 and Al2O3 filler. The higher hardness is exhibited by the 15 wt% Al2O3 filled G-E compared to other 
Nanocomposites. The table shows that for a 15 wt% increase in Al2O3 content there is 12% increase in hardness. The increase in 
Al 2O3 content results in an increase in brittleness of the composite. Hence this results in an increase in hardness value of the 
composite. Particulate filled G-E composites with sufficient surface hardness is resistant to in-service scratches that can 
compromise the fatigue strength and lead to premature failure. Therefore, under an indentation loading, particles would undergo 
elastic rather than plastic deformation, as compared to unfilled G-E composites.  
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3.2 Abrasive Wear Volume and Specific Wear Rate
A. Three Body Abrasion Test: 
 Dry sand rubber wheel abrasion test is one of the most widely used abrasion testing method. The abrasive, for example dry 
sand, is fed between the specimen and the rotating rubber wheel. Other abrasives can be used depending on the application such as, 
industrial equipment for grinding grain, paints, plastics, coatings, slurry abrasion, construction and automobile equipment
The test specimen is fitted as shown in Fig 2  
 

Fig 2: Schematic Representation of Rubber Wheel Abrasion Test

The specimen gets hit by the rotating rubber wheel and sand. The sand is sandwiched between the specimen and the rubber wheel
The frictional force due to the load and the speed 
observe that the wear is high for the G-E specimen compared to that of the SiO2 material filled specimen, and SiO2 wear is greater 
compared to that of Al2O3.  
Figure 3a (SiO2 filler specimen) and 3b(Al2O3 filler specimen)
distances. It is evident from these figures that irrespective of the type of samples used, there is a linear trend of wear volume loss
The Al2O3 filled G- E composite exhibited considerably lower wear volume loss than that of 
attributed to the glass fiber reinforcement in epoxy decrease the abrasive wear resistance due to debonding and tearing at
glass/matrix interface.  
Figure 4a and b shown as histograms for specific wear rate of the specimens
E,SiO2and Al2O3-G-E composites at 150m, 300m and 450m distance
the specific wear rate tends to decrease with increasing abrading distance and further it strongly depends on the applied loa
both samples. Also observed is the earlier noted fact that G
that for Al2O3-G-E system, the specific wear rate is on the lower side.
 
 

            (a)  
 

Fig 3: Wear Volume Loss of Unfilled, SiO2 & Al2O3 Filled G
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Table 2: Hardness of the materials 
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Abrasive Wear Volume and Specific Wear Rate 

Dry sand rubber wheel abrasion test is one of the most widely used abrasion testing method. The abrasive, for example dry 
the rotating rubber wheel. Other abrasives can be used depending on the application such as, 

industrial equipment for grinding grain, paints, plastics, coatings, slurry abrasion, construction and automobile equipment
 

Fig 2: Schematic Representation of Rubber Wheel Abrasion Test 
 

The specimen gets hit by the rotating rubber wheel and sand. The sand is sandwiched between the specimen and the rubber wheel
The frictional force due to the load and the speed along with the distance of abrasion will affect the wear of the specimen

E specimen compared to that of the SiO2 material filled specimen, and SiO2 wear is greater 

(Al2O3 filler specimen) show the wear volume loss with 
. It is evident from these figures that irrespective of the type of samples used, there is a linear trend of wear volume loss

E composite exhibited considerably lower wear volume loss than that of SiO2 and 
attributed to the glass fiber reinforcement in epoxy decrease the abrasive wear resistance due to debonding and tearing at

for specific wear rate of the specimens, the comparative abrasive wear performance of G
E composites at 150m, 300m and 450m distance respectively. The specific wear rate data reveals that initially

the specific wear rate tends to decrease with increasing abrading distance and further it strongly depends on the applied loa
both samples. Also observed is the earlier noted fact that G-E composite exhibits the highest specific wear

E system, the specific wear rate is on the lower side. 

               (b)

Wear Volume Loss of Unfilled, SiO2 & Al2O3 Filled G-E Composites
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Dry sand rubber wheel abrasion test is one of the most widely used abrasion testing method. The abrasive, for example dry 
the rotating rubber wheel. Other abrasives can be used depending on the application such as, 

industrial equipment for grinding grain, paints, plastics, coatings, slurry abrasion, construction and automobile equipment. 

 
 

The specimen gets hit by the rotating rubber wheel and sand. The sand is sandwiched between the specimen and the rubber wheel. 
along with the distance of abrasion will affect the wear of the specimen. We can 

E specimen compared to that of the SiO2 material filled specimen, and SiO2 wear is greater 

show the wear volume loss with load for different abrading 
. It is evident from these figures that irrespective of the type of samples used, there is a linear trend of wear volume loss. 

SiO2 and G-E composite. This is 
attributed to the glass fiber reinforcement in epoxy decrease the abrasive wear resistance due to debonding and tearing at the 

, the comparative abrasive wear performance of G-
respectively. The specific wear rate data reveals that initially 

the specific wear rate tends to decrease with increasing abrading distance and further it strongly depends on the applied load for 
E composite exhibits the highest specific wear rate. We can observe 
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         (a)  
 

Fig 4: Specific Wear Rate of Unfilled, SiO2 and Al2O3 Filled G

B. Two Body Abrasion Test 
The standard equipment used to determine the wear resistance of surfaces is the pin on disc tester. The pin on disc 

machine is versatile unit designed to evaluate the wear and friction characteristics on a variety of materials exposed to sliding 
contacts in dry or lubricated environments. The sliding friction test occurs between stationary pin stylus and a rotating dis
Normal load, rotational speed, and wear track diameter can be varied. Electronic sensors monitor wear and the tangential force of 
friction as a function of load, speed, lubrication, or environmental condition. 

The specimen was tested for constant abrading distance and varyin
see the effect of fillers acting on the wear of the materials.
From Figure5 (a), (b) i.e. wear volume vs load and Figure 6 
constant sliding distance under various loads the wear volume and specific wear rate of Nano Aluminum oxide filled glass epoxy 
composites are lower compared to glass epoxy with and without Nano Silicon dioxide. Therefore, the addition of fillers plays 
important role in decreasing the wear of the composites.
 

                                    (a)   
 

Fig 5: Wear Volume Loss of Unfilled, SiO2 & Al2O3 Filled G

           (a)  
 

Fig 6: Specific Wear Rate of 
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               (b)

4: Specific Wear Rate of Unfilled, SiO2 and Al2O3 Filled G-E Composites
 

The standard equipment used to determine the wear resistance of surfaces is the pin on disc tester. The pin on disc 
nit designed to evaluate the wear and friction characteristics on a variety of materials exposed to sliding 

contacts in dry or lubricated environments. The sliding friction test occurs between stationary pin stylus and a rotating dis
nal speed, and wear track diameter can be varied. Electronic sensors monitor wear and the tangential force of 

friction as a function of load, speed, lubrication, or environmental condition.  
The specimen was tested for constant abrading distance and varying loads i.e. for 20N and 30N loads. Here also we can 

see the effect of fillers acting on the wear of the materials. 
i.e. wear volume vs load and Figure 6 (c), (d) i.e. specific wear rate vs load

sliding distance under various loads the wear volume and specific wear rate of Nano Aluminum oxide filled glass epoxy 
composites are lower compared to glass epoxy with and without Nano Silicon dioxide. Therefore, the addition of fillers plays 

role in decreasing the wear of the composites. 

              (b)

Wear Volume Loss of Unfilled, SiO2 & Al2O3 Filled G-E Composites
 

            (b) 

Specific Wear Rate of Unfilled, SiO2 and Al2O3 Filled G-E Composites
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nal speed, and wear track diameter can be varied. Electronic sensors monitor wear and the tangential force of 
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i.e. specific wear rate vs load, we can conclude that that for 
sliding distance under various loads the wear volume and specific wear rate of Nano Aluminum oxide filled glass epoxy 

composites are lower compared to glass epoxy with and without Nano Silicon dioxide. Therefore, the addition of fillers plays an 
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3.3 Worn surface analysis 
 Worn surfaces of the materials were examined by SEM to find out the wear mechanisms. Abrasive wear occurs by three 
different wear mechanisms, i.e. micro ploughing, micro cutting a
given below in Figure 7 
 

         (a)  
 

Fig 7: (a) and (b) Wear Mechanism Under

           (c)  
 

Fig 7: (c) and (d) 

IV.  CONCLUSION  

The experimental investigations of tribological properties of Silicon dioxide (SiO2) filled and Aluminum oxide 
(Al2O3) filled glass epoxy composites leads to the following conclusions.

 
1. This work shows that successful fabrication of a Glass fiber reinforced epoxy composites filled with Silicon carbide and 

Silicon               dioxide is possible by simple hand lay
2. It is noticed that there is a significant improvement in the tribolgical properti

Aluminum oxide fillers in the glass epoxy composites.
3. The wear volume of unfilled glass epoxy blend as compared to that of Silicon dioxide and Aluminium oxide filled glass epoxy 

blend is high. 
4. The specific wear rate is also low for the Silicon dioxide and Aluminium oxide filled glass epoxy when compared to the 

unfilled glass epoxy composites. 
5. SEM studies of worn surfaces support the involved mechanisms and indicate damage to the matrix and filler as well as 

debonding of matrix and fillers of Aluminium Oxide and Silicon Dioxide filled glass epoxy composites.
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Worn surfaces of the materials were examined by SEM to find out the wear mechanisms. Abrasive wear occurs by three 
different wear mechanisms, i.e. micro ploughing, micro cutting and micro cracking. SEM photographs of a
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Fig 7: (c) and (d) Wear Mechanism Under Rubber Wheel Abrasion Test
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Abstract : Proactive consideration of all the related organization 
regarding numerous foundations in the reference to various 
worldwide customer applications will give all the related 
arrangements required in a uniquely sorted out changes and classes. 
The principle objective is to guarantee that all the related block 
attempts as for the segment of capacity can be improved and 
checked. The application recognition with all related system impact 
independent of the area and reconciliation worry as various 
customers will utilize diverse system procedure and framework 
mixes. The application will give the intelligent teach of the efficiency 
tuning that is required for appropriate recognizable proof and 
Solutions arrangements for various mechanical articles. The 
application will be founded on multi ability part administration as the 
weighted can be more as for various customers. 

Keywords: Analysis, Monitoring, Capacity enhancement, Server 
setup, Security, proclamation Information tunneling, Reports, 
categorization  

 

1. INTRODUCTION 
 

PROJECT DESCRIPTION 

The application interface design is to provide multiple facilities to the 
uses of different companies and prospective to help manage all the 
related application development, collaboration, data management, 
security, version design, scalability etc. The application design will 
help the users to manage all the company related work management 
with all related and required tools as the application will incorporate 
different application solutions for the working. Application also 
integrates and provides a subjective working where all methods for 
the custom design of the resources will be provided to the users so 
that requirements can be structured for the working based on the 
platform as a service interface. The application provides all the 
related integration that is required for the working as the application 
can be designed and can be used on the same platform with different 
authentication and the relative configuration required for multi user 
working. All the related assets with respect to the development will 
be provided to the users for the design and development with relation 
to the customized working. 

Application incorporates multiple data pages design that will help to 
design different required designs for example multiple reports 
section, chart system, form designs, calendar systems, schedule 
managements etc. can be designed. The application provides a 
detailed table system management there all the related data tables 
will be managed with respect to multi customized options provided 
for example integrated download set of data, auto numbering and 

reset, find, new entries etc. The design system provided will help the 
companies to establish the related modeling structure required.  

The application also takes in consideration the related authentication 
options provided which will help the uses to integrate different 
methodology with respect to the user authentication as the 
applications designed can be used for the commercial where multiple 
users are required to be integrated and validated. The application also 
provide multiple design styles that will help for the fast design and 
implementation as the needed style is pre built and is provided to the 
users.  

The application supports multiple users working with the help of the 
control and granted rights and process design options. The 
applications will structure all the related users with different 
permission. The application helps to design all different environment 
application design and integration with the help of the connection 
provided where all the factors are integrated. The application is 
provided for the referral working where the company can have 
multiple options of usage and its meaning according to the 
requirements. These aspects are divided into 2 modules, they are 

The Basic Classifications  

The application will help the partners to have a chance to upgrade the 
separate application improvement with every one of the prospects 
required in an all-out based consideration where the application will 
give the related check to more reasonable advancement.  

The application will give dashboard where all the separate insights 
about the related framework instruments are given to the clients to 
better understanding and review  

The application will give every one of the alternate routes required 
that can be utilized as a specific from the dashboard itself  

The application will approached the Associates for multi alternative 
where coordinate combination should be possible with the 
forthcoming application furnished with the related new advancement  

That plan configurations will be shown with the ordering subtle 
elements on the dashboard  

The relationship of the improvement that will be given to the clients 
would have different area based where it will naturally diverted as 
the new application outline advancement will be given to the 
application  

The incorporation of the affiliation will contain the plans of the 
accompanying  
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Pages with the reports reconciliation, distinctive exclusively based 
shape definition will be given particular concerned and tablet must be 
incorporated for the simplicity of the work  

Numerous perspectives definition support will be given  

Auto expansion as for the immediate coding of that will be given; the 
application will support various coding sorts that can be incorporated  

Various formats in combination will be given to the client so they 
can utilize the layouts for the general convenience of the application 
movement execution  

Component and standards coordinated outcome based interface must 
be given to the clients so that the clients can characterize all the 
related components that are required to be delineated on pages with 
all the general and field choices that must be incorporated with a few 
guidelines 

Localizing   

The application will give Authenticator where all the diverse 
organizing of the Associates can be furnished with different level 
validation base and the standards that must be characterized can be 
contribution by the preeminent client  

The application will likewise give the immediate import and fare of 
the source based information that can be straightforwardly 
incorporated with the assistance of the application interface  

Numerous fare choices will be given regard to the customization and 
all the detail forthcoming of the substance will be appeared  

Application even give the point by point configuration arrange where 
the outline sheet can be tweaked by necessity with all the sort names 
graphic essential educational and so on can be characterized for the 
plan planned  

Application will support the direct CSS coding concerning the 
different plan organize in connection to the style generalizing  

The application will support the considerations of numerous 
configuration data regarding give the adaptability in the work use in 
administration  

Application charge supplier limiting choice where the applications 
can be set up on the confining mode for more secure and protection 
required which will give characterized working arrangement. The 
configuration wizard window will be accommodated the progression 
incorporations and administration 

Advantages  

• The different upgrades and changes that are required can be 
designed and operated properly and easily  

• The application design is geographically designed so that 
all different companies with respect to different domain 
working can be integrated  

• The application helps to control the workflow and the 
related application integration at one place  

• Application is very cost effective as it is chargeable 
according to the usage in based on service working  

• All the related design style and templates are provided to 
the users  

• With the help of the application platform the design of the 
applications will be mark on the custom basis where the 
exact requirements will be full filled with respect to the 
working 

 
2. LITERATURE SURVEY 

 

Disseminated registering is a standout amongst the most sizzling 
topics in IT as it on an exceptionally fundamental level changes the 
ways associations and associations are managing their figuring needs 
(Han, 2010). Circulated processing is truly enlisting as a Service 
Oriented Architecture. Consequently, it gains the qualities and 
inadequacies of this perspective. The service mechanism perspective 
is about moving a long way from the thing change prologue to a 
presentation which is revolved around organization movement. 
Advantage service mechanism offers many purposes of enthusiasm 
for associations.  

Meanwhile, there are numerous troubles in its use and organization. 
Remembering the true objective to fulfill a compelling service 
mechanism use numerous segments must be seen as like honest to 
goodness business and IT game plan, service mechanism execution 
issues and possible impacts of service mechanism on an affiliation. In 
light of the above, Cloud Computing offers numerous inclinations to 
affiliations and organizations yet it in like manner has issues that 
must be taken into concern. Circulated figuring relies on upon the 
points of interest that the budgetary parts of economies of scale offer. 
Regardless, meanwhile it encounters the disservices that 
overconcentration of benefits and power can make.  

Advantage service mechanism is a game plan of gauges and theories 
for arranging and making programming as interoperable 
organizations. This kind of programming building gets from the 
organization arranged perspective. Advantage acquaintance is an 
arrangement perspective with collect PC programming as 
organizations .Like other layout perfect models (e.g. address 
presentation), advantage acquaintance gives a speaking to path with 
manage motorize business reason as scattered structures (Erl, 2012). 
Arsanjani et al (2004) portray service mechanism as the 
compositional style that support roughly coupled organizations to 
enable business versatility in a bury operable, advancement doubter 
way.  

Advantage service mechanism includes a composite game plan of 
business-balanced organizations that support a versatile and 
effectively re-configurable end-to-end business frames affirmation 
using interface-based organization depictions. Advantage service 
mechanism perspective can be enlarged and associated on the level 
of a business affiliation and structure. So to speak, associations can 
use service mechanism to change their model and approach 
customers by offering organizations instead of things.  

Advantage service mechanism has a movement of purposes of 
enthusiasm of over the conventional thing based arrangement of 
activity and approach. Accenture (2012) sees the going with three 
which are a) deftness b) cost diminish c) Return of Investment (ROI) 
bolster. Preparation suggests that service mechanism engages 
relationship to respond quickly to new business goals, make specific 
new limits and utilize existing organizations for veritable 
responsiveness. Incurred significant damage diminish implies the 
reuse of existing assets, extending viability and lessening application 
headway costs. 

 

2 . EXISTING SYSTEM 

Adding compliance customization in respect to the working identities 
is not possible and even for the required identity support multiple 
utility configured and purchased. Some of the main points of the 
existing system  
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• Compatibility with respect to different environments is a 
concern  

• Restriction based on the customization 
• Central work stage for selection and customization is not 

supported  
• Implementation and connections are not supported  
• Custom setup is not provided  
• Structuring with respect to tables and pages are not 

supported  
• Pre-built support with respect to multiple designs are not 

provided  
• Multi user support is not provided 

 

3.  PROPOSED SYSTEM 

Proposed system design is to provide all the related management 
concerns for a procedure incorporated working style. Application 
provides the enhanced collaborative design Wizard format working. 
Some of the main points of proposed system  

• Application can be used on a service places whenever 
required  

• Multiple connection status are provided  
• Step work for proper understanding will be provided  
• Different functionalities will be integrated  
• Multiple security provisions are provided  
• Multiple working securities is provided to the users  
• Structuring and designing can be operated properly  
• Multiple utilities are provided for the use 

4. System  Transmission  Identification  

The application requires the preparing framework that will be 
characterized by the client as required as for various instruments that 
must be considered for the organization working. Event give various 
alternatives where the plan can be utilized that will be given to the 
clients so that the working can be passed in without the learning of 
Technical observations the working can be enhanced and overseen. 
Application gives all the related association so that is required so that 
after the improvement of the application that application can be 
utilized as a part of the earth where is really required and intended 
for.  

Application will give all the related security setup status required for 
the working and combination of the application. Different Security 
System are given so that all the related confirmations and extremely 
patient can be overseen legitimately. The application will give the 
plan point of view where the clients can structure of the related 
outlines concerning the pages and as for the working. The application 
will help the utilizations to play out all the related outline organizes 
that are required to be incorporated into the specific plan application 
required for the working of the coveted action.  

Legitimate data ought to be accumulated as for the advancement and 
identified with that data the proficient client to know something 
about the application configuration can chip away at the application 
to give all the related orders and as indicated by the variables chose 
to working will be overseen. The application is exceptionally 
adaptable and working and all the related work can be organized as 
indicated by the procedure configuration require and the application 
will handle every one of the information as indicated by the working 
style chose. Different work arrangements and alternatives can be 
coordinated with the assistance of all the related plan highlights gave 
to the clients.  

Application gives a custom database framework where all the related 
information this will be composed and upgraded. Application chips 
away at the administration framework so that at whatever point the 
organizations oblige something to be outlined and created on a quick 
however this application can be utilized as a part of an extremely 
easy to utilize development strategies provided. 

Scope and objective  

• To provide all the related process design required  
• To provide all the related instrumental application from 

one place  
• To provide all the related service integration  
• Provide all the related application versioning in security 

prospective  
• Provide all the related storage and scalability for the 

working 

5.  Nonfunctional requirements  

Reliable  

Application is designed to handle any situation with respect to the 
information management and working. All the related working for 
the work situation will be handled by the application properly  

Availability  

Application is available on the cloud working platform, related 
working will be based on the service as required by the company 
they have to provide account integration that will be integrated by the 
valid authentication, and the meantime for working has been 
calculated to 15 second  

Security  

Security perspective has to be taken as the application requires to be 
designed for different work usage and all the related integrated 
application should support the related features of the security. The 
application will be integrated with instructions for the design.  

Legal  

Application will have the legal documents that are required to be 
discussed by the user and has to be implemented with respect to the 
copyrights of the design and other working requirements  

Maintain  

Application is maintained by the hosting company where all the 
related upgrade send update system for including more resources and 
the support management will be provided. For the organizational 
working that mistake I will be having the rights for update 
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Fig 1 Architecture diagram 

 
 
 

 
         
  Fig 2:  Options for new application 
 

 
The developer can select the application of which type if the 
developer wants to import prebuilt software otherwise the 
developer can create their own specific requirement applications 
name has generated.  
This application can also import the Data, Application, and 
object.The developer can select the form type on basis of 
application. It consists of Submission form, Single update 
record, Password recovery.  

 
 
 

 
                   
                   Fig 3:  System Design 
 
 The form shows the fields then design the page using the field 
option.   
 

  

 
           Fig 4:  Manage configuration 
 
 

 
                        
 
                     Fig 5:  Check tools option 
 
 

6. Conclusion and Future Enhancement  

We can describe our application platform as a interface where all 
needed infrastructural association and development will be 
supported, the application provides all the related configuration that 
is required for transfer and usage of the designed tools with the help 
of the related components provided to the users. The application will 
help the guided development that is very much important for the non-
technical peoples to associate with our application transform. 
Application in corporate all the needed perspective of the 
development as the company will define the tools and the 
development process accordingly.  
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Abstract:  This proposed research is a 

new methodology of recognizing face using 

Individual Eigen Subspaces and it’s 

implemented in the field of Image Processing for 

Personnel verification or recognition using basic 

components and Data Applications of Internet 

on Things and its Applications. A major 

objective of this proposed work is to develop a 

tool for face recognition, which can help in 

quicker and effective analysis of a face from the 

face set, thus reducing false acceptance rate and 

false rejection rate. Face recognition has been 

widely explored in the past years. A lot of 

techniques have been applied in various 

applications. Robustness and reliability have 

become more and more important for these 

applications especially in security systems. In 

this proposed research , a variety of approaches 

for face recognition are reviewed first  using 

Internet on Things with Data Classification 

methods . These approaches are classified 

according to three basic tasks: face 

representation, face detection, and face 

identification. An implementation of the 

appearance-based face recognition method, the 

eigenface recognition approach, is reported. This 

method utilizes the idea of the principal 

component analysis and decomposes face 

images into a small set of characteristic feature 

images called eigenfaces. This proposed work is 

intended to develop, multiple face Eigen 

subspaces. With each one is corresponding to 

one known subject privately, rather than all 

individuals sharing one universal subspace as in 

the traditional eigenface method.  

Keywords : Face Recognition ,Image 

Processing , IoT Applications  

1. Introduction 

The proposed method also makes use 

of Fuzzy Logic rules along with necessary 

image processing procedure. Fuzzy logic 

serves as a front part of the face recognition 

especially defined for skin area detection 

within the image frame. The experiments 

strongly supports the proposed area in which 

an effective performance over the traditional 

“eigenface” has been observed when tested 

on the same face base. Most of the previous 

work dealt with an single pose of an 

individual. Some common techniques 

included single template matching and 

eigenfaces. These systems were not real-
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time and not rotation invariant. Eigenfaces 

described in represented face images in low 

dimensional feature space using PCA. 

Initially face recognition systems focused 

only on single expression images. How ever 

during the previous research on face 

recognition system dealt with the 

recognition of many different views of a 

single image and still the recognition of the 

person when his expression varies is a great 

problem, the face recognition system is 

facing. Mostly in the previous researches, 

they use traditional eigen value method 

which makes the recognition very difficult 

as only a single image is formed from the 

calculated eigen values of a set of images. 

More over there are no implemented 

methods to identify the face from a real time 

image in the preprocessing stage when eigen 

face algorithm is used as the feature 

extraction method. The performance of the 

face recognition system significantly drops 

when there are a large number of poses. 

When illumination variation is also present 

the task of face recognition becomes even 

more difficult.  Another main drawback is 

that it is extremely difficult to recognize the 

facial areas from a real time image.   

 The Proposed method will be trained 

to identify the individuals face with different 

expressions. The system identifies the 

person’s image, no matter how the 

expression of the face is. Individual 

eigenface method is to be used rather than 

traditional eigenvalue method. So the 

drawback in the traditional eigen face 

method is overcome by using single 

eigenvalue method.  

Here the calculation of eigenvalue 

for all the images in the database will be 

done and these eigen values are compared 

individually with the query images 

eigenvalue using Euclidean distance and the 

results are given. Hence the performance of 

the system greatly increases when the 

identification is done with a large number of 

expressions.  

When a real time image is given as 

input, fuzzy logic is used for the 

identification of the facial areas from the 

image. This is done using the fuzzy 

inference system (FIS).The fuzzy logic rules 

are implemented in the FIS and the face 

areas are cropped from them. The eigen 

values are then calculated for these face 

areas and is recognized normally. 

2.   Literature   Review 

  This is deals with literature 

survey on image processing recognition 

methods, has been studied for more than two 

decades. This survey has been conducted in 

order to establish a roadmap that is to 

forecast the future developments of image 

processing technology.[1] 

In this proposed research , a novel method is 

proposed for discovering fuzzy rules and to 

detect faces under lighting and angle 

constraint. The thesis is organized into nine 

chapters. The first chapter is introductory in 

nature and the subsequent chapters discuss 

the proposed techniques in detail. The list o 

each chapter is provided here under.[2] 

This part of System deals with data 

acquisition for face recognition. The training 

sets of images are acquired first. Ten 

http://www.ijcrt.org/


 www.ijcrt.org                       © 2018 IJCRT | Volume 6, Issue 2  April  2018 | ISSN: 2320-2882 

IJCRTOXFO065 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 441 

 

different face images are taken for every 

individual. By using Internet of Things and 

Data Applications can be compiles and 

works.[3] 

 It describes about the fuzzy logic 

rules which are implemented through the 

fuzzy inference system (FIS) in MATLAB. 

The process of fuzzy inference involves all 

of the pieces that are described in the 

previous sections: Membership Functions, 

Logical Operations, and If-Then Rules.

 [5] 

In mathematical terms, this is 

equivalent to finding the principal 

components of the distribution of faces, or 

the eigenvectors of the covariance matrix of 

the set of face images, treating an image as a 

point (or vector) in a very high dimensional 

space. The eigenvectors are ordered, each 

one accounting for a different amount of the 

variation among the face images. 

These eigenvectors can be thought of 

as a set of features, which together 

characterize the variation among face 

images. Each image contributes some 

amount to each eigenvector, so that each 

eigenvector formed from an ensemble of 

face images appears as a sort of ghostly face 

image, referred to as an eigenface.  Each 

eigenface deviates from uniform gray where 

some facial feature differs among the set of 

training faces collectively, they map of the 

variations between faces. 

3. Objective of Proposed Research 

 The face images captured has to 

converted into gray scale format for the easy 

accessing of the image in the calculation of 

Eigen values. The size of the images is also 

converted to a standard format before 

accessing them for the feature extraction. 

The images are resized to 92×112 matrix 

size and all images of any format like JPEG, 

BMP, and PGM are converted into PGM 

format. 

Each individual face image can be 

represented exactly in terms of a linear 

combination of the eigenfaces. Each face 

can also be approximated using only the 

“best” eigenfaces  those that have the largest 

eigenvalues, and which therefore account for 

the most variation within the set of face 

images. The best M eigenfaces span an M-

dimensional subspace face space of the 

space of all possible images. Because 

eigenfaces will be an orthonormal vector set, 

the projection of a face image into face 

space is analogous to the well-known 

Fourier transform. In the FT, an image or 

signal is projected onto an orthonormal basis 

set of sinusoids at varying frequencies and 

phase. Each location of the transformed 

signal represents the projection onto a 

particular sinusoid. The original signal or 

image can be reconstructed exactly by a 

linear combination of the basis set of 

signals, weighted by the corresponding 

component of the transformed signal. If the 

components of the transform are modified, 

the reconstruction will be approximate and 

will correspond to linearly filtering the 

original signal. 

4. Study Area and Methodology  

 In the proposed research work the 

images must be first added to a text file for 

easy retrieval and processing. So a database 

http://www.ijcrt.org/
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text file is created and all the images are 

stored in it. Now, every image is taken from 

the database and the mean value is 

calculated from the image matrix. 

Our system will be trained to identify the 

individuals face with different expressions. 

The system identifies the person’s image, no 

matter how the expression of the face is. We 

use individual eigenface method rather than 

traditional eigenvalue method. So the 

drawback in the traditional Eigen face 

method is overcome by using single 

eigenvalue method.  

Here we calculate the eigenvalue for 

all the images in the database and these 

Eigen values are compared individually with 

the query images eigenvalue using 

Euclidean distance and the results are given. 

Hence the performance of the system greatly 

increases when the identification is done 

with a large number of expressions.  

 

When a real time image is given as 

input, we use fuzzy logic for the 

identification of the facial areas from the 

image. This is done using the fuzzy 

inference system (FIS).The fuzzy logic rules 

are implemented in the FIS and the face 

areas are cropped from them. The Eigen 

values are then calculated for these face 

areas and are recognized normally. 

5. Expected Outcomes  

Design is essentially the bridge between 

requirement specification and final solution 

for satisfying requirements. System has to 

be designed in various aspects such as the 

input, output. There may be many correct 

possible designs. The goal of the design 

process is not simply to produce a design for 

the system. Instead the goal is to find the 

best possible design within the limitations 

imposed by the requirements and the 

physical and social environment in which 

the system will operate. 

  Modularization is breaking 

the project into different smaller units. 

Modularization helps n debugging of 

modules involved in the project and also 

helps in reuse of code. This helps in faster 

development, implementation and 

maintenance of software. 

                      The training sets of images are 

acquired first. Ten different face images 

with different face expressions of the same 

person are taken for every individual. Five 

individuals’ images with ten different 

expressions for each individual are taken 

with a total of 50 images. These face images 

are in RGB format with a matrix size of 

256×256. The image has to be converted 

into gray scale format for the easy accessing 

of the image in the calculation of Eigen 

values. The size of the images is also 

converted to a standard format before 

accessing them for the feature extraction. 

The images are resized to 92×112 matrix 

size and all images of any format like 

JPEG,BMP,PGM are converted into PGM 

format with a file extension of  *.pgm. The 

images are given a filename and file type for 

accessing them in Eigen value calculation. 

This happens in the first module. The 

working of subsequent modules is explained 

below. 

http://www.ijcrt.org/
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 The images must be first added to a 

text file for easy retrieval and processing. So 

a database text file is created and all the 

images are stored in it. Now, every image is 

taken from the database and the mean value 

is calculated from the image matrix. The 

difference between the image matrix and the 

mean value is calculated and the covariance 

of the matrix is evaluated by squaring this 

difference value. Then the Eigen value is 

calculated for the image from the obtained 

covariance value. The result will be obtained 

as two matrices. The second matrix is taken 

and the diagonal values are sorted and stored 

in a array. This vector stored in the array is 

the value taken for further processing. This 

generally consists of 92 values as the images 

taken for processing are 92×112 format .In 

the same way, the Eigen value is calculated 

for every image in the database. 
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ON SCHUR M- POWER CONVEXITY FOR 

PROPORTION OF DISTINCTION OF SOME 

SPECIAL MEANS IN TWO VARIABLES 
 

SREENIVASA REDDY PERLA AND S PADMANABHAN 

 

Abstract. In this paper, we discuss the Schur m-power convexity on ( ) ( ).,0,0   For proportion of 

distinction of some special means in two variables, such as arithmetic, geometric, harmonic, root-square 

means and the like, and obtain some inequalities related to proportion of distinction of means. 

 

1. MEAN OF  ORDER   t 
 

Let us consider the following well known mean of order t : 
                           

0,
2

/1








 +
t

ba
t

tt

 

0, =tab
   

(1.1)                              ( )baBt ,  =                  max {a, b} ,  =t  

      min {a, b} ,  −=t  

for all  .0,,,,  baRtba   

In particular, we have 

( ) ( )
ba

ab
baHbaB

+
==−

2
,,1  

( ) ( ) abbaGbaB == ,,0  

                 ( ) ( )

2

1
2

1
2

,,












 +
==

ba
baNbaB  

( ) ( )
2

,,1

ba
baAbaB

+
==  

    ( ) ( )
2

,,
22

2

ba
baSbaB

+
==    

 

The means, H (a, b), G(a, b), A(a, b) and S(a, b) are known in the literature as harmonic, geometric, 
arithmetic and root-square means respectively. For simplicity we can call the measure, N1(a, b) as 
square-root mean. It is well know that  [1] the mean of order s given in  (1.1) is monotonically 
increasing in s, then we can write 

  
(1.2)                               ),(),(),(),(),( 1 baSbaAbaNbaGbaH   

 

Dragomir and Pearce  [3] (page 242) proved the following inequality:                                  
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(1.3)                                           
𝑎𝑟 + 𝑏𝑟

2
≤

𝑏𝑟+1 − 𝑎𝑟+1

(𝑟 + 1)(𝑏 − 𝑎)
≤ (

𝑎 + 𝑏

2
)

𝑟

 

 

Let us consider two parameter  

 

 

𝑎𝑟 + 𝑏𝑟

2
≤

𝑏𝑟+1 − 𝑎𝑟+1

(𝑟 + 1)(𝑏 − 𝑎)

𝑏𝑠+1 − 𝑎𝑠+1

(𝑠 + 1)(𝑏 − 𝑎)

≤ (
𝑎 + 𝑏

2
)

𝑟

 

 

(1.4)                                     
𝑎𝑟 + 𝑏𝑟

2
≤

(𝑠 + 1)(𝑏𝑟+1 − 𝑎𝑟+1)

(𝑟 + 1)(𝑏𝑠+1 − 𝑎𝑠+1)
≤ (

𝑎 + 𝑏

2
)

𝑟

 

For all a, b > 0, 𝑎, 𝑏 > 0, 𝑎 ≠ 𝑏, 𝑟 ∈ (0,1), 𝑎𝑛𝑑 𝑠 ∈ (0,1). in particular take 𝑟 =
1

2
  

we get 

 

√𝑎 + √𝑏

2
≤

2(𝑠 + 1)(𝑏3/2 − 𝑎3/2)

3(𝑏𝑠+1 − 𝑎𝑠+1)
≤ (

𝑎 + 𝑏

2
)

1/2

 

Multiply  by       
√𝑎+√𝑏

2
 

(
√𝑎 + √𝑏

2
)

2

≤
(𝑠 + 1) (𝑏

3
2 − 𝑎

3
2) (√𝑎 + √𝑏)

3(𝑏𝑠+1 − 𝑎𝑠+1)
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

 

(1.5)           (
√𝑎 + √𝑏

2
)

2

≤
(𝑠 + 1)(𝑏 − 𝑎)(𝑎 + 𝑏 + √𝑎𝑏)

3(𝑏𝑠+1 − 𝑎𝑠+1)
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

 

If  s=0                    

(1.6)                           (
√𝑎 + √𝑏

2
)

2

≤
(𝑎 + 𝑏 + √𝑎𝑏)

3
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

 

i.e.,                       ),(),(),( 21 baNbaHbaN e   

If  s =1/2    from  (1.5)                    

(
√𝑎 + √𝑏

2
)

2

≤
(𝑏 − 𝑎)

2(√𝑏 − √𝑎)
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

(1.7)                                       (
√𝑎 + √𝑏

2
)

2

≤
√𝑎 + √𝑏

2
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

If  s =1   from  (1.5)   

       (
√𝑎 + √𝑏

2
)

2

≤
2(𝑏 − 𝑎)(𝑎 + 𝑏 + √𝑎𝑏)

3(𝑏2 − 𝑎2)
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

 

                          (
√𝑎 + √𝑏

2
)

2

≤
2(𝑎 + 𝑏 + √𝑎𝑏)

3(𝑎 + 𝑏)
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

On the other side we can easily check that  
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(
𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
≤

𝑎 + 𝑏

2
 

 

(
√𝑎 + √𝑏

2
)

2

≤
𝑁3

𝐴
≤ (

𝑎 + 𝑏

2
)

1/2 √𝑎 + √𝑏

2
 

Here     𝑁1 = (
√𝑎+√𝑏

2
)

2

, 𝑁2 = (
𝑎+𝑏

2
)

1/2 √𝑎+√𝑏

2
, 𝑁3 =

𝑎+𝑏+√𝑎𝑏

3
, and    𝑁4 =

𝑁3

𝐴
 

 

Finally the expressions (1.5), (1.6) lead us to the following inequalities [7] 

 

),(),(),(),(),(),(),( 21 baSbaAbaNbaHbaNbaGbaH e   
 

Let us consider the following distinction of means was studied in [17]. 
 
 

( ) ( ) ( ) ( )baNbaSbaM SN ,,,9.1 22
−=

( ) ( ) ( ) ( )baHbaSbaM eSHe
,,,10.1 −=

( ) ( ) ( ) ( )baNbaSbaM SN ,,,11.1 11
−=

( ) ( ) ( ) ( )baGbaSbaM SG ,,,12.1 −=

( ) ( ) ( ) ( )baHbaSbaM SH ,,,13.1 −=

( ) ( ) ( ) ( )baNbaAbaM AN ,,,14.1 22
−=

( ) ( ) ( ) ( )baGbaAbaM AG ,,,15.1 −=  

( ) ( ) ( ) ( )baHbaAbaM AH ,,,16.1 −=  

( ) ( ) ( ) ( )baNbaAbaM NN ,,,17.1 212
−=  

( ) ( ) ( ) ( )baGbaNbaM GN ,,,18.1 22
−=  

       Clearly the above distinction of means are nonnegative and convex in ( ) ( ).,0,02 = +  

 In this paper, we defined new distinction of means and by using these we define some special means, then   
 we discussed "Schur  m - power convexities for special means ". 

 

2.Special Means 
 
From the distinction of means defined in the equations 1.8 to 1.18, we define the following difference 
between the means 

( ) ( ) ( ) 2,,1.2
2

NAbaMbaM SASN −=−  

( ) ( ) ( ) eSNSH HNbaMbaM
e

−=− 2,,2.2
2

 

( ) ( ) ( ) eSASH HAbaMbaM
e

−=− ,,3.2  

( ) ( ) ( ) 1,,4.2
1

NHbaMbaM eSHSN e
−=−  

( ) ( ) ( ) 12,,5.2
21

NNbaMbaM SNSN −=−  

( ) ( ) ( ) GNbaMbaM GHHN −=− 1,,6.2
1

 

( ) ( ) ( ) HGbaMbaM SGSH −=− ,,7.2  

 

Clearly, the above difference of the means are convex for all positive real value of `t'.  
Now, by using the (2.1) to (2.7) difference of means, we establish the special means as follows:  
 

( ) ( ) ( ) ( )baAbaSbaM SA ,,,8.1 −=
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( )
eSNSH

SASN

HN

NA

MM

MM

e
−

−
=

−

−

2

2

2

28.2  

 
 

( )
GN

NH

MM

MM
e

GHNH

SHSN e

−

−
=

−

−

1

119.2  

 

Lemma 2.1. In [14]  J.Rooin and M Hassni , introduced the homogeneous functions, the function   

       ( )10.2    ( )
x x

x x

a b
f x

c d

−
=

−
 and ( )

xx

xx

dc

ba
xg

−

−
=  .  For 0a b c d    where ( ),x −   is  

(i) Convex,  if 0ad bc−   

(ii)      Concave, if 0ad bc−    and  

             (iii)     Equality holds, if 0ad bc− =  
 

3. Preliminaries 
 

We begin with recalling some basic concepts and notations in the theory of majorization. 

For more details, we refer the reader to [1,2]. 

Definition 3.1 .  Let  ( )1 2 3, , ,..., nx x x x x=  and ( )1 2 3, , ,..., n

ny y y y y R=   

i) x is said to be majorized by y  (in symbols x ≺ y),     
1 1

k k

i i
i i

x y
= =

   for 1,2,3..., 1k n= −  and ∑ xi =n
i=1

∑ yi
n
i=1   where    1

...
n

x x   and    1
...

n
y y 

 
are rearrangement of x  and y  in a descending order. 

ii) 
nR  is called a convex set, if ( )1 1 2 2, ,..., ,n nx y x y x y     + + +  for any x and y  , where 

 and 0,1    with 1=+                                                                                                                                                                                                                                                                                                

iii) Let 
nR  ,  the function 

nR→:  is said to be schur convex function on   if x y   on   implies 

).()( yx      is said to be a Schur concave function on  ,  if and only if −  is Schur convex function. 

Definition 3.2 . Let  ( )1 2 3, , ,..., nx x x x x=  and ( )1 2 3, , ,..., n

ny y y y y R +=  . 

nR   is called geometrically convex set, if ( )1 1 2 2, ,..., ,n nx y x y x y        for any x and y  , 

where  , 0,1    with 1=+  .  
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A generalization of Schur convex functions was introduced by Yang [14], as follows 

Definition 3.3. Let RRf →++:   be defined by 

 

𝑓(𝑥) = {
𝑥𝑚 − 1

𝑚
  ln  𝑟 ,     𝑚 = 0

, 𝑚 ≠ 0 

 

Lemma 2.4.  Let 
+→ R:  be continuous on    and differentiable on 0 . Then   is  Schur m- 

power convex on  function ( ) 0

1 2 3, , ,..., nx x x x x=   if and only if    is symmetric on   and  

𝑥1
𝑚−𝑥2

𝑚

𝑚
[𝑥1

𝑚−1 𝜕𝜑(𝑥)

𝜕𝑥1
− 𝑥2

𝑚−1 𝜕𝜑(𝑥)

𝜕𝑥2
]  ≥ 0 𝑖𝑓 𝑚 ≠ 0                                

and                             

(log 𝑥1 − log 𝑥2) [𝑥1
𝑚 𝜕𝜑(𝑥)

𝜕𝑥1
− 𝑥2

𝑚 𝜕𝜑(𝑥)

𝜕𝑥2
]  ≥ 0 𝑖𝑓 𝑚 = 0                              

 

4. Main Results 

In this paper, we discuss the Schur m-power Convexity of the distinguishes special means, in the 

following theorems. 

Theorem 4.1. For m ≠ 0, the proportion of distinction of means 

2

2

SNSH

SASN

MM

MM

e
−

−
is Schur m-power 

convex function in 2

+R . 

Proof. Let 

( )
eSNSH

SASN

HN

NA

MM

MM
baf

e
−

−
=

−

−
=

2

2

2

2,  

By Lemma 2.1 

( ) 2

2, NAHbaf e −=  

( )
24

222
,

22 abbabaabba
baf

−−++
=  

by  finding the partial derivatives of  ( )baf ,  and simple manipulation gives we have 

24

322













−−+

=


 a

b
babba

a

f
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24

322













−−+

=


 b

a
aabab

b

f
 

 

By m -power Schur convexity, 

 













−



−
= −−

b

f
ab

a

f
a

m

ba mm
mm

11  

( )( ) 







+−−−+

−
= −−

bb

aab

aa

bab
baabba

m

ba
mm

mm
mm

11322
24

 

( )( ) ( ) 11322
24

++ −−−−+
−

= mmmm

mm

mm

ababbaababba
bma

ba
 

( )( ) ( ) 11322
24

++ −−−−+
−

= mmmm

mm

mm

ababbaababba
bma

ba
 

( )( ) ( ) 11322
24

++ −+−−+
−

= mmmm

mm

mm

baabbaababba
bma

ba
 

Thus  .0  From Lemma 3.2 ,it follows that the proportion of distinction of mean is Schur 'm'-power 

convex functions in 𝑅++
𝑛  . 

 

Theorem 4.2. For m ≠ 0, the proportion of distinction of means 

e

e

SHSN

SASH

MM

MM

−

−

1

is Schur m-power 

convex function in 2

+R . 

Proof. Let      ( )
11

,
NH

HA

MM

MM
baf

e

e

SHSN

SASH

e

e

−

−
=

−

−
=                 

 By Lemma 3.2 

( ) 2

1, eHANbaf −=  

 ( )
72

226
,

22 abbabaabba
baf

+−+
=  

    by finding the partial derivatives of ( )baf , and simple manipulation gives we have 

 
72

362













++−

=


 a

b
babba

a

f
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72

362













++−

=


 b

a
aabab

b

f
 

By m -power Schur convexity, 

 













−











 −
= −−

b

f
ab

a

f
a

m

ba mm
mm

11  

( )( ) ( ) ( ) 







−++−++−







 −
= −−−−−−

bb

aab

aa

bab
babbaabaab

m

ba
mm

mmmmmm
mm

111111 26623
72

 

                  ( )( ) ( )( )







++−+−++







 −
= abababb

b
abbaaba

am

ba
mm

mm

632
1

632
1

72

22
 

                  ( )( ) ( )( ) ( )  063232
72

22 −++−+++






 −
= mmmm

mm

mm

baabababbabaabab
bma

ba
 

 
Thus  .0  From Lemma 3.2 ,it follows that the proportion of distinction of mean is Schur 'm'-power 

convex functions for .nRx ++  

 

5.Conclusion 

 

In this paper, we distinguished special means and discussed about the Schur properties of Schur `m'- 
power convexities on the proportion of distinction of special means. 
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 

Abstract: A information mining approach is displayed and 

connected to examine the climatic reasons for outrageous 

climatic occasions. Our methodology involves two primary 

strides of information extraction connected progressively, so as 

to decrease the trouble of the first informational index. The 

objective is to recognize an a lot littler subset of climatic factors 

that may in any case have the option to portray or even anticipate 

the outrageous occasions. The initial step applies a class 

correlation strategy. The subsequent advance comprises of a 

choice tree learning calculation utilized as a prescient model to 

outline set of measurably most huge atmosphere factors 

recognized in the past advance to classes of precipitation quality. 

The procedure is utilized to the investigation the climatic reasons 

for two outrageous occasions happened in India the most recent 

decade: the Chennai 2015 extraordinary precipitation disaster 

and the Tamilnadu(except Chennai) inadequacy of 2016. In the 

two cases, our outcomes are in great concurrence with 

investigations distributed in the writing. 

 

Keywords : Extreme event, Drought, Intense rainfall, KDD 

(Knowledge Discovery in Databases), Data mining, 

Classification, Decision tree.  

I. INTRODUCTION 

Tamil Nadu, located in southeast peninsular India, 

receives the major part of its annual rainfall during the 

northeast monsoon season (the three-month period from 

October to December). Coastal Tamil Nadu (including 

Chennai, Cuddalore, Nagapattinam, Ramanathapuram and 

Kanyakumari) receives about 60% of its annual rainfall and 

interior Tamil Nadu receives about 40-50% of annual rainfall 

during northeast monsoon. In comparison with Indian 

summer monsoon, the Northeast monsoon is characterized 

by limited aerial extent and average lesser rainfall 

amount[1-3]. During northeast monsoon season, Tamil Nadu 

generally receives rainfall due to the formation of tough of 

low, cyclonic circulation, easterly waves, low pressure area in 

the Coastal, depression and cyclonic storm over Bay of 

Bengal, because, the northeast monsoon season is the major 

rainy season in the Tamilnadu state. The vicissitudes of the 

rainfall of Tamil Nadu state has led to considerable and 

widespread interest among the public, farmers as well as in 

government circles in recent years, in view of the frequent 

failure of northeast monsoon rainfall over Tamil Nadu. 

There are several papers and documents to explain the 

relation between OLR and Northeast monsoon rainfall. The 

inter-annual variation of the outgoing long-wave radiation 

s 
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for the summer monsoon period showing a close association 

with the large-scale monsoon rainfall over India has been 

mentioned by Prasad and Verma (Prasad and Verma, 

1985)[4-6]. They have concluded that the satellite-derived 

outgoing long-wave radiation can be used to monitor more 

comprehensively, the large-scale monsoon circulation and its 

year-to year variability, in view of its spatial coverage over 

oceanic areas. Prasad and Bansod have found the 

relationship between averaged OLR for west central India 

and the Indian summer monsoon rainfall to be stable (Prasad 

and Bansod, 1964). The inter-annual variability of Indian 

summer monsoon rainfall and Northeast monsoon rainfall is 

determined by external forcing and nonlinear internal 

dynamics. Surface air temperature is one of the factors that 

influence monsoon variability. The distribution of surface air 

temperature over land and sea determines the locations of 

heat source and sink which in turn affect circulation patterns 

through thermal and latent heat energy exchange between 

atmospheres and the surface beneath. A number of studies 

addressed the relationship between Indian summer monsoon 

and land and sea surface temperatures (Sikka, 1980; Verma. 

et al, 1985)[7].  

Many studies (Rajeevan.et al, 1998; Pai, 2003) examined 

the global land surface air temperature anomaly patterns in 

association with inter annual variability of Indian summer 

monsoon rainfall[8]. Balachandran et al (2006) suggested 

that, in the correlation coefficient patterns, the positive 

correlation coefficient regions indicate that when the surface 

air temperature over these areas are Southeast India, 

especially Tamil Nadu and Puducherry experienced 

unprecedented rainfall activity during November and early 

December 2015 leading to devastating flood over Tamil 

Nadu[9]. Chennai was worst affected during the end of 

November and early part of December. The extremely heavy 

rainfall over north coastal Tamil Nadu including Chennai 

occurred in three different spells, viz., 8-9 Nov, 16-17 

November and 30 Nov.-1- Dec., 2015. Details of the synoptic 

situations for these three spells are presented. It was mainly 

due to a Deep depression over southwest Bay of Bengal, well 

marked low pressure area over southwest bay of Bengal and a 

trough of low with embedded cyclonic circulation extending 

up to middle troposphere level respectively. The performance 

of the IMD GFS and WRF model for these three extreme 

spells are evaluated and presented[10-13]. 
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Fig.1a INSAT-3D satellite imagery of DD (08-10 Nov 2015) 

based on 09th/1130 UTC, Doppler Weather Radar, Chennai 

imagery based on 09th/1400 UTC 

 

 
 

Figure 1-b- Spatial distribution of 24-hr heavy rainfall 

occurences as on 0300 UTC of 08-11 November 2015). 

 

Data mining − a step in the more general process of 

knowledge discovery in databases (KDD) − attempts to 

uncover hidden patterns in large data sets. Its main goal is to 

extract information from a data set and transform it into an 

understandable structure for further use, in order to facilitate 

a better interpretation of existing data [8]. These patterns can 

be seen as a kind of summary of the input data and may be 

used in further analysis. Data mining may, for instance, 

identify multiple clusters or subsets in the data, which can 

then be used to obtain more accurate prediction results by a 

decision support system. For more several decades, 

climatologists have been using data mining techniques in an 

assortment of studies. For a review see [9] and references 

therein. However, within the particular context of extreme 

rainfall-associated events, data mining technologies were 

applied in a relatively small number of studies[10,11]. Here it 

is present an innovative data mining approach to investigate 

the climatic causes of extreme events such as the Chennai of 

2015 tragedy, and the Chennai of 2016 droughts. Our 

approach comprises two main steps of knowledge extraction, 

applied successively in order to reduce the complexity of the 

original dataset, and identify a much smaller subset of 

climatic variables that may explain the event being studied. 

In the first step, it is follow along the lines of [14], and apply 

a class comparison technique commonly used as a tool to 

analyze large data sets of genome-wide studies. This step 

results in a series of-spatial fields that identify which climatic 

variables behave differently across pre-defined classes of 

rainfall intensity. More generally, it permits to identify 

coherent spatial patterns that might indicate the existence of 

plausible links between different climate subsystems. The 

second step consists of a decision tree (DT) learning 

algorithm used as a predictive model to map the set of 

statistically most significant climate variables identified in 

the previous  step to classes of rainfall intensity. A decision 

tree is a flowchart-like structure in which internal nodes 

represent tests on attributes, each branch represents the 

outcome of a test, and each leaf node represents a class label. 

A path from the root to a given leaf represents a set of 

classification rules [15]. In the present context, the final 

result identifies a small subset of climatological variables 

that may explain or even forecast the extreme event in 

study.The remainder of this paper is organized as follows. 

Section 2 presents the methodology and data sets used in this 

investigation. Section 3 presents our results, while in Section 

4 conclusions and discuss some further developments. 

 

II. METHODOLOGY 

 

The data mining approach here employed comprises two 

main steps of knowledge extraction: 1)Class-Comparison, 

and 2)Decision Trees. These methods are applied 

successively to reduce the difficulty of the original dataset 

(obtained from Chennai Meteorological Department: 

http://www.imdchennai.gov.in/) and recognize a much 

smaller subset of climatic variables that may explain the 

event being studied. 

 

A.. Class-Comparison 

 

Class comparison methods are used for comparing two or 

more pre-defined classes in a data set. Here, it is apply the 

class-comparison to time series of climatic grid box values or 

indices, but not to the entire fields. The objective is to 

determine which variables in our data set behave differently 

across pre-defined classes of rainfall strength (“high”, 

“neutral”, and “low”, for example). The “no-difference” case 

corresponds to a null hypothesis. The classes are defined in 

such a way so as to captured in the correct class the main 

episodes of drought or extreme rainfall that occurred during 

the period being evaluated. There are several methods for 

checking whether differences in variable values are 

statistically significant[16]. The F-test is a generalization of 

the well-known t-test, which measures the distance between 

two samples in units of standard deviation. Large absolute 

values of the F-statistic suggest that the observed differences 

among classes are not due to chance, and that the null 

hypothesis can therefore be rejected. Supposing there are J1 

data points of class 1 and J2 data points of class 2, the t-test 

score is computed as:  
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For more than two classes, an F-statistic shall be computed. 

In this case, the alternative to the null hypothesis is that at 

least one of the classes has a distribution that is different from 

the others. The t-test and F-test scores may be converted into 

probabilities, known as p-value. A p-value is the probability 

that one would observe under the null hypothesis a t-statistic 

(or F-statistic) as large as or larger than the one computed 

from the data. Both the t-test and F-test assume that the 

means are normally distributed, which may not hold, 

particularly when the number of data points is small. In this 

case, one could use the non-parametric counterparts of these 

tests, such as the Wilcoxcon test, the Kruskal-Wallis, or a 

permutation method. The probability of observing an 

F-statistic as large as or larger than the one computed from 

the data is called a “p-value”. It is a measure of statistical 

significance in the sense that one expects to observe, under 

the null hypothesis, p-values less than 0.01 only 1% of the 

time. Permutations methods, which do not rely on data 

normality assumptions, are commonly used for computing 

p-values [17]. For this, after calculating t-test scores for each 

variable, the class labels of the J1 and J2 are randomly 

permuted, so that a random J2 of the samples are temporarily 

labeled as class 1, and the remaining J2 samples are labeled 

as class 2. Using these temporarily labels, a new t-test score is 

calculated, say t*. The labels are then reshuffle many times 

again, with a t* being computed at each permutation. The 

p-value from the permutation t-test is given by: 

 

p-value from the permutation t-test is given by: 

   p 

-value

 
 

B. Decision Tree 

Usually, DT learners use the divide-and-conquer strategy to 

construct a suitable tree from a training set. For this, the 

problem is successively divided into smaller sub-problems 

until each subgroup addresses only one class, or until one of 

the classes shows a clear majority not justifying further 

divisions. Most algorithms attempt to build the smallest trees 

without loss of predictive power. To this end, the J4.8 

algorithm relies on a partition heuristic that maximizes the 

“information gain ratio”, the amount of information 

generated by testing a specific attribute. This approach 

permits to identify the attributes with the greatest 

discrimination power among classes, and select those that 

will generate a tree that is both simple and efficient.  

 

The information gain is measured in terms Shannon’s 

entropy reduction. Given a set A with two classes P and N, 

the information content (in bits) of a message that identifies 

the class of a case in A is then 

 

------------------ (1) 

 

where  is the total number of objects belonging to class , and 

n is total number of the objects into the classes N. If A is 

partitioned into subsets A1, A2, … , Av by a given test T, the 

information gained is given by 

 

-----------(2) 

where Ai has pi objects from the class P, and ni from the class 

N. The algorithm chooses the test T that maximizes the 

information gain ratio G(A;T)/P(A;T), with 

 

---------(3) 

being the information gain from the partition itself. The 

process is repeated recursively to obtain the other nodes, 

structuring the decision tree with the rest of the subsets. 

 

III. RESULTS 

 

The climatic causes of the Chennai 2016 tragedy and the 

Tamilnadu droughts of 2005 and 2010 are investigated. The 

entire data sets used in the analysis can be freely downloaded 

from the Web(obtained from Chennai Meteorological 

Department: http://www.imdchennai.gov.in/). Surface- and 

pressure-level atmospheric fields have a spatial resolution of 

2.5ox2.5o and were extracted from NCEP/NCAR 

Reanalyzes. Sea Surface Temperatures (SSTs) on a 2ox2o 

grid were obtained from the NOAA Optimum Interpolation 

SST Analysis, version 2[20]. The objective of this study is to 

determine which variables in our dataset behave differently 

across pre-defined classes of precipitation intensity. The 

“no-difference” case corresponds to the null hypothesis for 

the applications considered here. 

 

A. Extreme Rainfall over Chennai of Tamilnadu 

 

The data set used in this study comprises 3.781 time series 

(Table 1). Gridded data cover a region delimited by latitudes 

20oS and 50oS, and longitudes 30oW and 60oW. Since the 

episode of extreme rainfall in Chennai was an event of short 

duration, pentad-averaged anomalies were used in the 

analysis. 

Table 1: Data set used in this study 
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Variable Units Observations 

No. of 

Time 

Series 

Sea Surface Temperature oC Surface 147 

Sea Level Pressure - SLP Pa 1000 hPa 170 

Air Temperature oC Surface 170 

Specific Humidity g/kg At 850 and 1000hPa 331 

Omega Pa/s At 100,200,300,400,500,600,700,850, 

and hPa 

1478 

Geopotential Height m At 1000hPa 174 

Zonal Wind m/s At 200,500,850 hPa 512 

Meridional Wind m/s at 200,500,850 hPa 516 

Cloud Cover % Surface 174 

 

A. Class-Comparison 

The goal is to identify variables that might correlate with 

observed differences among classes of rainfall in the region 

of Chennai (red colored dots in Figs.3 to 5), one of the most 

affect areas by the 2015 disaster. To this end, we analyzed 12 

years (January 1994 up to December 2016) of pentad 

averages, comprising 3,781 environmental variables. 

Precipitation data in the region of Chennai (Fig.2) is an 

average of five measurement stations of Chennai 

Meteorological Department. For classification purposes, the 

pentads of this time series were divided in three classes of 

precipitation intensity: “strong”, “moderate”, and “light” 

rainfall. The standard t-test (eq.1) was applied, as 

recommended for applications with two classes: “strong” 

(precipitation greater than 8), and “moderate” (precipitation 

between 0 and 8). Results for the most significant variables 

identified by this procedure are presented in Figs.3 to 5. 

These results represent p-value fields, where coherent spatial 

patterns of low p-values indicate the existence of a possible 

links between omega and zonal/meridional wind anomalies, 

at different levels, and the precipitation intensity in the 

region of Chennai (Fig.2). The red isolines in Fig. 3 and 4 

correspond to omega anomalies averaged over the period 

November 22 up to 26, 2015, the period of most intense 

precipitation in and around Chennai (delimited by the red 

bars in Fig.1). The wind fields in Fig.4 are also anomalies 

averaged over the same period. 

 

Table 2:Time Series Data Of Rainfall By Seasons (Last 20 Years)-2015-2016 

  Hot 

South West North East Winter 
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Season 

Monsoon Monsoon Season     

            

 Year Normal actual Normal actual Normal actual Normal actual Normal actual   

1. 1994-95 135.1 164.4 158.2 754.3 328.2 567.6 25.6 0.1 647.2 956.3 +309.1  

              

2. 1995-96 135.1 177.3 158.2 579.9 328.2 194.1 25.6 0.5 647.2 956.3 +309.1  

              

3. 1996-97 135.1 126.6 158.2 181.4 328.2 340.5 25.6 1.2 647.2 649.7 +2.5  

              

4. 1997-98 135.1 75.0 158.2 167.7 328.2 571.9 25.6 0.6 647.2 890.2 +243.0  

              

5. 1998-99 135.1 69.8 158.2 229.7 328.2 434.8 25.6 16.0 647.2 750.3 +103.1  

              

6. 1999-00 135.1 92.3 158.2 87.1 328.2 504.7 25.6 68.7 647.2 752.6 +105.4  

              

7. 2000-01 135.1 141.9 158.2 339.0 328.2 179.8 25.6 5.0 647.2 665.7 +18.5  

              

8. 2001-02 135.1 66.20 158.3 152.4 328.2 327.0 25.6 6.1 647.2 551.8 -14.74  

              

9. 2002-03 135.1 69.6 158.3 78.6 328.2 62.8 25.6 17.6 647.2 228.6 -64.67  

              

10 2003-04 148.4 202 192.9 90.1 327 205.4 26.1 16.7 694.4 514..2 -25.9  
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11 2004-05 148.4 294.7 192.9 233.3 327.0 260.2 26.1 26.6 694.4 814.8 17.3  

              

12 2005-06 148.4 162.1 192.9 177.6 327.0 505.7 26.1 17.7 694.4 863.1 24.3  

              

13 2006-07 148.4 128.4 192.9 141.5 327.0 444.3 26.1 11.1 694.4 725.3 4.4  

              

14 2007-08 148.4 190.8 192.9 204.3 327.0 378.0 26.1 25.0 694.4 798.1 14.9  

              

15 2008-09 148.4 157.3 192.9 695 327.0 312.2 26.1 1.3 694.4 1165.8 67.89  

              

16 2009-10 150.2 101.5 192.9 765.4 327 306.1 26.1 4.8 696.2 1177.8 69.2  

              

17 2010-11 150.3 194.6 233.1 188.0 341.9 437.0 20.3 82.9 745.6 902.5 21.0  

              

18 2011-12 168.0 140.4 189.8 252.9 328.9 410.7 20.3 2.6 707.0 806.6 14.1  

              

19 2012-13 150.3 121.2 189.8 162.4 320.9 278.5 20.3 57.8 689.3 619.9 -11.2  

              

20 2013-14 150.3 141 189.8 596.7 328.9 257.9 20.3 5.1 689.3 1000.7 45.2  

              

21 2014-15 150.3 342.3 189.8 764.2 328.9 311.6 20.3 0 689.3 1418.1 105.7  

              

22 2015-16 150.3 118 189.8 309.4 328.9 341.1 20.3 23 689.3 791.5 15  

              

Source: Directorate of Economics and Statistics, Chennai. 

 

 

 

 

 

 

(Description of rainfall terminologies: Rainfall amount: 

Heavy: 64.5 to 124.4 mm, Fig;3 Very Heavy: 124.5 to 244.4 

mm and Extremely Heavy: ≥244.5 mm; Spatial distribution: 

Isolated (ISOL): 1-25% of stations reporting rainfall, 

Scattered (SCT / A few places) : 26-50% of stations reporting 

rainfall, Fairly WideSpread (FWS/ Many places): 51-75% of 

stations reporting rainfall and Widespread (WS/ Most 

places): 76-100% of stations reporting rainfall during the last 

24 hours ending at 0300 UTC of every day). 
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Fig.2c Rainfall realised in association with Deep Depression (08-10 Nov 2015) (based on IMD-NCMRWF GPM gauge 

merged rainfall data) 

Well marked Low pressure area over South West Bay of 

Bengal (12-18 November 2015) Associated with this system, 

rainfall activity occurred over coastal Tamil Nadu during 

12-18 November. Heavy to extremely heavy rainfall occurred 

along the entire north Tamil Nadu coastal belt during the 

24-hr ending 0300 UTC of 16th and isolated heavy to very 

heavy rainfall on the other days. Spatial distribution of 24-hr 

heavy rainfall occurences as on 0300 UTC of 13-19 

November 2015) is depicted in Fig.2b. 
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Fig.2b 24-hr accumulated rainfall as on 0300 UTC of 13-18 November 2015 in association with well marked low 

of 12-18 Nov 2015 (based on IMDNCMRWF GPM gauge merged rainfall data) 
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Regions with darker shades indicate the grid parameters 

with lower p-values. A p-value<0.01, for example, 

indicates probability lower than 1% of being a false 

positive. Figures 3 and 4 show a dense dark area of low 

p-values for omega at different levels, which extends 

from the Chennai city of Tamilnadu state. During the 

extreme rainfall episode, it is also observe (see the 

isolines) that omega values are negative over the 

continent (upward vertical motion) and positive over the 

ocean (downward vertical movement). It is well known 

that upward vertical motion over the continent can result 

in rainfall. This rainfall is fed by moisture transported 

from the ocean to the continent by easterly winds that 

predominated in the area in late November (see Fig. 4). 

According to the location of a blocking anticyclone on 

the Bay of Bengal Ocean (with winds that rotate in 

anti-clockwise on the Southern Hemisphere) determined 

the occurrence of easterly winds on large part of the 

South Region coast, resulting in a large scale moisture 

transport from the ocean to the continent. 
 

B.. Decision Tree 

 

The decision tree with the J4.8 algorithm was created 

with confidence factor used for pruning (0.25), and 

number of instances per leaf(8). Several tests were 

performed: with fixed number of attributes 

(meteorological variable for different coordinates are 

considered different attribute) with smallest p-values. 

The best result was obtained with the 5 different 

climatological variables, considering 10 different 

coordinates for each variable, with smallest p-values 

(total 50 attributes). To this goal, the precipitation time 

series were divided over the area of Chennai(red dot) in 

two classes:  “light” (values below the median), and 

“strong” (values above the median), corresponding to 

episodes of low and high rainfall, respectively. The 

training set comprised data from 2000 up to 2016. The 

years of 1999, 2007, 2008, 2009, and 2010 were used to 

evaluate the tree performance. Figure 1shows two 

rainfall intense episodes: July 1999, and November 

2008. The event at July 1999 was less intense than 

November 2008. 

The resulting tree, displayed in Fig.5, has 7 leafs (4 

“strong” and 3 “light”) and 6 decision nodes. The 

variable with the highest information gain is omega at 

500 hPa, and at coordinates 50oW and 25oS. As 

expected, these coordinates are as near to the disaster 

zone as the limited spatial resolution of the gridded data 

permits. Note that all but one decision nodes are also 

associated with omega, at different pressure levels but 

always in the vicinity of the affected area. These results 

highlight the key role played in the episode of extreme 

rainfall in Chennai 2015 by the vertical transport of the 

moisture, brought from the ocean by sustained easterly 

winds. As a predictor, the tree was able to forecast 100% 

of the cases of extreme rainfall during the evaluation 

years (1995, 2007-2016), including the episode occurred 

in November 2015. 
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Figure 5. Decision tree generated: training set from 2000 up to 2016; test set:1999, 2007-2016

. 

C.Tamilnadu Droughts 

This analysis has used climatological data covering the 

period from January 1995 up to December 2016. 

Monthly anomalies were computed relative to the mean 

values over the period. The entire data set used in this 

illustrative study comprises 2.455 time series.  

D. Class-Comparison 

Class-classification was based on a time series of 

monthly accumulated precipitation anomalies, averaged 

over the area delimited by latitudes 4oS and 8oS and 

longitudes 68oW and 72oW. This time series was used 

as proxy of drought in our analysis. This region, located 

in the east costal area was strongly affected by the 

droughts of 2005 and 2010. In this time series, the range 

of anomalies was split into 3 sub-classes: “dry”, 

“neutral” and “wet”. To this end, the interval is divided 

between the highest and the lowest precipitation anomaly 

into three parts, assigning the upper and lower 37% bins 

to the “wet” and “dry” classes, respectively, and the 

remaining 26% to the “neutral” class. The results 

represents class comparison between ''dry'' and ''neutral'' 

classes. 

 

IV. CONCLUSION 

 

In this work our technique was used to generate decision 

trees and rules for classifying weather parameters such 

as maximum temperature, minimum temperature, 

rainfall, evaporation and wind speed in terms of the 

month and year. The data used was for Tamilnadu 

metropolis obtained from the meteorological station 

between 2009 and 2016. The results show how these 

parameters have influenced the weather observed in these 

months over the study period. Given enough data the 

observed trend over time could be studied and important 

deviations which show changes in climatic patterns 

identified. This work is important to climatic change 

studies because the variation in weather conditions in 

term of temperature, rainfall and wind speed can be 

studied using these data mining techniques. 
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ABSTRACT

Web services is software entity allows machine to machine communication,

operates as standalone unit and interoperability over network using standard web

technologies such as Hypertext transfer protocol (HTTP) and eXtensible markup

language (XML). With the rapid growth of cloud platform, infrastructure and

emergence of multiple Digital transformation technologies, more and more

conventional applications are transformed into web-based services. Service-based

approach creates tremendous impact on multimedia content storage, retrieval,

delivery and communication. With cloud infrastructure and service, get

economically viable, real time, high resolution multimedia content on-the-go

anywhere and everywhere using adaptive http streaming approach. This paper

presents convergence of adaptive http streaming from conventional infrastructure

to cloud enabled model and presents the advancement and architecture of
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Abstract- In this paper, a clustering approach based on modified mutation strategy in the Differential 

Evolution has been proposed. The objectives of modification are to achieve high rate of convergence and 

to obtain better cluster efficiency. The proposed form of modification has been applied on probabilistic 

environment to define the differential vector through randomly selected members and the best solution 

has been obtained. Over number of benchmark dataset, clustering efficiency have been estimated and 

compared with Conventional Differential Evolution as well as Particle Swarm Optimization. The 

proposed solution has delivered the superior and consistent performance over the considered benchmark. 

 

Index Terms-Clustering, Convergence, Differential evolution, Mutation, Particle swarm optimization  
 

I. INTRODUCTION 

The tremendous growth of data-based knowledge in scientific studies has presented lot of challenges       

before the researchers to extract useful information from them using traditional data base techniques. 

Hence effective mining methods are essential to discover the implicit knowledge from huge data 

warehouses. Data based knowledge offer numerous opportunities in various practical applications like 

bioinformatics, engineering, biology, healthcare, medicine, prediction analysis, forecasting the crime and 

various computing techniques.  

 

To perform this, knowledge extraction is done with the help of data mining techniques such as 

classification and clustering. The important task of combining various population or data points into 

clusters is clustering which performs similarity of points. It is one of iterative process of discovery of 

knowledge which involves major trial and failure. The clustering process does not require any kind of 

feedback to perform similarity of data points, it is self-organized [1]. Clustering defines a new swarm 

intelligence (SI) for partitioning any datasets into an optimal number of groups through one run 

of optimization. SI is an innovative distributed intelligent paradigm for solving optimization problems 

that originally took its inspiration from the biological examples by swarming, flocking and herding 

phenomena in vertebrates.  

 

Data clustering is a popular approach of automatically finding classes, concepts, or groups of patterns. 

Particle Swarm Optimization (PSO) incorporates swarming behaviors observed in flocks of birds, schools 

of fish, or swarms of bees, and even human social behavior, from which the idea is emerged. Data 

clustering using PSO can be used to find the centroids of a user specified number of clusters. For 

automatic clustering of large unlabeled data sets, Differential Evolution (DE) is used. [2]  

 

This work proposed the method for clustering, based on differential evolution. Even though DE is very 

efficient, but sometimes it suffers from the issue of slow convergence and difficulties in achieving the 

global solution. To overcome these, balance between exploration and exploitation has been maintained by 

adding the two modules in the conventional DE. To increase the level of exploitation, under the 

probabilistic mode, selection between best and randomly selected member takes place. The Differential 

vector made by best solution, deliver the fast change in the solution and results in faster convergence. The 
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multi-culture approach helps in exploration of new and efficient solution. Gathering and selection of 

solution from different environments will maintain the diversity in the population. 
 

II. RELATED WORK 

The author Gupta [3] et al., has proposed a new efficient clustering approach which was applied on k 

harmonic means (KHM) by using PSO. The local optimum problem of KHM was overcome by PSO. 

Also, fuzzy logic was used to control the various parameters of PSO. The author Pranav [4] et al., has 

achieved the global optima on clustering by making use of two validation indices criteria. These indices 

were simple and robust against other outliers and shown best clustering which has lower computation cost 

and parallel execution and faster convergence. The author Wang [5] et al., combines PSO and DE 

approach by taking velocity update of PSO and mutation parameter of DE to generate the new population. 

The DE re-mutation, crossover and selection are performed throughout the optimization process to get the 

good results. This approach gives the best result compared to inertia weight PSO and comprehensive 

learning PSO and basic DE. The author Zhu et al., [6] has discussed complications associated with K-

means clustering algorithm and centroid all rank distance concept has been presented. To overcome the 

difficulties associated with density and delta-distance clustering (DDC) when data derived from the two 

indicators are large, an efficient and intelligent DDC algorithm has been discussed by author Liu et al [7]. 

A robust recommendation algorithm based on kernel principal component analysis and fuzzy c-means 

clustering has been presented by author Huawei et al., [8].  The author has presented a variation of 

differential evolution (DE) algorithm to solve an automatic clustering problem [9]. The author [10] 

describes the new improved approach of PSO by improving the diversity mechanism and mutation 

operator to employ new neighborhood search strategy. These new approaches were tested on well-defined 

benchmark data sets. Based on matrix partitioning a hierarchical clustering algorithm has been presented 

in [11].  

 

III. PROPOSED WORK 

A. Modified Mutated DE (MMDE) 

To increase the convergence speed of DE, a new approach in mutation operation has been presented. It 

has two possibilities of differential change under the probabilistic environment. In the first case, 

differential change is defined through best member and random selected member while in second case 

three random members are selected to define the differential change. A threshold value is defined to 

determine the selection of differential change type. Best member based differential change generate the 

faster change, while the random member-based selection tries to prevent from suboptimal convergence. 

The pseudo code for applied mutation strategy has been shown below. 

 

 

 

 

 

 

 

 

 

In this work Thr equal to 0.2 has taken. Threshold value should not be high otherwise 

population will lose the diversity soon.  

● Define the Threshold value (Thr) 

●   r = U [0, 1]; a random number generated through uniform distribution in range of [0 1]; 

●    if   r < Thr 

                     • Select two members’ m1 & m2 randomly from population 

                      •Select best member BM from population  

                      •Mutation vector defined as: Mv = m1+ mf* [ BM- m2]; 

        Else 

                      •Select three members m1, m2 & m3 randomly from population 

                      • Mutation vector defined as: Mv= m1+ mf*[m2-m3] 

● End 



Alliance International Conference on Artificial Intelligence and Machine Learning (AICAAM), April 2019    

226 
 

B. Multi-domain-based DE  

A multi-culture concept called “Multi-culture modified mutation Differential Evolution” has been 

developed to evolve the individual population independently and later exploit to form a better community 

to search the solution space efficiently. This approach is inspired very much by present human society, 

where at fundamental level two things happen (i) the independent existence of a number of separate 

population, and they get their progress under the same environment up to a certain period of time. (ii) 

with respect to objectives, a number of individuals are selected from the different population and form a 

new population to achieve the objectives. Rather than working under monoculture formed by one 

population as in conventional PSO, multiculture environment has been proposed, where a number of 

different environments created by a different set of population independently. Each population has 

evolved socially, independently to generate the multiculture and later among all, best individuals are 

selected to finish the task. This is a dual stage process where first stage finds some potential solution 

discovered from different regions of solution space, and later in the second phase, each individual 

contributes more efficiently to find a global solution. Even with the small size of the population, the 

proposed method has achieved better quality solution with the very high value of consistency.   

 

In the working principle of MMDE, population (POP) are the initial random population, which is evolved 

by the DE process individually and independently for a fewer number of iterations and creates the multi-

culture new population (NPOP). Even though the process of creating the NPOP is same for all POP, 

because of difference in leadership and different community surrounding, each NPOP has different 

characteristics. Through the fitness-based selection process, among all members from all NPOP, better 

members are selected to form a new population (SPOP), which has the same size as initial POP. In SPOP, 

there are a number of good candidates, which are different and have higher fitness value, hence the high 

level of diversity exists. Finally, over SPOP, MMDE has been applied till terminating criteria has not 

meet, to obtain the Final Population (FPOP). 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

For the data set namely “Wine data”,” Iris”, and “Glass” data set which are available in UCI 

repository[12] have been considered to analyze the work. In the first part, only the MMDE has been 

applied and performances have been obtained for 5 independent trials. Comparison has been made with 

conventional DE(CDE) and dynamic weighted PSO(DYPSO). For all the cases, the size of population has 

been considered as 100, mutation rate and crossover rate as 0.4 and 0.5. The allowed number of iterations 

were 600.The performances have been represented in terms of correctly placed data samples in the 

clusters, number of data samples placed wrongly, cluster efficiency and total intra cluster distance value. 

In second part, multidomain based experiment has been included with MMDE and performances have 

been estimated over “Glass” data set. Experimental process has been developed in the MATLAB 

environment. 
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A. Dataset: Wine Data 

There are total 178 set of data carrying 3 clusters. Each data contains 13 attributes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.1 DYPSO based convergence in 5 trials for winedata set          Fig.2 CDE based convergence in 5 trials for      
              winedata set 

 
Fig.3: MMDE based convergence in 5 trials for winedata set 

 

 

 

Table1: Mean Performance over 5 trials by different algorithm over winedata set  

 

 Correctly 

clustered 

data samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster Distance 

value 1.0e+006 * 

DWPSO 125 53 70.22 2.4088e+006 

CDV 125 53 70.22 2.3707e+006 

MMDV 125 53 70.22 2.3707e+006 
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Table 2: Centroid position for winedata 

C1 3.0351 3.0067 3.0065 3.0541 3.2816 3.0057 3.0043 3.0108 3.0041 3.0154 3.0024 3.0067 4.9797 

C2 3.0375 3.0051 3.0065 3.0462 3.2867 3.0078 3.0081 3.0008 3.0051 3.0154 3.0029 3.0084 6.2486 

C3 3.0339 3.0067 3.0062 3.0565 3.2508 3.0057 3.0048 3.0010 3.0040 3.0111 3.0024 3.0067 4.2455 

 
The performances obtained under 5 independent trials by different algorithms have been shown in 

Table1.It can be observed that all the three algorithms have nearly the same performances, while there is 

little more distance measure appeared for the DYPSO. The obtained centroid value by MMDE for 1st trail 

have been shown in Table2.The convergence characteristics for DYPSO, CDE and MMDE have been 

shown in Fig.1 to Fig.3.To get the relative convergence speed, Fig.4 has plotted the mean convergence 

characteristics. Proposed MMDE has shown the fastest rate of convergence while DYPSO was the 

poorest. 

 

B  Dataset: IRIS Data 

Contain total 150 data set and each data has 4 attributes. Three different global clusters exist in dataset. 

The convergence performances of DYPSO, CDE and MMDE have been shown in Fig. 5 to Fig.7, while 

the statistical performances have been shown in Table 3 to Table 5. It can be observed that MMDE has 

shown very consistent performance in all trials and in Fig.8 comparative convergence has been shown. 

The obtained best value of centroid has been shown in Table 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig,4: Mean convergence comparison for Iris data set      Fig.5: DYPSO based convergence in 5 trials for     
         Iris data set 
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Fig.6: CDE based convergence in 5 trials for Iris data set          Fig.7: MMDE based convergence in 5 trials for  

            Iris data set 

   

 

 Table 3: DYPSO performance over Iris data 

 

Trial No. 

IRIS(PSO) 

Correctly 

clustered data 

samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster Distance 

value 

1 134 16 89.33 79.3157 

2 134 16 89.33 80.2949 

3 133 17 88.67 79.4755 

4 136 14 90.67 83.2333 

5 133 17 88.67 79.7068 

Mean 134 16 89.33 80.4052 

 
Table 4: CDE performance over Iris data 

Trial No. 

IRIS(CDV) 

Correctly 

clustered data 

samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster Distance 

value 

1 134 16 89.33 79.2028 

2 134 16 89.33 78.9563 

3 133 17 88.67 79.1462 

4 134 16 89.33 79.2389 

5 134 16 89.33 78.9430 

Mean 133.8 16.2 89.2 79.0974 
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      Table 5: MMDE performance over Iris data 

Trial No. 

IRIS(MMDV) 

Correctly 

clustered data 

samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster Distance 

value 

1 134 16 89.33 78.9471 

2 134 16 89.33 78.9631 

3 134 16 89.33 79.0133 

4 134 16 89.33 78.9454 

5 134 16 89.33 78.9494 

Mean 134 16 89.33 78.9637 

 

 
Fig.8: Mean convergence comparison for Iris data set                          Table 6: Centroids value for Iris data set 
 

C. Dataset: Glass Data 

This data set contains total 214 data set. Each data set carried 10 attributes and 6 clusters exists. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

          

           Fig.9: DYPSO based convergence in 5 trials          Fig.10: CDE based convergence in 5 trials for                                      

         for Glass data set            Glass data set 
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DWPSO

CDV

MMDV

Centroids of IRIS Dataset 

C1 5.8863     2.7456     4.3731     1.4115 

C2 5.0173     3.4385     1.4452     0.2704 

C3 6.8326     3.1128     5.7640     2.0469 



Alliance International Conference on Artificial Intelligence and Machine Learning (AICAAM), April 2019    

231 
 

0 100 200 300 400 500 600 700
2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8
x 10

4

iteration No.

T
o
ta

l 
In

tr
a
 C

lu
s
te

r 
D

is
ta

n
c
e

0 100 200 300 400 500 600
2.2

2.4

2.6

2.8

3

3.2

3.4

3.6
x 10

4

Iteration No.

M
e
a
n
 T

o
ta

l 
In

tr
a
 C

lu
s
te

r 
D

is
ta

n
c
e

DWPSO

CDV

MMDV

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.11: MMDE based convergence in 5 trials                           Fig.12: Mean convergence comparison for Glass                                                                                          

for Glass data set                                                                          data set 
 

      Table 7: DYPSO performance over Glass data 

Trial No. 

Glass 

(PSO) 

Correctly 

clustered 

data samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster 

Distance value 

1 183 31 85.51 2.4897 e+004 

2 189 25 88.32 2.5737 e+004 

3 178 36 83.18 2.4721 e+004 

4 184 30 85.98 2.6271 e+004 

5 188 26 87.85 2.5209 e+004 

Mean 184.4 29.6 86.17 2.5367e+004 

 
                                             Table 8: CDE performance over Glass data 

Trial No. 

Glass 

(CDE) 

Correctly 

clustered 

data samples 

Wrongly 

clustered 

data samples 

Clustered 

efficiency 

Total Intra 

Cluster 

Distance value 

1 183 31 85.51 2.4990 e+004 

2 189 25 88.32 2.5797 e+004 

3 178 36 83.18 2.5850e+004 

4 184 30 85.98 2.5368 e+004 

5 188 26 87.85 2.5546 e+004 

Mean 184.4000 29.6000 86.17 2.5510e+004 
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Table9: MMDE performance over Glass data 

Trial No. 

Glass 

(MMDE) 

Correctly 

clustered  

data samples 

Wrongly 

clustered 

data samples 

Clustered 

efficiency 

Total Intra 

Cluster 

Distance value 

1 187 27 87.38 2.4990 e+004 

2 187 27 87.38 2.5797 e+004 

3 187 27 87.38 2.5850 e+004 

4 189 25 88.32 2.5368 e+004 

5 184 30 85.98 2.5546 e+004 

Mean 186.8 27.2 87.29 2.5510e+004 
 

                Table10:  Centroids value for Glass data set 

C1 166.0782     2.4471    13.7061     3.5266     2.2563    73.3031 2.4611    10.7421    -0.1976    0.5747 

C2 198.4844     2.5638    16.2827     3.2212      2.7751    73.5565     1.7972     9.9803     1.6024     -0.1853 

C3 54.2369       2.1344    14.2542     4.4666     1.9043    72.6730     1.0457     9.7003     1.4352      0.2335 

C4 18.5031       2.1863    13.2582 4.4278     1.5191    74.4194     1.3567    10.2181    0.4565     10.1096 

C5 129.9205     0.8875    13.9521     4.3390     2.7228    75.5818 0.9168     8.7067     1.4468      1.4522 

C6 91.0957       2.8459    14.1901     3.6017     2.9122    72.2789     0.9257    10.0617     0.7071     1.1787 

 

For the Glass data set the obtained convergence characteristics have been shown in Fig.9 to Fig.11. 

Comparative mean convergence has been shown in Fig.12. It can be observed that, in spite of more 

number of clusters, superior convergence has appeared. The obtained statistical performance has been 

shown in Table7 to Table9. For MMDE, maximum cluster efficiency has been obtained. The obtained 

best centroid value has also been shown in Table10. 
 

D. Multidomain based MMDE 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.13 Convergence characteristics in 1
st
 Stage for   Fig.14 Convergence characteristics in 2

nd
 stage        

multidomain MMDE                      for multidomain MMDE   
    
Convergence characteristics over Glass data set for multidomain MMDE has been shown in Fig.13, for 

the 1st stage and in Fig.14 for the 2nd stage. The obtained performances have been shown in Table11. It 

can be observed that maximum efficiency 87.48% has been obtained. The corresponding centroid value 

has also been shown in Table 12. 
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Table11: Multidomain MMDE performance over Glass data 

Trial No. 

(MMDE) 

GLASS 

Correctly 

clustered data 

samples 

Wrongly 

clustered data 

samples 

Clustered 

efficiency 

Total Intra 

Cluster Distance 

value 

1 188 26 87.85 695.5811 

2 188 26 87.85 694.0454 

3 189 25 88.32 707.4350 

4 190 24 88.79 697.8723 

5 181 33 84.58 715.1624 

Mean 

(Std.Dev) 

187.2 

(3.5637) 

26.8 

(3.5637) 

87.48 

(  0.1252) 

702.0192 

(9.042) 

 
Table12: Centroid values by Multidomain MMDE 

 

C1 16.0000     1.5165    13.4754 3.3530     2.4072    74.6342     0.0100     8.7993     0.0894     0.2050 

C2 201.3622     1.5122    14.7074     0.1029     1.2528    72.3216     0.1859     8.6580     1.3473     0.0031 

C3 165.4855     1.5189    12.7370     2.3479     2.1774    71.8032     0.7419     7.7070     0.2396     0.0068 

C4 48.0214       1.5246    11.9324     4.4900     1.1781    72.9279     0.7290     9.8281     0.0987     0.0876 

C5 88.8809       1.5116    13.4721     3.3903     1.0875    72.9210     0.3255     7.9812     0.0100     0.1157 

C6 127.1936     1.5134    13.9751     3.8544     1.4775    73.6876     0.2323     9.0625     0.0100     0.1454 

 

E. Comparative study of MMDE with K-Means 

Comparative performance between Multi-Domain MMDE and K-Means over all the three different data 

sets have been shown in Table13-15. For each data set 5 independent trials have been applied. It can be 

observed with outcomes that the problems with K-Means algorithm are twofold. First it may not deliver 

the optimal performances, second, there is high level of variations in the performances over trails which 

is really a serious issue from the practical point of view. This happens because of sensitivity of K-Means 

algorithm towards initialization. Whereas the proposed method Multi-domain MMDE has delivered not 

only better performance because of exploration but also variation level is very less. 

 

 
     Table 13: Comparative Performance of MMDE and K-means for Wine Data 

 

WineData Multi-Domain K-Means 

Trial 

MMDE Samples K means Samples 

Correctly 

clustered 

Wrongly 

Clustered 

Correctly 

clustered 

Wrongly 

Clustered 

1 125 53 125 53 

2 125 53 120 58 

3 125 53 120 58 

4 125 53 120 58 

5 125 53 120 58 

Mean 125 53 123.75 54.28 

Efficiency 70.22 67.98 
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          Table 14: Comparative Performance of MMDE and K-means for Iris Data 

 

Iris Data Multi-Domain K-Means 

Trial 

MMDE Samples K means Samples 

Correctly 

clustered 

Wrongly 

Clustered 

Correctly 

clustered 

Wrongly 

Clustered 

1 135 15 134 16 

2 134 16 134 16 

3 137 13 100 50 

4 133 17 134 16 

5 134 16 100 50 

Mean 134.6 15.4 120.4 29.6 

Efficiency 89.73 80.27 

 

    Table 15: Comparative Performance of MMDE and K-means for Glass Data 
 

Glass Data Multi-Domain K-Means 

Trial 

MMDE Samples K means Samples 

Correctly 

clustered 

Wrongly 

Clustered 

Correctly 

clustered 

Wrongly 

Clustered 

1 188 26 187 27 

2 188 26 187 27 

3 189 25 187 27 

4 190 24 187 26 

5 191 33 187 27 

Mean 187.2 26.8 187 26.8 

Efficiency 87.48 87.38 

 

V. CONCLUSION 

 In this paper, a modified mutation strategy for differential evolution has been proposed to facilitate the 

clustering requirement of data. This modification increases the convergence rate and deliver the cluster 

efficiency up to the mark. To increase the level of exploration, two stage based a multimodal structure has 

also been proposed. With this structure, the bias variation sensitivity of cluster activity decreased. 

Number of benchmarks have been tested which had the number of clusters from 2 to 6 to ensure the 

generalize capability. Proposed solution has outperformed the conventional form of DE as well as 

dynamic weighted form of PSO. Proposed work has been evaluated only using datasets of UCI 

Repository, further it can be applied on application oriented dataset to evaluate performance. 
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Abstract: The Project is on Real time Human Computer Interaction System based on hand gesture. The System created with 3 part 

: Gesture detection, Gesture recognition and Human computer interaction and it realizes the robust control of keyboard events with 

higher accuracy of gesture recognition. To recognize gestures and make it attainable to identify relatively complex gestures using 

camera. The developed system is highly extendable and can be used in human-robotics or other human-machine interaction 

scenarios with more complex command formats rather than just mouse and keyboard events. In the proposed system, the model is 

trained with a custom dataset and perform specific events specifically keyboard events to control the system. Once the model is 

trained, it can be easily integrated into an application with a graphical interface. The system can be implemented in various 

applications depending on the use case, for example a physically impaired person would be able to control device just with simple 

gestures, there can be a video player controlled  by simple hand gestures or a person could give a presentation without the hassle of 

going near a system by just using simple hand gestures. 

 
Index terms: Python, OpenCV, Hand Gesture, Haar Cascade, XML, Keyboard, PyautoGUI, Convex Hull Algorithm, Human 

Computer Interaction 
 

 

I. INTRODUCTION 
 

Human-computer system is communication between human and computer. Trend of human-computer interaction is becoming 

more interested day by day and is forward operation humanity and easy. Computer vision technology is interaction between human 

and machines. The important input device like mouse and keyboard used to interact with computer. 

By using hand gesture user can pass on more information in short period of time. Human-computer Interaction system has great 

application by using elaborating interface between user and computer. The main aim of proposed system is to identify the specific 

gesture and we can use it to express the information or can control any device or robot. Static affectation of hand is defined 

asposture. 

There are two techniques which are used to interpret gestures for human computer interaction. 

 
(i) Data Gloves technique: 

 

In this technique hardware part like sensors and gloves are used to detect the gestures. In this human had to wear the gloves, helmet 

and other apparatuses. That equipment Transfer finger flexing into electrical signals for determining the hand gesture.
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Fig 1.1: Data gloves based Hand Gesture Recognition 

 
(ii) Computer Vision technique: 

 

Computer vision technique is nature, easy and cheap in cost comparing. This technique extract the feature from the video frame. Web 

camera in laptop is taking the frame continuously and program extract the feature from the frame, process on the frame as required. 

Fig 1.2: Hand Pose taken by camera 

 
II: LITERATURE SURVEY 

 

In vision based approach, there are many method used in hand detection, gesture training, background subtraction and fingertip 

detection. 

A number of recognition techniques are available. Researchers worked on various aspects like skin color or background subtraction 

for hand segmentation. Some worked on plain, uniform background[1][4] whereas some worked on complex background[6]. Usually 

a static background where no other object is moving is used. Segmentation on such static background is comparatively simpler than 

on dynamic background. Hand localization is much easier on uniform background. 

One approach is image segmentation which uses HSV color space model rather than RGB color space to determine the color of 

human skin. This algorithm gives better result for background separation and region boundary but it can't detect the object of skin 

color with similar color background [3]. Another approach is learning based gesture recognition in Adaptive Boosting algorithm that 

can integrate the information of same category of objects. It trains the network by combining all weak classifiers into one strong 

classifier. 

Another technique is based on convex hulls. Palm Detection have many algorithm. In this section some of existing algorithms will be 

discussed which are used in our proposed technique. Jarvis’s March or Gift wrapping Algorithm, Divide and Conquer algorithm, 

Graham’s Scan Algorithm, Quick hull algorithm and Chan’s algorithm. Graham Scan computes the convex hull of any given set of 

points. To implement the system for hand tracking and simple gesture recognition in real time, there is no need to touch or carry a 

peripheral device by user. By comparative analysis, we can conclude that only one detection technique not enough because different 

kind of methods can deal with different problem during detection & recognition. There are various available machine learning 

algorithms that are AdaBoost, support vector machine technique, hidden markov model, & principle component analysis for training 

classifiers [2]. There may also have different convex hull and contour detection of boundary of hand region. 

Using this method, we implemented system for hand detection and haar classifier algorithm to train the classifier. Here we tend to 

additionally use HSV color model for background subtraction & noise removal, convex hull algorithm for drawing contour around 

palm and fingertip detection. 
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There are multiple softwares for image processing application but among them OpenCV (Open Source for Computer Vision) software 

is very popular for Real time image processing applications such as object detection & gesture recognition. The major advantage is that 

one will simply integrate the code with hardware. We implement the projected system on OpenCV library supported UNIX operating 

system setting. 

III: METHODOLOGY 
 

In this System, we start taking the input from web camera. Based on the input system will detect the gesture and do the further process 

on the frame as required and remove the noise also eliminate the background from the image and recognize the gesture. 

 
The simple Haar-like features are used in the Viola and Jones algorithm. The integral image at the location of pixel [x, y] contains the 

sum of the pixel intensity values located directly above the pixel location [x,y] and at the left side of this pixel. So AI[x,y] is the 

original image and AI[x,y] is the integral image that is calculated by below equation 1: 

AI[x,y] =IA[x',y'] 

 
 

Fig 3.1: Common haar like features for integral images[5] 
 

Not one Haar-like feature can identify the object with high accuracy. However, it is not complex to find one Haar-like feature-based 

classifier that has good accuracy than the random guessing. 

In convex Hull algorithmic rule start is segmentation of the hand image that contains the hand to be placed. In order to create this 

method it's potential to use shapes, however they'll be modified greatly in interval that hand moves naturally. 

So, we tend to choose skin-color to induce characteristic of hand. The skin-color could be a distinctive cue of hands and it's invariant 

to scale and rotation. 

Inthenextstepwetendtousetheestimatedhandstatetoextractmanyhandoptionstooutlineasettledmethodoffinger recognition. After the hand 

is segmented from the background, a counter is extracted. The counter vector contains the 

seriesofcoordinatesofedgesofhand.Thentheprocessofcountervectorprovidestheplacementofthefingertip. 

Calculate the points with min and max of x and y coordinates in Convex Hull and jin these points. There also are other points for that 

find convex defects i.e. between each arm of hull. We have used opencv library for this project is called open computer vision 

(openCV). 
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Capture Input From Camera 

Binarize the Hand Image By Thresholding and Remove Noise 

Detect the Boundary Points using Convex Hull 

Find Convexing Defects(Fingers) 

Hand Gesture 

| 

| 

 
| 

| 

 
| 

| 

 
| 

| 

 
| 

Final Output 

Fig 3.2: Flow of Methodology for finger counter 

 
IV: SOFTWARE IMPLEMENTATION 

 

Human Computer Interaction, robotics, biometrics, image processing and other area where openCV library can be used. Visualization 

is most important and that include implementation of Haar Classifier detection and training. Two set of images are required to train 

the haar classifier. One set which refers positive image which will be our model object for gesture recognition and another set image 

refers negative image which does not contains an interested objects. It is also important that they should be different in background 

and lighting. 

In our trained model, 4 hand postures are tested the "palm" posture, "fist" posture, "OK" posture, "point" posture against negative 

postures. Low cost Web camera of laptop is used for the video input. Camera Provides video capture with max resolution of 

640*480. Gaussian blur is applied in implementation for smothering the image. we collected positive image in range of 400 to 500 

with different scales for each posture and 500 random images for negative samples. after all positive images and negative image 

samples are ready, it is generated in xml file which will latter used in system for detection and recognition of gesture. 

 
V: RESULT AND CONCLUSION 

 

First, We try palm detection based on our trained xml file in openCV. Then capturing live streaming of camera the initialization has 

been done. Four gesture such as palm, fist, okey and point by green rectangle which is trained by integral images. Second step is 

extracting image gesture which is compared with stored positive-negative integral image dataset and perform finger tip tracking by 

contour detection. which is compared with stored positive-negative integral image dataset and perform finger tip tracking by contour 

detection. With help of 2.40 GHz intel® coreTM processor Linux based opencv image processing software & jupyter notebook and 

sublime text editor is used to analyze a 640 x 480 image size, a frame rate of 30 frame/second has achieved. 

Recognize the Fingers 

Extract the Region of Interest 

Find the Counter of Palm and drow 

Convert BGR Image to Gray Color 
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Fig 5.1: Pointdetection 

Fig 5.2: okeydetection 

 

Fig 5.3: fist detection 

Fig 5.4: Palm detection 

 
Fig. 5.1, 5.2, 5.3, 5.4 shows the detection of Point, Okey, Fist, Palm respectively by using python programming language. all above 

figure shows various finger gestures detected by proposed algorithm and also contain segmented image and Identified gestures. 

The aim of project is to develop a real time hand Gesture recognition system. It is shown that contour is very important feature and 

can be used to discriminate two different gesture. 
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ABSTRACT: As the technology is growing and it is been applied in all the fields and is being used in every aspect of 

life. As our life becomes busy due to work, we prefer to eat outside in some good restaurant to enjoy the food and to 

spend quality of time.  Along with the good food a good environment is also required as the people demand. A modern 

restaurant can be equipped with robots or up to date new technologies.  In our proposed project work, we are going to 

design a restaurant that can be controlled and services can be provided automatically using the modern technologies. In 

today’s world the use of robot is going on increasing. Robots are able to carry out every work more effectively and 

efficiently than a man can do. Hence one of such application of robot could be SERVING ROBOT. There are many 

areas of research that could be done for a serving robot. We have used image processing to detect the old customer to 

recognize them automatically. Customers can access the menu sitting at the table itself and can place the order and the 

food is being served by the robot. In this paper we have try to demonstrate a prototype of Autonomous Serving Robot 

which will serve the food to the customer. The implementation is done with available resources to reduce the cost of 

project. 

 

KEYWORDS: Support vector machine, Face recognition, Automatic Food Delivery, Internet of things, Cooking 

status, Android application. 

I. INTRODUCTION 

 

Robot being a great advancement in the field of technology can serve well as a waiter at restaurants and hotels. With 

their time efficient and dedicated task performance robot can be a perfect solution in catering work. The traditional way 

of serving comprises of a human waiter, who goes around the customer asking for the order. The main drawback of 

traditional human waiter is that it is very time consuming and employing a human can cost more as he need to be paid 

for his service, also when they get sick the work suffers for the owner. 

 
In this paper we have proposed a robotic foodway track which work on the technique of following an assigned 

coordinated path which is based on 2 dimensional axis that is x and y axis. The robotic tray carry the meal to the tables 

with their assigned area over a 2 dimensional path separated with x and y coordinate and stop at the point at which table 

is placed. 

 
An RF module used at the counter section of the restaurant help to guide the robot to the table number at which the 

meal should be delivered act as an remote control of the waiter robot. 

In today’s restaurant Digital multi-touch menu cards and other forms of digital facility are replacing old fashioned 

services like-waiters can take order from customer and serve them. Intelligent Restaurant system delivers almost 

infinite flexibility in promoting meal and snack options. Intelligent Restaurant system uses technologies innovatively in 

a modern restaurant such as multi-touch LCD with Arduino mega, RF module, database & line following Robot to 

enhance quality of services and to enrich customer’s dining experience. 

 
The whole system makes use of RF technology. Robot automatically checks the status of the person. It reaches the 

correct destination and person passes his order to robot. The robot sends the order by wireless technology (RF 

technology) to counter where a receiver is placed, this receiver receives the signal from the robot (through RF 

technology) and the person at the counter checks the order, prepare it and put it on the robot and robot again provides 

proper service to respective person automatically. The robot can take the order from multiple people by reaching near 

their tables on their call. 
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The robot can serve to a customer as well as take order from another customer at the same time.  

II. PROPOSED  SYSTEM 

 

In today’s restaurant Digital multi-touch menu cards and other forms of digital facility are replacing old fashioned 

services like-waiters can take order from customer and serve them. Intelligent Restaurant system delivers almost 

infinite flexibility in promoting meal and snack options. Intelligent Restaurant system uses technologies innovatively in 

a modern restaurant such as multi-touch Tab, Robotic module, database & line following Robot to enhance quality of 

services and to enrich customer’s dining experience. A line following robot is designed using sensor operated motors to 

keep track the line path predetermined for meal serving. Online payment with auto generated bill. In this paper we have 

made a robot which provides proper service to customer in restaurant. Customers can select the food items from the 

menu display on the table and place the order.  The person at the counter checks the order, prepare it and put it on the 

robot and robot deliver the food to the respective table. Real time face tracking refers to the task of locating human 

faces in a video stream and tracking the detected or recognized faces. 

Advantages:  

 Cost Efficient 

 Error free 

 Attract customers 

 Gain in business 

III. METHODOLOGY 

 

 MENU MANAGEMENT SYSTEM 

 The menu management will be authorized by the authorized person from restaurant.  

In this they can manage their menu and can hide/delete/add the required item and with pictures of food. 
 

 
 

Fig 1: Schematic Design of Admin Login page                                      Fig 2: Schematic Design of select Menu page 
 

 WEB ORDERING SYSTEM 

 Customers can place their order via their smart phone or smart tap. Customers can select the food items from the menu 

display on the table and place the order. Customer can order the desired dishes and view them in the cart. After clicking 

on the button of “order now”, it directly flashes on the screen of kitchen side. Then Kitchen’s employee will update the 

food prepare status, after that customer can check the food prepare status. 

 

 
 

Fig 3.Android design page 
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 ORDER RETRIEVAL SYSTEM 

In this system, restaurant employee will keep track on each and every order receive/serve.  

 

Fig 4. Order Retrieval Page 

 DELIVER FOOD 

The person at the counter checks the order, prepare it and put it on the robot and robot deliver the food to the respective 

table. Robot will serve the food original position to customer’s position. 

        

Fig 5. Deliver Food Page                                        Fig 6. Update Status Page 
 

 

FACE RECOGNITION 

Real time face tracking refers to the task of locating human faces in a video stream and tracking the detected or 

recognized faces. After recognized robot can tell to customer like how are you Mr. aa, welcome to our restaurant. 

 

ALGORITHM DESCRIPTION 

Face recognition: Real time face tracking refers to the task of locating human faces in a video stream and tracking the 

detected or recognized faces. After recognized robot can tell to customer like how are you Mr. aa, welcome to our 

restaurant. 

We are using Linear Support Vector Machine (LSVM) in this project. Linear Support Vector Machine (LSVM) are 

used to train. Certain steps are to be followed in HOG (Histogram of Oriented Gradients). They are:  

Extracting HOG descriptors from the positive samples of trained images. 

Extracting HOG descriptors from the negative samples that don’t contain any objects. 

Training LSVM on the samples. 

Computing HOG descriptors and applying classifiers on samples which are called as hard negative mining. 

Collecting the false negative samples which are found from the hard negative mining stage and sort them. 

Testing with dataset. 

Finally face recognition is done by using Euclidean distance method. 
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V. SYSTEM DESIGN AND MODULE DESCRIPTION 

 INTRODUCTION 

A good system design is to organise the program modules in such a way that are easy to develop and change. 

Structured design techniques help developers to deal with the size and complexity of programs. Analysts create 

instructions for the developers about how code should be written and how pieces of code should fit together to form a 

program. 

 

 SYSTEM ARCHITECTURE 

The architecture of a system describes its major components, their relationships (structures), and how they interact with 

each other. Software architecture and design includes several contributory factors such as Business strategy, quality 

attributes, human dynamics, design, and IT environment. We can segregate Software Architecture and Design into two 

distinct phases: Software Architecture and Software Design. In Architecture, nonfunctional decisions are cast and 

separated by the functional requirements. In Design, functional requirements are accomplished. 

 

 
 

FIG 7. SYSTEM ARCHITECTURE 

 

The Step by step process of the system: 

 
1. Admin can add the menu items and details are saved in the server 

2. Customer can check the menu items using the mobile app 

3. Customer selects the items and add into the cart 

4. Customer can make payment using the mobile app 

5. Once order is placed, cook can view the order details and update the status of the cooking process 

6. Customer can view the status of the items ordered 

7. Once food is prepared, cook updates the status and server sends the instruction to the robot 

8. Robot once receives the instruction , moves to the cook to collect 

9. Cook places the food items on the tray of the robot and sets the table number 

10. Robot than moves to the table to deliver the food 

11. Robot once moves to the table trigger the camera and captures the photo 

12. The photo is sent to the server for processing 

13. Server applies the face recognition algorithm to check the old customer. If old customer is recognized, sends the 

information to the robot and robot interact with the customer 

14. If it’s a new customer, server saves the face images in the server. 

15. Robot and customer can interact to discuss about the food 

VI. DESIGN CONSIDERATION 

 REQUIREMENT SPECIFICATION 

A software requirements specification (SRS) is a document that captures complete description about how the system is 

expected to perform. It is usually signed off at the end of requirements engineering phase. Framework Requirement 

Specification (SRS) is a focal report, which outlines the foundation of the item headway handle. It records the 
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necessities of a structure and in addition has a delineation of its noteworthy highlight. A SRS is basically an affiliation's 

seeing (in making) of a customer or potential client's edge work necessities and conditions at a particular point in time 

(for the most part) before any veritable design or change work. It's a two-way insurance approach that ensures that both 

the client and the affiliation understand exchange's necessities from that perspective at a given point in time.  

 

 SOFTWARE DESCRIPTION 

ANDROID DESCRIPTION 

Android applications are written in the Java programming language. The Android SDK tools compile the code along 

with any data and resource files into an Android. package, an archive file with an .apk suffix. All the code in a 

single .apk file is considered to be one application and is the file that Android-powered devices use to install the 

application.Once installed on a device, each Android application lives in its own security sandboxThe Android 

operating system, is a multi-user Linux system in which each application is a different user. 

ARDUINO IDE 

The Arduino IntegratedDevelopment Environment (IDE) is a cross-platform application (for Windows, macOS, Linux) 

that is written in the programming language Java. It is used to write and upload programs to Arduino compatible 

boards, but also, with the help of 3rd party cores, other vendor development boards.  

The source code for the IDE is released under the GNU General Public License, version 2.  

The Arduino IDE supports the languages C and C++ using special rules of code structuring. The Arduino IDE supplies 

a software library from the Wiring project, which provides many common input and output procedures.  

 

                                                              Fig 8.Arduino IDE 

NET BEANS IDE 
NetBeans IDE is the official IDE for Java 8. With its editors, code analyzers, and converters, you can quickly and 

smoothly upgrade your applications to use new Java 8 language constructs, such as lambdas, functional operations, and 

method references.NetBeans IDE provides different views of your data, from multiple project windows to helpful tools 

for setting up your applications and managing them efficiently, letting you drill down into your data quickly and easily, 

while giving you versioning tools via Subversion, Mercurial, and Get integration out of the box. When new developers 

join your project, they can understand the structure of your application because your code is well-organized. 
  

            

                               Fig 9.Snap Shot of Net Beans 
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MySQL 

 
MySQL ("My Sequel") is (as of 2008) the world's most widely used open source relational database management 

system (RDBMS) that runs as a server providing multi-user access to a number of databases. The SQL phrase stands 

for Structured Query Language.  

MySQL is a popular choice of database for use in web applications, and is a central component of the widely used 

LAMP open source web application software stack (and other 'AMP' stacks). LAMP is an acronym for "Linux, Apache, 

MySQL, Perl/PHP/Python."Free-software-open source projects that require a full-featured database management 

system often use MySQL. 
 

NAVICAT PREMIUM 

 Navicat Premium is a multi-connections database administration tool allowing you to connect to MySQL, 

MariaDB, SQL Server, and SQLite, Oracle and PostgreSQL databases simultaneously within a single application, 

making database administration to multiple kinds of database so easy. 

 Navicat Premium combines the functions of other Navicat members and supports most of the features in 

MySQL, MariaDB, SQL Server, SQLite, Oracle and PostgreSQL including Stored Procedure, Event, Trigger, 

Function, View, etc. 

 Navicat Premium enables you to easily and quickly transfer data across various database systems, or to a plain 

text file with the designated SQL format and encoding.  

 

 

Fig 10.Navicat Lite for MySQL 

 

IV. RESULTS ANALYSIS 

 

The Result of this project is to develop a small scale robot, called the Serving Robot, which can help in the progress in 

the field of the robotic assistance technologies. A robot that functions as a personal assistant should be able to help in 

different environments, whether it would be a research lab, a hospital, or even at home.  The basic objective of the 

Serving Robot is to serve the customer effectively. It takes their orders and takes care of transporting food/refreshment 

to them. 

We have used image processing to detect the old customer to recognize them automatically. Customers can access the 

menu sitting at the table itself and can place the order and the food is being served by the robot. In this paper we have 

tried to demonstrate a prototype of Autonomous Serving Robot which will enhance the dining experience for the 

customers. The implementation is done with available resources to reduce the cost of project. 
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Fig .11(a) Final prototype                                         Fig .12(b) Final prototype 

 

V. FUTURE SCOPE OF THIS STUDY 

 Cost Efficient 

 Error free 

 Attract customers 

 Gain in business 

 The purpose of this project was to create a robotic waiter that would assist restaurant staffs in delivering food.  

 Manpower is still an issue in the industry with workers being inefficient and having no-shows. 

 They would still need to be trained and paid. 

 Reduces customer waiting time.  

  One time investment in the system.  

 Work can be faster and may reduce the cost of labouring.  

 As customers place their own orders, waiter‘s staff numbers can be reduced.  

 Applications are performed with precision and high repeatability 

 

VI. CONCLUSION  

As we see the robots are increasingly becoming the part of everyday life; the use of Serving Robot can be extend to 

various functional purposes.  

This system allows customers to order food by android app which is wirelessly connected to the kitchen side.  

A line following robot is used to carry meal from counter to customer. 

Based on our experiences and literature, the restaurant service process will mainly include human service also in the 

future.  

The robotic restaurant system has to fulfill both the needs of the customer and the restaurant’s personnel and it has to 

provide added value to the restaurant’s business.  

The introduced robotic restaurant system Smart menu creates a new way of working because the extensions of the 

digital menu offer features that help the waiting staff to communicate better with the kitchen. 
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ABSTRACT: In our case robot is mainly designed for this group of people as its main purpose is to offer assistance to 

an elderly or disabled person. The main objective of the project is to create a robot that can provide useful services, but 

that also exhibits personality and character. The robot will be designed for ease of interaction without requiring any 

training or expertise, and to serve the patient with water, food & tablet.Interactions between the end users and robot are 

done by using the natural English language which is taken as a command by the robot. 

. 

 

KEYWORDS: Robotic Nurse, Helping paralyzed people, Updating family about medicines, Serving water, food and 

medicines to paralyzed people. 

I. INTRODUCTION 

We live in a world in which technology embraces us, makes  our  lives  easier  and  more  enjoyable. Technology is 

growing at an unexpectedly fast pace with the unveiling of the family friendly robots that play the role of a personal 

assistant at home. 

 Man has already started interacting with computers and smartphones. It is anticipated that social robots shall replace 

these computers and smartphones in the near future. This work is delving into the design of one such social robot, 

which supports the above proposition. 

Although we all  benefit from this  emerging technology,  certain groups of  people  need  more  help  and  support  

then  others:  elderly  or  disable  people. For them technology means a way of having an almost  normal life. So we 

focused our attention on an  age old  concept:  the  smart  house,  more precisely  a  personal assistant  robot  that is a 

part of the smart house paradigm. This robot is mainly designed for this group of people as its main purpose is to offer 

assistance to an elderly or disabled person. 

 

II. RELATED WORK 

In [1]Hospital nurse regularly bring her instrument to the patient using cart. They need to push or pull the cart to the 

patient bed and bring it back many times in a day. This can be tiresome for nurses because they need to treat many 

patients in the hospital. This research is mainly to solve this problem by constructing a mobile robot for nurses that is 

able to follow and carry the medical equipment and at the same time perform obstacle avoidance. In [2] Here, the 

authors present the ACCOMPANY project, a pan-European project which focuses on home companion technologies. 

The projects aims to progress beyond the state of the art in multiple areas such as empathic and social human robot 

interaction, robot learning and memory visualisation, monitoring persons and chores at home, and technological 

integration of these multiple approaches on an existing robotic platform, Care-O-BotR 3, and in the context of a smart-

home environment utilising a multitude of sensor arrays. In [3] A major contribution and novelty of this project is the 

development of a human-robot interaction system and the new DTW algorithm capable of measuring the quality of 

imitation interaction between a humanoid robot and a human subject. This system enables consistent objective 

measurement of the imitation behavior that can be used to glean information about the ASD condition. In [4] Here, 

firstly the authors have presented user-centred design and aimed to evaluate the first system prototype after the 

requirements set by the preliminary focus groups and pilot experiments. To this end, they recruited elderly participants 

and asked them to realistically experiment some of the services in our test sites, because older people generally have 

difficulties to make the imaginative leap to seeing fictional demonstrations as representing an actual application. 

Secondly, study was focused on the evaluation of the MMUI only. In [5] Care-O-bot 4 is a general purpose service 

robot that is apt to adapt to different environments, situations and requirements. Its design blends in every configuration 

with the situation and it is able to create a positive emotional bond on all three levels (visceral, behavioral, and 
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reflective) providing the necessary social cues. As with its predecessors, the Care-O-bot 4 may be deployed in different 

environments from a home setting to a medical assistant and assumes different roles, where it is perceived as social 

actor.In [6]All trials were carried out in private homes of single-living senior adults. Each trial with one user lasted 

three weeks. In total, the robot was deployed for 371 days. Assessment by means of qualitative interviews and 

questionnaires took place at four stages of each trial: pre-trial, mid-term, end of trial, and posttrial (i.e. one week after 

the trial had ended). Results of the qualitative interviews as well as perceived safety measured by the Falls Efficacy 

Scale (FES) are reported here. Quantitative data were analyzed using SPSS by means of descriptive statistics and 

nonparametric methods (Friedman ranking-test). In [7] This paper presents the proposed experimental layout of the  

preliminary test to observe the initial response and behavior of ASD children when they are exposed to a humanoid 

robot NAO. The HRI procedure involves the robot executing basic, simple modules of interaction. The adaptation of 

real ASD characteristics in the proposed architecture can be applied to develop new therapy procedures applying close 

human-robot integration to cater various individual characteristics of autistic children. In [8] The paper discusses a 

novel human-robot communication system for people with disability using electromyography (EMG, signals via a 

Personal Digital Assistant (PDA). The system contains six primary components: the EMG signal processing, the Morse 

code command generate, the command decomposition, the robot task manager, the status User Interfaces (UIs), the 

event-trigged adaptation, and the database. In [9] Here, the authors has presented a service oriented architecture based 

application which is fully expandable without modifying the existing modules. This approach of creating plug-and-play 

based modules which could be added upon like present day android marketplace could only help the cause for making 

this application feature-rich. Also, by specifying the priorities of these modules or behaviors, they could help the robot 

be more intelligent through the use of the reactive architecture. In [10] The authors had developed a kind of personal 

assistant robot platform especially for students and employee to help to manage their learning, life and work better, in 

the fields of curriculum management, diary management, financing management and chatting system. They adopted the 

structured design method of MVC framework and the optimized algorithm. We created a dependable and convenient 

system that can effectively identify the information from a database and timely deal with it. 

 

III. PROPOSED SYSTEM 

We have proposed a robotic personal assistant for elderly person which can take care of the elderly. Robotic 

personal assistant can sense the person and help them with the essentials. The receptionist is fitted with a medicine 

chamber where it can keep the medicine. The robotic personal assistant can interact with the patients.  The personal 

assistant serves the patient with water and also serve them with their medicines (tablets). The user gets notification 

about the medicine to be taken in their android application. 

IV. METHODOLOGY 

This stage is the underlying stage in moving from issue to the course of action space. Accordingly, starting with 

what is obliged; diagram takes us to work towards how to full fill those requirements. System plot portrays all the 

critical data structure, record course of action, yield and genuine modules in the structure and their Specification is 

picked. This assumes an essential part on the grounds that as it will give the last yield on which it was being working. 

In our work we use four modules, these modules are listed below. 

Initial setup: We are using Arduino uno microcontroller which is connected Bluetooth module. Here we made 

personal robot nurse. We made robot nurse by using DC motor, Wheel based car that will serve the medicine to patient. 

Another technology we are using android application to interact between patient and nurse. To active the robot nurse 

we used chargeable battery. 

Water check: Robot will check water inside the water-tank. We have made the water-tank for one Liter. When water 

will be empty inside water-tank then robot nurse will give alert for empty water. 

Process instruction: Robot will feed the patient when the patient is at meal time. After that When it comes time to 

feed, the robot will feed medicine to patient and water. When medicine time will come then robot nurse will give alert 

automatically. 

Interaction patient to robot: Patient can use android app to interact with robot nurse. Patient can start the app for help 

from robot nurse. If the patient needs some water, robot nurse can serve the water. When patient will say something 

like “I need some water” then this speech will be convert speech to text using NLP algorithm and robot will get the 

instruction. 
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V. SYSTEM ARCHITECTURE 

The architectural configuration procedure is concerned with building up a fundamental basic system for a 

framework. It includes recognizing the real parts of the framework and interchanges between these segments. The 

beginning configuration procedure of recognizing these subsystems and building up a structure for subsystem control 

and correspondence is called construction modeling outline and the yield of this outline procedure is a portrayal of the 

product structural planning. The proposed architecture for this system is given below. It shows the way this system is 

designed and brief working of the system. 

 
      Fig 1. System Architecture of the model 

 

The Step by step process of the system; 

1. When the patient requests something to the robot, the message from the patient is received by the Mic which 

will be with the patient and that speech message is converted into the text message using the Speech to text 

Google API and that sentence is inputted to the NLP server. 

2. NLP server detects the kind of request, it may be for the food or water. And it informs the family member 

about the request. 

3. Robot receives the particular information about the food or water and moves near the patient and serves 

accordingly. 

4. If the food or medicines or water is not available when requested, robot checks it and the server sends a 

message to the android app handled by the patient’s caretaker or family member. 

5. When the family member again fills the details in the server then the database will get updated. 

6. The medicines will be served to the patient automatically according to the time set in the server. 

 

V. DESIGN CONSIDERATIONS 

Software Requirements 

1. Operating system : Windows 7/8 

2. JDK 1.8    

3. Android SDK      

4. IDE:  NetBeans,  arduino 

5. Data Base:  MYSQL  

6. Server:  Apache Tomcat Server 7.0 

7. Programming Language : Java, C 
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Some snapshots of our android app are: 

       
      

      

Fig 2 Android Application UI        Fig 3. Water Alert in the Android App      Fig 4. Medicines Alert in the Android App 

Some snapshots of our Web Application are: 

         
 

        
 

Fig 6. Service Pages in the  Website for the care taker to add details about the medicines and the time 

 

Hardware Requirements 

Processor : Any Processor above 500 MHz, RAM : 4 GB, Hard Disk : 80 GB, Android Phone, Arduino 

Uno, Water pump, DC Motor, Relay, Power Supply, Servo motor, NodeMCU. 

 

Power Supply: Control supply is a reference to a wellspring of electrical compel. A contraption or system that 

provisions electrical or diverse sorts of essentialness to a yield load or assembling of weights is known as constrain 

supply unit or PSU. The term is most generally associated with electrical essentialness supplies, less much of the time 

to mechanical ones, and once in a while to others. This power supply segment is required to change over AC flag to DC 

flag furthermore to decrease the plenitude of the flag. The available voltage motion from the mains is 230V/50Hz 

which is an AC voltage, yet the required is DC voltage (no repeat) with the sufficiency of +5V and +12V for various 

applications. 
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Fig 7. Power Supply and transistors 

 

DC Motor: The DC Motor or Direct Current Motor to give it its full title, is the most commonly used 

actuator for producing continuous movement and whose speed of rotation can easily be controlled, making them ideal 

for use in applications were speed control, servo type control, and/or positioning is required. A DC motor consists of 

two parts, a “Stator” which is the stationary part and a “Rotor” which isthe rotating part. The result is that there are 

basically three types of DC Motor available. 

 

Servo Motor:A servo motor is an electrical device which can push or rotate an object with great precision. If you want 

to rotate and object at some specific angles or distance, then you use servo motor. It is just made up of simple motor 

which run through servo mechanism. If motor is used is DC powered then it is called DC servo motor, and if it is AC 

powered motor then it is called AC servo motor. We can get a very high torque servo motor in a small and light weight 

packages. Doe to these features they are being used in many applications like toy car, RC helicopters and planes, 

Robotics, Machine etc. 

             

Fig 8. Servo Motor     Fig 9. DC Motor   

 

Arduino Concepts: An Arduino is an open-source microcontroller development board. In plain English, you 

can use the Arduino to read sensors and control things like motors and lights. This allows you to upload programs to 

this board which can then interact with things in the real world. With this, you can make devices which respond and 

react to the world at large. An Arduino board is a one type of microcontroller based kit. The first Arduino technology 

was developed in the year 2005 by David Cuartielles and Massimo Banzi. The designers thought to provide easy and 

low cost board for students, hobbyists and professionals to build devices. Arduino board can be purchased from the 

seller or directly we can make at home using various basic components. The best examples of Arduino for beginners 

and hobbyists includes motor detectors and thermostats, and simple robots. In the year 2011, Adafruit industries 

expected that over 3lakhs Arduino boards had been produced. But, 7lakhs boards were in user’s hands in the year 2013. 

Arduino technology is used in many operating devices like communication or controlling. 

The pin configuration of  the Arduino Uno board is shown in the above. It consists of 14-digital i/o pins. Wherein 6 pins 

are used as pulse width modulation o/ps and 6 analog i/ps, a USB connection, a power jack, a 16MHz crystal oscillator, 

a reset button and an ICSP header. Arduino board can be powered either from the personal computer through a USB or 

external source like a battery or an adaptor. This board can operate with an external supply of 7-12V by giving voltage 

reference through the IORef pin or through the pin Vin. 
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                   Fig 10. Arduino UNO 

VI.  RESULTS 

The result of this project mainly focuses on the robot helping the disabled or paralyzed person with their medicines 

on time and when they are thirsty, when they are hungry. And here the device comes to the patient from its resting 

place with 5 cm and 1degree precision using AMCL. And also it pumps the required amount of water and when the 

patients says stop the robot stops and goes back to its position again. And whenever the tablets or water or medicine are 

over in the containers then the robot detects it and sends a message from the server to the android app which is handled 

by the patients care taker. When the water quantity is below 250 ml only the robot sends the alert to the caretaker about 

water level. 

 

 
 

  Fig 11. Final Model of the Personal Assistant Robot System using Node MCU 

 

VII. CONCLUSION AND FUTURE WORK 

The Health IoT thus helps the hospital / home authorities to have continuous monitoring on the patients as well as it 

reminds the patient to have the medicines in time. With the increase in the use of family friendly robots this voice based 

personal assistant robot finds useful applications in modern homes. The robot presented in this paper creates an 

interactive environment for the user and assists him virtually. This justifies its cause of a personal assistance. A sample 

instance of the interaction environment of the system. We will be using raspberry pi camera in future enhancement. 

This camera will capture images of patient and find the particular patient from database, after that process will be 

starting. 
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ABSTRACT: This report presents a VOICE CONTROL CHATBOT FOR TICKET BOOKING to provide a much 

easier way of booking tickets since this system is capable of accepting voice as an input along with the text.The 

chatbot application developed using various programming languages with user interface to send input and receive 

response contains certain boundaries and limitations. This paper proposes a chatbot application for assisting the 

information regarding the colleges with the use of artificial intelligence.This system has been embedded artificial 

intelligence to help the user to resolve the questions by providing a human way interaction to identify the sentences 

and making a decision itself as response to answer a question overcoming the use of programming languages. The 

technology at the core of the rise of the chatbot is natural language processing (“NLP”). Recent advances in machine 

learning have greatly improved the accuracy and effectiveness of natural language processing, making chatbots a 

viable option for many organizations. This improvement in NLP is firing a great deal of additional research which 

should lead to continued improvement in the effectiveness of chatbots in the years to come.Most commercial chatbots 

are dependent on platforms created by the technology giants for their natural language processing. These include 

Amazon Lex, Microsoft Cognitive Services, Google Cloud Natural Language API, Facebook Deep Text, and IBM 

Watson. Platforms where chatbots are deployed include Facebook Messenger, Skype, and Slack, among many others. 

 

I. INTRODUCTION 

 

A chatbot is a program that communicates with you. It is a layer on top of, or a gateway to, a service. Sometimes it is 

powered by machine learning (the chatbot gets smarter the more you interact with it). Or, more commonly, it is driven 

using intelligent rules (i.e. if the person says this, respond with that). The services a chatbot can deliver are diverse. 

Important life-saving health messages, to check the weather forecast or to purchase a new pair of shoes, and anything 

else in between. The term chatbot is synonymous with text conversation but is growing quickly through voice 

communication. The chatbot can talk to you through different channels; such as Facebook Messenger, Siri, WeChat, 

Telegram, SMS, Slack, Skype and many others.Consumers spend lots of time using messaging applications (more than 

they spend on social media). Therefore, messaging applications are currently the most popular way companies deliver 

chatbot experiences to consumers. A bot is a software application that performs automated task and chatbots come 

under the category of bots that live in various chat platforms. A chatbot can converse with humans so the idea of 

conversation is primary to a chatbot. Chatbots run on platforms such a Facebook Messenger, Slack, Telegram, Skype, 

SMS and even on websites. Each platform has its own salient features which determine the possible ways in which the 

chatbot can interact with the user, however, the actual behavior of the chatbot is determined by the bot itself. 

 

II. METHODOLOGY 

 

With the prevalence of Chatbot Technology and its public APIs curated by several largest IT companies like Google, 

IBM, Microsoft and Amazon, developers should now find it much easier to make one. Here we introduce some of the 

well-established Bot framework and their public APIs. As already mentioned, the present system is a user-friendly 

interface that aims at cutting down the inconvenience and hassle caused during the tedious process of booking tickets. 

Chatbot becomes more natural interaction than graphic base interface so will be broadly used in humanizing computer 

interaction to human. Chatbot can give 24 hours service which can become an advantage besides using a human 

personal assistant.  
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Additionally, it also supports a smooth ticket booking for people who are differently abled people.Communication has 

been the essence of life from the beginning of times. Thus, with the evolution of technology, the mode and style of 

communication has also evolved. In the early days, conversations were restricted to verbal and textual interaction 

between humans.These interactions are usually guided by emotions, context, and awareness. A bot is a form of virtual 

assistant that acts as an intelligent intermediary between people, digital systems, and Internet-enabled things. Bots are 

intelligent with machine learning, natural language processing, and other forms of advanced. 

 

III. DIALOGFLOW 

 

Dialogflowis a natural language understanding platform used to design and integrate a conversational user interface 

into mobile apps, web applications, devices, bots, interactive voice response systems, and so on.Dialogflow is a 

Google-owned developer of human–computer interaction technologiesbased on natural language conversations. It is a 

natural language processing(NLP)platform that can be used to build conversational applications and experiences for 

acompany’s customers in various languages and on multiple platforms. The Googlepoweredproduct enables developers 

to create text-based and voice conversationinterfaces for responding to customer queries in different languages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Overview of Dialogflow 

 

 

Our proposal considers two main phases: 

 

(i) Knowledge modelling - This phase determines how knowledge is represented and stored in the knowledge base. 

(ii) Conversation flow - Both the lexicon used by the tutor and the order in which ideas are presented should be 

     defined in this phase. 

 

 PHASE I: KNOWLEDGE MODELING, EXTRACTION AND STORING: 

 

The sets of queries and responses are to be defined first, and thereare several ways toperform that task. To deal with 

knowledge extraction and representation, for example,of the form <input, response>, which are constructed by ranking 

the replies of a webforum thread as either ‘fascinating’, ‘acceptable’ or ‘unsuitable’, on the other hand,focus on 

automatic emotion detection of news headlines togive meaning to the input using self-organizing maps. Both ideas 

revolve around amedium-sized knowledge base, with a couple of concepts and queries.  

 

The tutor language may be either casual and relaxed, or a bit more abstract and rigorous depending on the context. For 

example, in the field of mathematics—using abstract constructs and precise notations—the input from an expert is 

advised, since technology alone does notguarantee that students learn mathematics better than using only a regular 

textbook. Moreover, problem situations can be represented in several ways, even in natural language.  
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The use of an appropriate lexicon is important for students to incite them to translate everyday situations to mathematical 

models. Although many data structures exist to store the knowledge base, most chat-bot conversation structures are based on 

trees. Each node in the tree represents a unique response, from a simple greeting to detailed information about previous 

queries. It is also important to note that in order for the conversation service to determine which response the user is looking 

for, the similarity between the user input and all known queries must be calculated. This process is usually done by machine 

learning algorithms using similarity measures between sentences in which each word or character may represent a single 

dimension, and its accuracy is refined by providing thousands of correctly labelled examples of userinputs. 

 

Therefore, it is advised to group knowledge units by similarity of the user inputthat will trigger them, rather than clustering 

by topic. 

For instance, grouping the examples provided by intent, one can see that all threequeries using the function tell time have a 

similar input: 

– What’s the time now? 

– What time is it here? 

– What is the time in New Zealand? 

The tell time function input is somewhat different from that of the show function, inwhich the phrase Show me is 

predominant. Creating branches according to intentstherefore reduces the complexity of the search. 

 

 PHASE II: CONVERSATION FLOW 

 

Once knowledge is separated into small atomic units, designing how to present them is the next step. An efficient way to do 

that is the creation of a glossary and a naming convention to keep track of the available queries and manage their trigger 

order. For instance, for the creation of the intelligent tutor for the introductory mathematics course, each knowledge unit in 

the tree was given a unique ID. The ID wasgenerated automatically from abbreviation of the names of the intents and the 

entities, with a hyphen separating the intent from the entities, and the entities separated by aplus sign: def-N was used to 

represent the definition of the natural numbers, corresponding to the question ‘What is a natural number?’ or ‘What is the 

definition of natural numbers?’. Some conversation frameworks allow entities to be grouped into categories, as it is the case 

of IBM Watson. 

 

 Entities are then combined with intents to formulate a uniqueset of conditions that are needed to trigger their response, 

which were written by the expert considering the pedagogical aspect of the language employed in the answer. In this way, 

instructors caneasily work along knowledge engineers to effectively model the queries and generate the knowledge base. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: An abstract representation of the knowledge base built by grouping queries by intent 

 

IV. SYSTEM DESIGN 

 

The structural setup methodology is worried with working up a fundamental essential framework for a system. It 

incorporates perceiving the genuine parts of the structure and exchanges between these fragments. The starting design 

technique of perceiving thesesubsystems and working up a structure for subsystem control and correspondence is 
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called development demonstrating plot and the yield of this framework method is a depiction of the item basic 

arranging. The proposed design for this framework is given beneath. Itdemonstrates the way this framework is outlined 

and brief working of the framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: System Design Architecture 

 

V. RESULT 

 

The voice booking chatbot is able to perform operations of booking a flight by using voice and text as inputs. At this 

stage, the system is only equipped to make bookings for flights and not any other mode of transportation. The current 

system has only been trained on a very small database. The person looking to book tickets will have to stick by the 

parameters that are included in the system and only then will it be possible for the system to make the required 

booking. 

 

FINAL PROTOYPE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Login Page                                                                          Fig 5: Flights Selection Portal 
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Fig 6: Booking Page                                                              Fig 7: Booking Details 

 

IV. CONCLUSION 

 

Voice is a more natural way of functioning for humans than texting. It is informal, intuitive and immediate. This shift 

provides a natural and seamless flow to processes and therefore it proves to be the most desirable and convenient.  The 

novelty lies in the way chatbot intelligence can cover and overcome out of topic and also mistyping situation that 

commonly occurs. Also,in the futurechat history can be considered as chat experience so the behavior of the user can 

be analyzed. 

 

The proposed chatbot has functionalities of ticket booking along with different filters that a user is free to apply 

catering to the need of a wide range of user and specifically taking care that it makes the process of ticket booking a 

hassle-free affair for the differently abled. There is a wide range of chatbot building platforms that are available for 

various enterprises, such as e-commerce, retail,banking, travel and so on. Chatbots can reach out to large audience on 

apps and be more effective than humans.  

 

They may develop into capable info-gathering tool in the near future.The development costs of chatbots are getting 

cheaper. More and more industries wish to tap into the potential of the same and deliver enhanced customer 

experience. We expected certain industries easily adopting chatbots but a few have shown resistance. Inarguably 

the development world is working on top priority to remove the barriers to major mainstream augmented by 

efficient and quick chatbots. After becoming one of the trendiest words of the past year, chatbots are predicted to 

disrupt the travel industry and set a new standard in the online booking arena. 

 

V. FUTUREWORK 

 

The project aims at bringing the new technologyfor smart life. A chatbot is a program that communicates with you. It 

is a layer on top of, or a gateway to, a service. Sometimes it is powered by machine learning (the chatbot gets smarter 

the more you interact with it). Or, more commonly, it is driven using intelligent rules (i.e. if the person says this, 

respond with that). The services a chatbot can deliver are diverse. Important life-saving health messages, to check the 

weather forecast or to purchase a new pair of shoes, and anything else in between. 
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From the result testing, Chatbots with AI are dramatically changing businesses. There is a wide range of chatbot 

building platforms that are available for various enterprises,such as e-commerce,retail,banking,travel and so on. 

Chatbots can reach out to large audience on apps and be more effective than humans. They may develop into capable 

info-gathering tool in the near future.The development costs of chatbots are getting cheaper. More and more 

industries wish to tap into the potential of the same and deliver enhanced customer experience. We expected 

certain industries easily adopting chatbots but a few have shown resistance. Inarguably the development world 

is working on top priority to remove the barriers to major mainstream adoption and we will soon be witnessing 

employees being augmented by efficient and quick chatbots.  
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ABSTRACT: Data access and security control is the challenging issue faced with regards to public cloud systems. 

Ciphertext-Policy Based Encryption (CP-ABE) has been adopted in order to provide flexibility, fine-grained and secure 

data access control with secure access to various cloud servers. In the existing CP-ABE schemes, the single attribute 

authority must execute the time-consuming user legitimacy verification and secret key distribution, and hence it results 

in a single-point performance bottleneck when a CP-ABE scheme is adopted in a large-scale cloud storage system. 

Although multiauthority access control schemes have been proposed, these schemes still cannot overcome the 

drawbacks of single-point bottleneck and low efficiency, due to the fact that each of the authorities still independently 

manages a disjoint attribute set. RAAC removes the problem of single-point performance bottleneck and provides a 

more efficient access control scheme with an auditing mechanism. It employs multiple attribute authorities to share the 

load of user legitimacy verification. Meanwhile, RAAC consists of a CA (Central Authority) to generate secret keys for 

legitimacy verified users. Unlike other multiauthority access control schemes, each of the authorities programmed in by 

RAAC manages one whole attribute set individually. RAAC enhanced security by including an auditing mechanism to 

detect which AA (Attribute Authority) has incorrectly or maliciously performed the legitimacy verification procedure. 

The goal of this project is to guarantee the security requirements needed for accessing data stored remotely as well as 

improving the user-system interaction performance by making use of key generation techniques. 

 

KEYWORDS: Cloud storage, Access control, Auditing, CPABE 

 

I. INTRODUCTION 

To address the issue of data access control in cloud storage, there have been quite a few schemes proposed, among which 

Ciphertext-Policy Attribute-Based Encryption (CP-ABE) is regarded as one of the most promising techniques. A salient 

feature of CP-ABE is that it grants data owners direct control power based on access policies, to provide flexible, fine 
grained and secure access control for cloud storage systems. In CP-ABE schemes, the access control is achieved by using 

cryptography, where an owner’s data is encrypted with an access structure over attributes, and a user’s secret key is 

labelled with his/her own attributes. Only if the attributes associated with the user’s secret key satisfy the access 

structure, can the user decrypt the corresponding ciphertext to obtain the plaintext. RAAC not only employs a single CA 

but multiple RAs as well and thus proposes a robust and auditable access control scheme (named RAAC) for public 

cloud storage to promote the performance while keeping the flexibility and fine granularity features of the existing CP-

ABE schemes. CA generates the secret key for the user on the basis of the received intermediate key, with no need of any 

more verification. In this way, multiple AAs can work in parallel to share the load of the time-consuming legitimacy 

verification and standby for each other so as to remove the single-point bottleneck on performance. With the help of 

intermediate keys, CA is able to not only generate secret keys for legitimacy verified users more efficiently but also trace 

an AA’s mistake or malicious behaviour to enhance the security. The main contributions of this work can be summarized 

as follows:1) To address the single-point performance bottleneck of key distribution existed in the existing schemes, a 

robust and efficient heterogeneous framework with single CA (Central Authority) and multiple AAs (Attribute 

Authorities) for public cloud storage is implemented. 2) It includes an auditing mechanism that helps the system trace an 

AA’s misbehaviour on user’s legitimacy verification. 
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II. LITERATURE REVIEW  

 

In cloud computing, searchable encryption scheme over outsourced data is a hot research field. However, most 

existing works on encrypted search over outsourced cloud data follow the model of “one size fits all” and ignore 

personalized search intention.[1] 

 

With the increasing adoption of cloud computing, a growing number of users outsource their datasets into cloud. The 

datasets usually are encrypted before outsourcing to preserve the privacy.[2] 

 
With the popularity of group data sharing in public cloud computing, the privacy andsecurity of group sharing data 

have become two major issues. The cloud provider cannot be treated as a trusted third party.[3] 

 

A novel Multi-message Ciphertext Policy Attribute-Based Encryption (MCP-ABE) technique is presented, and 

employs the MCP-ABE.  The scheme is efficient and flexible.[4] 

 

The recent adoption and diffusion of the data sharing paradigm in distributed systems such as online social networks or 

cloud computing, there have been increasing demands and concerns for distributed data security. Ciphertext policy 

attribute-based encryption (CP-ABE) is becoming a promising cryptographic solution to this issue.[5] 
 

III. PROBLEM STATEMENT  

 

The main problem with the existing system is the presence of only one authority which is in charge of all the attributes 

in single authority schemes, offline/crash of this authority makes all secret key requests unavailable during that period. 

The similar problem exists in multi-authority schemes, since each of multiple authorities manages a disjoint attribute 

set. The inefficiency of the authority’s service results in single-point performance bottleneck, which will cause system 

congestion such that users often cannot obtain their secret keys quickly, and have to wait in the system queue. On the 

other hand, if there is only one authority that issues secret keys for some particular attributes, single-point performance 

bottleneck problem arises affecting the efficiency of secret key generation service and immensely degrades the utility 

of the existing schemes to conduct access control in large cloud storage systems. 

 

IV. EXISTING SYSTEM  
 

To address the issue of data access control in cloud storage, there have been quite a few schemes proposed, among 

which Ciphertext-Policy Attribute-Based Encryption (CP-ABE) is regarded as one of the most promising techniques. 

A salient feature of CP-ABE is that it grants data owners direct control power based on access policies, to provide 

flexible, fine grained and secure access control for cloud storage systems. In CP-ABE schemes, the access control is 

achieved by using cryptography, where an owner’s data is encrypted with an access structure over attributes, and a 

user’s secret key is labelled with his/her own attributes. 

 

V. PROPOSED SYSTEM  
 

Inspired by the heterogeneous architecture with single CA and multiple RAs, we propose a robust and auditable access 

control scheme (named RAAC) for public cloud storage to promote the performance while keeping the flexibility and 

fine granularity features of the existing CP-ABE schemes.In this scheme, the procedure of user legitimacy verification 

from the secret key generation, and assign these two sub-procedures to two different kinds of authorities was separated. 

There are multiple authorities (named attribute authorities, AAs), each of which is in charge of the whole attribute set 

and can conduct user legitimacy verification independently. Meanwhile, there is only one global trusted authority 

(referred as Central Authority, CA) in charge of secret key generation and distribution. Before performing a secret key 

generation and distribution process, one of the AAs is selected to verify the legitimacy of the user’s attributes and then 

it generates an intermediate key to send to CA. CA generates the secret key for the user on the basis of the received 

intermediate key, with no need of any more verification. In this way, multiple AAs can work in parallel to share the 

load of the time-consuming legitimacy verification and standby for each other so as to remove the single-point 

bottleneck on performance.Meanwhile, the selected AA doesn’t take the responsibility of generating final secret keys 

to users. Instead, it generates intermediate keys that associate with users’ attributes and implicitly associate with itsown 

identity, and sends them to CA. With the help of intermediate keys, CA is able to not only generate secret keys for 
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legitimacy verified users more efficiently but also trace an AA’s mistake or malicious behaviour to enhance the 

security. 

 

A.SYSTEM ARCHITECTURE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: System Architecture  
 

1. Data Owner/User: Data owner can upload files to the cloud and possesses the authority to decide who can access 

the files uploaded by him. Whereas the user can only view/download the files. 

2. Attribute Authorities:Does all the user legitimacy verification and generates the intermediate key for the user. 

3.Central Authority: Central Authority is the administrator of the entire system.For a key request from a user, CA is 

responsible for generating secret keys for the user on the basis of the received intermediate key associated with the 

user’s legitimate attributes verified by an AA. Once the user is authenticated, he shall be given access to the files. 

4.Cloud Server: Cloud Server provides a public platform for owners to store and share their encrypted data. The cloud 

server doesn’t conduct data access control for owners. The encrypted data stored in the cloud server can be 

downloaded freely by any user. 

 

B.WORKING 

  
 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:Home page                   Figure 3: Cloud Details 
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Figure 4: File access control    Figure 5: User Profile 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Files in cloud     Figure 7: Downloading Files 

 

The following is the implementation of the system based on the images shown in the above figure.The figures above 

shows the working of the project. The Home page contains the link to both Admin and user panel where they can log in 

to their respective accounts.The admin, after logging into his account, can upload new files to the cloud. The admin can 

also view the list of users requesting access to his files. He can grant access permissions to any of the new users. The 

Admin also has the power to modify the access given to any existing user for any of his files in the cloud. The user after 

being authenticated should upload the private key he possesses in order to view or  download the file. 

VI. RESULTS  
 

 

 

 

 

 

 

 

Figure 8       Figure 9 

When multi AAs is filled with N users, it means that K users are waiting in the queue and all  AAs are occupied, the 

newly arriving users are rejected.We analyse the probability of failure to show how to lower this failure rate with more 

AAs. Based on the emulation of the scheme, the average time of generating a secret key for an attribute is about 35ms. 

Furthermore, we assume that users possess 10 attributes on average and the verification takes tenfold amount of time of 
that of the key generation. The performance analysis in terms of the average failure rate and the average waiting time is 
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shown in below graphs.The first graph shows the failure rate versus the arrival rate and the number of AAs.The second 

graph shows that the average waiting time increases rapidly with the increase of arrival rate when the arrival rates are 

low. 

 

VII. CONCLUSION AND FUTURE WORK  

 

The goal of this research is to eliminate the single-point performance bottleneck of the existing CP-ABE schemes 

proposed. By effectively reformulating CP-ABE cryptographic technique along with RAAC to provide a fine-grained, 

robust and efficient access control with one CA/multi-AAs for public cloud storage. RAAC employs multiple AAs to 

share the load of the time-consuming legitimacy verification and standby for serving new arrivals of user’s requests. It 

was also confirmed that the auditing method to trace an attribute authority’s potential misbehaviour would be included, 

along with a detailed security and performance analysis to verify that RAAC is secure and efficiency is confirmed. The 

security analysis shows that RAAC could effectively resist to individual and colluded malicious users, as well as the 

honest-but-curious cloud servers.The security analysis shows that RAACcould effectively resist to individual and 

colluded malicious users, as well as the honest-but-curious cloud servers. Besides, with the proposed auditing & 

tracing scheme, no AA could deny its misbehaved key distribution. Further performance analysis based on queuing 

theory showed the superiority of RAACover the traditional CP-ABE based access control schemes for public cloud 

storage.  
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ABSTRACT: A biometric framework gives automatic identity  proof  of an individual based on  unique characteristics 

or  features  of  the  individual. As  demands  on  secure  identification  are  hiking  and  as  the  human  iris  gives  a  

pattern that is phenomenal for identification, the utilization  of inexpensive equipment could  help iris recognition turn  

into another standard in security framework.Iris recognition  is  viewed  as  the  most  reliable  and  precise  biometric  

identification  framework  available.The principal point of this project is  to  study the unique  pattern of the  iris in  the  

eye. 

 

KEYWORDS: Iris Scanner; Arduino based micro-controller; recognition of iris ; matching the templates ; withdrawal 

of money through iris  scanning. 

I. INTRODUCTION 

 

As demands on secure identification are hiking and as the human iris gives a pattern that is phenomenal for 

identification, the utilization of inexpensive equipment could help iris recognition turn into another standard in security 

framework. Iris recognition is viewed as the most reliable and precise biometric identification framework available. A 

test situation depending upon the open source code can be built to measure the performance of iris recognition 

techniques, image quality, and acceptance rate. In this project, the image quality of images as data from a database 

acquired from a standard camera is surveyed, the most imperative issue areas recognized, and the overall general 

recognition performance measured.The purpose of this project will be to implement an iris recognition and 

identification system which can authenticate the claimed performance of the methodology. The main objective of the 

proposed application is to identify an individual with high efficiency and accuracy by analyzing the random patterns 

visible within the iris of an eye. 

II. PROBLEM  STATEMENT 

 

Conventionally passwords, secret codes and PINs are used for identification which can be easily stolen, observed or 

forgotten. In pattern recognition problems, the key issue is the relation between inter-class and intra-class variability: 

objects can be reliably classified only if the variability among different instances of a given class is less than the 

variability between different classes. For example in face recognition, difficulties arise from the fact that the face is a 

changeable social organ displaying a variety of expressions, as well as being an active 3D object whose image varies 

with viewing angle, pose, illumination, accoutrements, and age. So as an alternative we propose to use biometrics (iris 

recognition) system to identify an individual. 

III. PROPOSED SYSTEM 

In the proposed system image processing technique is used to extract the unique iris patterns from a digitized image of 

the eye, and encode it into a biometric template, which can be stored  in a database. The biometric template contains 

aobjective mathematical representations of unique information stored in the iris , and allows the comparision to be 

made between the templates.  When subject wishes to be identified by iris recognition system, their eyes are first 

photographed, and then template is created for their iris region. This template is then compared  with the other 

templates stored in the database until a either a matching template is found and the subject is identified, or a no match 

is found and the subject is unidentified. 
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 FIG  1  SYSTEM ARCHITECTURE 

 

The step by step process is given below. 

1. Firstly, Admin of the bank account use the desktop based application which is developed using java swings. 

Once the admin’s login credentials are verified by the server, he can add the customer and scan the iris of the 

customer. These details are stored in the server. Admin can add the amount to customer’s account. Whenever 

the customer goes to the ATM machine, his iris will be scanned using the iris scanner to get a better image 

clarity. 

2. In the second step, image processing will be done to enhance the image. Here, grayscale is used for image 

processing. Grayscale is preferred over the colored ones to simplify the mathematics. During preprocessing 

RGB image is converted into grayscale.As computer can understand only grayscale images so it is preferred 

over the colored ones. Grayscale images are stored as an 8-bit integers in the form of 0’s and 1’s. 

3. Next, segmentation will be carried out. It is the process of partitioning the image into multiple segments so 

that the representation of the image will be more easier and meaningful to analyze. Image segmentation is 

basically performed to locate the Iris object in image. Two methods to perform the segmentations are 

iCanny edge Detection 
                Here edge()  function is used. Edge function will take an image as input. General form is  

Output= EDGE(Input,’canny’, THRESH) 

Edge function will return a array with the values 1’s and 0’s. 

ii Hough Transform:  

                     This method is used to find the circles in the image. Equation of the circle is: 

                               r^2=(x-a)^2+(y-b)^2      r is the radius of the circle. (a,b)= center co-ordinates of the circle. 

 

Here we need to detect two circles, outer circle of pupil and outer circle of iris. For every value of pixel (x,y) 

and r we have to plot circle in 3D axis so that we get many cone shaped circles. After this we should find the 

point with the maximum number of intersections. This point gives the (a,b,r) value. From that we can detect 

the two circles which represents the iris 

4. Once the iris is segmented, next stage is to transform the iris region so that is has fixed dimensions in order to 

allow the comparisons. Normalization process involves unwrapping the iris and converting it on to its polar 

equivalent. This process is done using Daughman’sRubbersheet model. 

5. Next is the feature extraction. It is the process of reducing the raw data into more informative data. In order to 

recognize the individuals accurately, the most discriminating features that present in the region must be 

extracted. The iris contains unique features such as, stripes, freckles, rings and zigzag coollarette. Feature 

extraction is done using Fast wavelet Transform algorithm. 

6. Next step is to classify the iris. It is done with the help of various features calculated in the previous step. For  

this we will use support vector machine algorithm. Classification can either supervised or unsupervised, but 

we are using supervised classifications. SVMs are based on the idea of finding a hyperplane that best divides a 
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datasets into two classes. On x-axis we take the extracted features and on y-axis we take each customer’s name 

and plot the graph. 

7. Final step is analyse the result. Once the iris is being scanned and detected , the linked account number is 

checked. Based on that account number account information is being sent to the ATM machine display. The 

display is connected to raspberry pi and touch screen option. It displays features like balance check, cash 

withdrawal, transfer amount. Based on the requested amount the controller sends the requests and cash will be 

dispensed. 

IV. SOFTWARE& HARDWARE 

 

A. Software 

ARDUINO IDE 

       The Arduino Integrated Development Environment (IDE) is a cross-platform application (for Windows, 

macOS, Linux) that is written in the programming language Java. It is used to write and upload programs to 

Arduino compatible boards, but also, with the help of 3rd party cores, other vendor development boards. 

 

 
Fig 2  Arduino IDE 

 

 

NET BEANS IDE  

NetBeans IDE is the official IDE for Java 8. With its editors, code analyzers, and converters, you can quickly and 

smoothly upgrade your applications to use new Java 8 language constructs, such as lambdas, functional operations, and 

method references. Batch analyzers and converters are provided to search through multiple applications at the same 

time, matching patterns for conversion to new Java 8 language constructs. With its constantly improving Java Editor, 

many rich features and an extensive range of tools, templates and samples, NetBeans IDE sets the standard for 

developing with cutting edge technologies out of the box. An IDE is much more than a text editor. The NetBeans 

Editor Indent lines, matches words and brackets, and highlight source code syntactically and semantically. It also 

provides code templates, coding tips, and refactoring tools. 
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Fig 3  Net Beans  IDE 

 

MySQL 

       MySQL ("My Sequel") is (as of 2008) the world's most widely used open source relational database management 

system (RDBMS) that runs as a server providing multi-user access to a number of databases. The SQL phrase stands 

for Structured Query Language. 

 

 
Fig 4  MySQL 

 

B.Hardware 

 
ARDUINO 

       An Arduino is an open-source microcontroller development board. In plain English, you can use the Arduino to 

read sensors and control things like motors and lights. This allows you to upload programs to this board which can then 

interact with things in the real world. With this, you can make devices which respond and react to the world at large. 
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Fig 5 Arduino 

 

RASPBERRY PI 

The Raspberry Pi device looks like a motherboard, with the mounted chips and ports exposed (something you'd expect 

to see only if you opened up your computer and looked at its internal boards), but it has all the components you need to 

connect input, output, and storage devices and start computing.You'll encounter two models of the device: Model A 

and Model B. The only real differences are the addition of Ethernet and an extra USB port on the more expensive 

Model B. 

 

 
Fig 6 Raspberry Pi 

 

 

IRIS SCANNER 

 
Fig 7 Iris Scanner 
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V. RESULTS 

 
Fig 8 Cardless ATM Machine model 

 

VI. CONCLUSION 
 

The use of iris recognition system has been seen in various areas of life such as airport, crime detection, business 

application, various research firm and industries, experts anticipate the growth of iris recognition system. The study 

showed that the use of iris recognition system is expanding worldwide as the public has been oriented about the 

necessity of iris recognition system. For instance, iris recognition system is used in banks where it is incorporated into 

the Automated Teller Machines (ATMs). 
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ABSTRACT :  The Smart Irrigation System is an IOT based device which is capable of automating the irrigation 

process by analyzing the moisture of soil and the climate condition. It provides water supply at the right time, in right 

quantity and at the right place in field which place a vital role in plants growth. Water management remotely is also a 

challenging task, especially the management becomes more difficult during the storage of water, which may otherwise 

damage the crop. The system has a distributed wireless network of soil moisture and temperature sensors place in the 

root zone of the plants. Soil parameters like soil moisture, pH, humidity are measured and the pressure sensor and 

sensed values are displayed in LCD. By using sensors like moisture, rain, etc. Water supply for irrigation can be 

managed easily by analyzing the condition of soil and climate. Soil moistures sensors smartly measure the moisture and 

based on that data, field is get irrigated automatically with less human interventions. The IR sensor senses the animals 

nearing the fields and produces the huge alarm sounds. The intruder detection system is done with the help of PIR 

sensor where the birds are repelled from entering into the fields. The GSM module has been used to establish a 

communication link between the farmer and the field. The current field status will be intimated to the farmer via SMS. 

The farmer can access the server about the field condition anytime, anywhere thereby reducing the man power and 

time. 

 

KEYWORDS: Microcontroller, Sensors, Intruder Detection System, IOT, Monitoring and Controlling System 

 

I.INTRODUCTION 

 

India is basically an agricultural country, and all its resources depend on the agricultural output. Even in the modern 

span of industrialization, agriculture is the key area that decides the economy growth of the country. Agriculture also 

accounts for 8.56% of the country’s total exports. 

 

Irrigation is the science of planning and designing an efficient, low cost, economic irrigation system designed in such a 

way to fit natural conditions. By the construction of proper distribution system and providing of adequate water supply 

will increase the yield of crops. Rising population, there is a need for increase at the cultural production. In order to 

support greater production in farms, the requirement of the amount of fresh water used in irrigation also raises. 

Currently, agriculture accounts 83% of the total water consumption in India. Unplanned use of water inadvertently 

results in wastage of water. 

 

In the internet era, where information place a key role in people’s lives, agriculture is rapidly becoming a very data 

intensive industry where farmers need to collect and evaluate a huge amount of information from a diverse number of 

devices in order to become more efficient in production and communicating appropriate information. With the advent 

of open source Arduino boards along with cheap moisture sensors, it is viable to create devices that can monitor the soil 

moisture content and accordingly irrigating the feels or the landscape as and when needed. The propose system makes 

use of microcontroller LPC2148 on Arduino platform and IOT which enable farmers to remotely monitor the status of 

sprinklers installed on the farm by knowing the sensor values there by, making the farmers work much easier as they 

can concentrate on other farm activities. 

 

II.LITERATURE REVIEW 

 

In order to effectively reduce the impact of inadequate water resources on China’s economy, from modern agricultural 

cultivation and management perspective, according to the basic principles of Internet, with wireless sensor technology, 

this article proposes precision agriculture irrigation systems based on the Internet of things (IOT) technology, and 
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focuses on the hardware architecture, network architecture and software process control of the precision irrigation 

system. [1] 

 

The paper discusses about wireless technology using various sensors for precision agriculture has become a popular 

research with the greenhouse effect. Ethernet network, RF module and ZigBee wireless network are used to transmit 

data in Remote Monitoring System. This paper gives a review of remote control and monitoring systems based on 

existing technologies and a ZigBee. [2] 

 

The project aims at making agriculture smart using automation and IOT technologies. The features of this project 

includes smart GPS based remote controlled robot to perform tasks like weeding, spraying, moisture sensing, bird and 

animal scaring, etc.. Secondly, it includes smart irrigation with smart control and intelligent decision making based on 

the accurate real time field data. Thirdly, it includes smart warehouse management and theft detection in the 

warehouse. Controlling of all these operations will be through any remote smart device or computer connected to 

internet and the operations will be performed by interfacing sensors, wi-fi or ZigBee modules, camera and actuators 

with microcontrollers. [3] 

 

They explained that agriculture is the broadest economy sector and plays an important role in the overall economic 

development of a nation. In this paper, they have proposed a novel methodology for smart farming by linking a smart 

sensing system and smart irrigator system through wireless communication technology. Our system focuses on the 

measurement of physical parameters such as soil moisture content, nutrition content, and pH of the soil that plays a 

vital role in farming activities. Based on the essential physical and chemical parameters of the soil is measured, the 

required quantity of green manure, compost, and water is splashed on the crops using a smart irrigator, which is 

mounted on a movable overhead crane system. The detailed modelling and the control strategies of a smart irrigator 

and smart farming system are demonstrated. [4] 

 

Indian farmers face a multitude of problems. Some of the issues faced, such as irregular monsoons and insufficient 

rainfall, are not in the realm of problems that can be addressed of technology, as of now.  But, there are numerous 

problems that can indeed   be solved with proper advice to farmers, at the right time. They can be made to acquire 

essential farming skills such as how to maximize yield by growing compatible crops, along with main ones, various 

crop rotation strategies depending on the location, soil. [5] 

 

III.SYSTEM ARCHITECTURE 

     
Figure 3.1: System Architecture 

 

MICROCONTROLLER: 

A LPC2148 Microcontroller is a small computer on a single metal-oxide-semiconductor integrated circuit chip. 

 

SOLAR PANEL: 

It works in dual mode. Firstly, it absorbs the light rays emitted from the sun and coverts it to the electrical energy. 

Secondly, it works by absorbing the light rays from the rays emitting equipment and stores it in the battery.   
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SOIL MOISTURE SENSOR: 

It measures the volumetric water content in soil. 

 

IR SENSOR: 

It is an electronic device, that emits in order to sense some aspects of the surroundings. 

 

WATER SENSOR: 

It is a device used in the detection of the water level for various applications. 

 

RELAY DRIVER: 

It is an electro-magnetic switch that helps switching between pump and de-pump. 

 

LCD Display: 

LCD uses a liquid crystal to produce a visible image. 

 

Data flow diagrams: 

 

 
Figure 3.2: Data Flow Diagram 

 

Data Flow: 

The DFD is clear graphical formalism that can be used to address a structure the extent that the data to the system, 

diverse get ready did on this data and the yield data made by the structure. From the soil moisture sensor, the moisture 

content data is been observed and motor gets ON or OFF accordingly. Likely, water content data is been observed with 

the help of water sensor. If incase excess water is found it is stored in the reservoir for future purposes. The motion of 

animals and/or  insects that are nearing the field will be detected by the IR sensor and PIR sensor respectively. The 

notifications will be intimated to the user via wi-fi. 

 

IV.MODULE SETS 

Soil Moisture Module 

 

Soil moisture sensors measure the volumetric water content in soil. Since the direct gravimetric measurement of free 

soil moisture requires removing, drying and weighing of a sample, soil moisture sensors measure the volumetric water 

content indirectly by using some other property of the soil, such as electrical resistance, dielectric constant, or 

interaction with neutrons, as a proxy for the moisture content. The relation between the measured property and soil 

moisture must be calibrated and may vary depending on environmental factors such as soil type, temperature, or 

electric conductivity. The threshold water content is defined for different crops. So based on water content and 

threshold value the plants are irrigated. The plants are watered using automatic motor, which works based on the output 

of soil moisture sensors. 
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Figure 4.1: Soil Moisture Sensor 

 

IR Sensor Module 

An infrared sensor is an electronic device, that emits in order to sense some aspects of the surroundings. It can measure 

the heat of an object as well as detects the motion. These types of sensors measure only infrared radiation, rather than 

emitting it. The emitter is simply an IR LED and the detector is simply an IR photodiode that is sensitive to IR light of 

the same wavelength as that emitted by the IR LED. The intruder deduction system is done with the help of PIR sensor 

where the birds, insects are repelled from entering into the field. An IR sensors senses movements in the land and 

detects physical intruders such as animals etc. An intrusion in farmland is notified to the user. An alarm system is 

activated and produce huge sound as the physical intrusion is detected. 

 

 
Figure 4.2: IR Sensor 

  

Water Sensor Module 

A water sensor is a device used in the detection of the water level for various applications. Water level senses are used 

to detect the level of substances that can flow. Level measurements can be done inside containers or it can be the level 

of a river or lake. Such measurements can be used to determine the amount of materials within a closed container or the 

flow of water in open channels. Water sensor brick is designed for water detection, which can be widely used in 

sensing the rainfall. During heavy rains, the excess water from the field is de pumped into the reservoir. This 

information is notified to the user. 

 

 
Figure 4.3: Water Sensor 
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water(); 
LcdCmd(0x01); // Shift cursor position to left 

LcdCmd(0x80); // Sets cursor to line 1 of display 

LcdWriteText("MOTOROFF");  

gsmsend();str_serial_0("MOTOROFF\n");  

delayseconds(1); 

gsmsend(); //notifies user 

str_serial_0("SOIL MOISTURE DETECTED,MOTOR OFF\r\n"); 

delayseconds(2); 

} 

are motor pins // p1 24,25 

//Motor Off if(!(WATER)) 

{ 

IOCLR1=m1p; 

IOCLR1=m1n; 

void water() //Water detected in soil moisture 

{ 
LcdCmd(0x01); // Shift cursor position to left LcdCmd(0x80); //Sets 

cursor to line 1 of display LcdWriteText("WATER DETECTED"); 

delayseconds(1); 

LcdCmd(0x01); 

} 

 

if(WATER) // Motor On 
IOCLR1=m1p; // p1 24,25 are motor pins 

IOCLR1=m1n; 

delayseconds(2); 

LcdCmd(0x01); // Shift cursor position to left LcdCmd(0x80); // Sets cursor 

to line 1 of display LcdWriteText("MOTOR ON"); 

gsmsend(); //notifies user 

str_serial_0("SOIL MOISTURE NOT DETECTED,MOTOR ON\n"); 

delayseconds(2); 

} 

V.IMPLEMENTION 

 

SOIL MOISTURE MODULE 

Function Name: #define WATER (IOPIN0 & (1<<23)) 

Input: Moisture content of land. 

         Output: Should ON the motor if less water content. 

 

 

 

 The above code explains when there is no water needed for the farm land and calls the function water() hence it 

displays in the LCD as “MOTOR OFF”, and also it calls predefined function gsmsend () and sends notification as 

“SOIL MOISTURE DETECTED, MOTOR OFF” 

. 

 

The above snippet function tells water is present and sends notification as “WATER IS DETECTED”. 

 

 

The above snippet tells there is no moisture content in the farm land and hence water is needed for crops and sends 

notification as “SOIL MOISTURE NOT DETECTED, ON THE MOTOR”. 

 

 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

              | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | Impact Factor: 7.488 |  

       ||Volume 8, Issue 6, June 2020||  

IJIRCCE©2020                                                           |     An ISO 9001:2008 Certified Journal   |                                               2374 

 

 
if(RAIN) //Water is de-pumped 

{ IOCLR0=(1<<12); 

IOCLR0=(1<<13); 

LcdCmd(0x01); // Shift cursor position to left LcdCmd(0x80); // Sets cursor 

to line 1 of display LcdWriteText("RAIN MOTOR OFF"); 

gsmsend(); 

str_serial_0("WATER IS DEPUMPED\n"); 

delayseconds(2); 

} 

if(!(RAIN)) //Rain water depumping to reservoir 
{ IOSET0=(1<<12); 

IOCLR0=(1<<13); 

LcdCmd(0x01); // Shift cursor position to left LcdCmd(0x80); // Sets cursor 

to line 1 of display LcdWriteText("RAIN MOTOR On"); 

gsmsend(); 

str_serial_0("RAIN DETECTED DEPUMPING TO RESIVOUR\n"); 
delayseconds(2); 

} 

 

if(IR) // Object Detection 

{ 
LcdCmd(0x01); // Shift cursor position to left 

 LcdCmd(0x80); 

LcdWriteText("OBJECT DETECTED"); 
delayseconds(1); 

IOSET0=(1<<16); //LEDOutput 

IOSET0=(1<<15); 

delayseconds(2); IOCLR0=(1<<16); 

IOCLR0=(1<<15); 

//Buzzergsmsend(); 

str_serial_0("OBJECT DETECTED\n"); 

delayseconds(2); 

} 

WATER LEVEL MODULE 

 

Function Name: #define RAIN (IOPIN0 & (1<<20)) 

Input: Level of water 

Output: Pump to the reservoir 

 

This function explains that there is no excess water in the land and sends notification as “RAIN MOTOR OFF” 

and also notifies user as Water is de-pumped. 

 

This above snippet explains there is excess of water in land and that water is transferred into reservoir so it gives 

message as Rain Motor ON. And sends notification to user as “RAIN DETECTED DEPUMPING TO RESERVIOR”. 

 

IR MODULE 

 

Function Name: #define IR (IOPIN0 & (1<<18)) 

Input: Physical intruders 

Output: Buzzer ON 

 

 

This function explains whether any intrusion present in the farm land. If any obstacles in the farm land then IR 

sensor detects and sends the message as “OBJECT DETECTED”. 

 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

              | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | Impact Factor: 7.488 |  

       ||Volume 8, Issue 6, June 2020||  

IJIRCCE©2020                                                           |     An ISO 9001:2008 Certified Journal   |                                               2375 

 

 

V.EXPERIMENTAL RESULTS 

User Application 

 

Figure 6.1: Output of Soil Moisture 

 

                                                 
 

Figure 6.2:Output of Soil Moisture 

 

Figure 6.3: Output of Water Level Module 

 

 

Figure 6.4: Output of IR Module 

 

Figure 6.5: Solar Panel 
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LCD 

 

 

 

 

 

 

 

Figure 6.6: Output on LCD 

 

 
 

Figure 6.7: Hardware Kit 

 

VI.CONCLUSION 

 

In this system, it provides all kind of help that a farmer needs to know about the crops, start to end process is included 

in the proposed application where farmers can easily get the information about soil condition, temperature condition 

and also about solar panel as well as motor. The application proposes new techniques of securing and maintaining the 

farmland in a better way. It also has cattle tracking where we can track the cattle beyond certain distance. The farmers 

will get notification about the farm land. There is also a reservoir that is used when there is a heavy rain, excess of 

water gets stored in that reservoir and used in the future. Farmers can ON and OFF the motor through his android 

application handheld device. It cures all issues of existing system as it reaches everyone and can be accessible by every 

farmer. 
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ABSTRACT: Sericulture is a art of rearing silk worms for silk production. India is the second largest producer of silk 

in the world. Sericulture is the root of social, economical ,cultural and political progress of India. Temperature and 

humidity plays an important role in the development of healthy silkworms in every states, especially during the 

development of larva. Disinfection is one of the critical parameters to be considered for healthy and successful silk 

worm rearing. 

 
KEYWORDS: Automated smart sericulture system, Silkworm rearing , temperature, Humidity, disinfection reduced 

human intervention. 

 

I.INTRODUCTION 

 

The Internet of Things(IoT) is a recent paradigm that has made a variety of each and every things/objects to sense, 

actuate and communicate through internet by recognizing itself with a unique addressing scheme and interacting 

wirelessly with each other to create a smart implementation. 

Silkworms are stenophagous insects that are fed solely with mulberry leaves and/or silkworm chow.In the adult phase 

of the lifecycle, the silkworm moths do not eat or drink.There are 4 different stages namely egg, larva, pupa and 

moth.Sericulture activities are broadly classified into two:the agro-based sector and the industrial sector.The agro- 

based part involves two distinct phases of activities that is, mulberry cultivation and silkworm rearing. Silkworm 

rearing is differentiated into two stages:young age rearing from first and second instar.The intermediate stage will be 

3rd instar and the rearing will be 4th and 5th instars which comes under late age rearing.The sensor network utilized in our 

smart sericulture system comprises of smart sensor nodes interfaced with temperature and humidity sensors to collect 

real time accurate readings inside the system. The autocontrolled actuators namely exhaust fan,heater and sprinkler 

maintains the temperature and humidity of the system within the threshold levels.Image processing technologies is 

utilized to capture the pictures of sericulture process and to analyze the status of sericulture process.Image processing is 

a method mainly to convert an image into digital form and to perform some operations on it, in order to get an 

enhanced image or to extract some useful information from it.Here the raw data from serial camera is collected and it 

will undergo various phases of processing.The 3 general phases that all types of data have to undergo while using 

digital technique are pre-processing, enhancement and display, information extraction. 

 

II.PROBLEM STATEMENT 

 

The existing systems use the controllers like microcontroller and PIC controller which maintains the parameters like 

temperature and humidity only.Hence without proper management of other parameters the existing systems are not 

very efficient in producing silk in healthier manner. 

 

III.PROPOSEDSYSTEM 

 

The sensor network utilized in our smart sericulture system comprises of smart sensor nodes interfaced with 

temperature and humidity sensors to collect real time accurate readings inside the system. The auto controlled actuators 

namely, exhaust fan, heater and sprayer maintain the temperature and humidity of the system within the threshold 

levels. Both the temperature and humidity sensors provide and analog output. We have used three relay circuits, for the 

three actuation systems the switching operation enabling the actuator to operate for desired time. The sensors collect 

real time data are connected to the raspberrypi. 
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IV. METHODOLOGY 

 
This stage is the underlying stage in moving from issue to the course of action space. Accordingly, starting with what is 

obliged; diagram takes us to work towards how to full fill those requirements. System plot portrays all the critical data 

structure, record course of action, yield and genuine modules in the structure and their Specification is picked. This 

assumes an essential part on the grounds that as it will give the last yield on which it was being working. In our work 

we use following modules, these modules are listed below. 

 

Controlling water pump 

The greenhouse model is equipped with soil moisture sensor and a water pump. Based on the captured soil 

moisture level by the soil moisture sensor, it passes the data to raspberry pi and if the moisture level is below 

threshold value the water pump is triggered high so that it can supply water to the soil.The water pump is 

connected with the relay so that the raspberry pi can provide instructions to the water pump that needs to be 

switched on/off.The water pump is fitted inside a water tank filled withwater. 

 

Controlling window 

The greenhouse has window inside it. The window is fitted with Servo Motor so that when the window is need 

to be open, the Servo Motors get the instruction to rotate in particular angle and when it has to be closed,the servo 

motor rotates in anti-clockwise direction. The humidity sensor is connected with the raspberry pi. When the 

humidity level reaches the threshold value the microcontroller triggers the servo motor to rotate so that the window 

opens up and when the humidity level goes down to normal level the servo motor rotates in anti-clockwise 

direction to close the window. 

 

Controlling upper lid andfan 

The upper lid of the greenhouse is fitted with the servo motors and it can be open or closed based on the 

requirement. Controlling the upper lid is based on the in house temperature the temperature sensor is fitted with the 

raspberry board and the LDR sensor is also connected with the raspberry pi board as well. The LDR sensor detects 

the amount of light and the temperature sensor senses the in house temperature.When the temperature reaches its 

threshold level, the microcontroller checks the input from the LDR sensors and if there is enough light then the 

upper lid of the greenhouse opens up.To open up, the servo motor rotates in clockwise direction and based on the 

delay the servo motor is stopped.If there is no enough light present inside the greenhouse we consider it as an night 

time and the fan is triggered on so that it can maintain the temperature.The servo motor as well as the fan operates 

with Ac current so both the devices are connected with arelay. 

 

Controlling exhaust fan 

The greenhouse is fitted with an mq9 sensor that can sense the carbon monoxide level. Inside the Greenhouse 

sensor is connected with the raspberry pi.The sensor operates at 5V, if the gas level reaches the threshold level, it 

triggers the exhaust fan so that the unwanted gas can go out of the greenhouse. The exhaust fan operates at Ac 

current circuit so it is connected with relay. 

 

Accessing data 

Raspberry pi can send the data to the tomcat server. User can check the details using his/her android based app. 

V.SYSTEM ARCHITECTURE 

 
The architectural configuration procedure is concerned with building up a fundamental basic system for a framework. It 

includes recognizing the real parts of the framework and interchanges between these segments. The beginning 

configuration procedure of recognizing these subsystems and building up a structure for subsystem control and 

correspondence is called construction modeling outline and the yield of this outline procedure is a portrayal of the 

product structural planning. The proposed architecture for this system is given below. It shows the way this system is 

designed and brief working of the system. 
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Fig 1: System Architecture 

 

The Step by step process of the system; 
1. Humidity and temperature sensor, MQ9 sensor, LDR sensor and camera are connected to raspberry piboard. 

2. Humidity and temperature sensor captures temperature and humidity level in the greenhouse model,MQ9 sensor 

captures the amount of carbon monoxide level, LDR sensor captures the amount of light inside the model and 

camera captures the videos and pictures of silkworm and all these data are sent to raspberry pi and is stored on a 

server to take necessary action based on obtaineddata. 

3. When the moisture level captured by soil moisture sensor present in the model is below a threshold value,the 

data is passed to the raspberry pi which triggers the water pump to spray water using a controlsprayer. 

4. When the amount of carbon monoxide level increases a threshold value then the exhaust fan is triggered on so 

that it can maintain the inhousetemperature. 

5. When the temperature and humidity reaches a threshold value the controlling lid and window is triggered to 

open up to maintain the parameters in a normal level. 

6. The images and videos captured by raspberry pi camera are sent to the server for comparing and then predicting 

if it’s a healthier or unhealthier silkworm. 

 

VI. DESIGN CONSIDERATIONS 

 

Software Requirements 

 

1. Operating system : Windows 7/8 
2. JDK1.8 
3. AndroidSDK 
4. IDE: NetBeans, Arduino,python 3.7 
5. Data Base:MYSQL 
6. Server: Apache Tomcat Server7.0 
7. Programming Language : Java,C 
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Some snapshots of our Web Application are: 
 

 

 

 
Power Supply: Control supply is a reference to a wellspring of electrical compel. A contraption or system that 

provisions electrical or diverse sorts of essentialness to a yield load or assembling of weights is known as constrain 

supply unit or PSU. The term is most generally associated with electrical essentialness supplies, less much of the time 

to mechanical ones, and once in a while to others. This power supply segment is required to change over AC flag to DC 

flag furthermore to decrease the plenitude of the flag. The available voltage motion from the mains is 230V/50Hz 

which is an AC voltage, yet the required is DC voltage (no repeat) with the sufficiency of +5V and +12V for various 

applications. 
 

Fig 2: Power Supply 
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DHT 11 : This DHT11 Temperature and Humidity Sensor features a calibrated digital signal output with the 

temperature and humidity sensor capability. It is integrated with a high-performance 8-bit microcontroller. Its 

technology ensures the high reliability and excellent long-term stability. This sensor includes a resistive element and a 

sensor for wet NTC temperature measuring devices. It has excellent quality, fast response, anti-interference ability and 

high performance. 

 

 
 

Fig 3: DHT 11 

 

Servo Motor :A servo motor is an electrical device which can push or rotate an object with great precision. If you 

want to rotate and object at some specific angles or distance, then you use servo motor. It is just made up of simple 

motor which run through servo mechanism. If motor  used is DC powered then it is called DC servo motor, and if it  is 

AC powered motor then it is called AC servo motor. We can get a very high torque servo motor in a small and light 

weight packages. Due to these features they are being used in many applications like toy car, RC helicopters and 

planes, Robotics, Machines etc. 

 
 

 

 

 

 

 

 

 

 

 

 

Fig 4: Servo Motor 

 

Arduino Concepts : An Arduino is an open-source microcontroller development board. In plain English, you can use 

the Arduino to read sensors and control things like motors and lights. This allows you to upload programs to this  board 

which can then interact with things in the real world. With this, you can make devices which respond and react to the 

world at large.An Arduino board is a one type of microcontroller basedkit. 

The pin configuration of the Arduino Uno board is shown in the below. It consists of 14- digital i/o pins. Wherein 6 

pins are used as pulse width modulation o/ps and 6 analog i/ps, a USB connection, a power jack, a 16MHz crystal 

oscillator, a reset button, and an ICSP header. Arduino board can be powered either from the personal computer 

through a USB or external source like a battery or an adaptor. This board can operate with an external supply of 7- 12V 

by giving voltage reference through the IORef pin or through the pinVin.. 

 

 

Fig 5: Arduino 

http://www.ijircce.com/
http://www.edgefxkits.com/blog/simple-electronic-project-circuits-for-final-year-engineering-students/


International Journal of Innovative Research in Computer and Communication Engineering 

           | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | Impact Factor: 7.488 |  

  || Volume 8, Issue 5, May 2020 ||  

IJIRCCE © 2020                                                    |     An ISO 9001:2008 Certified Journal   |                                                 2010 

 

    

Raspberry bi : The Raspberry Pi device looks like a motherboard,with the mounted chips and ports exposed 

(something you'd expect to see only if you opened up your computer and looked at its internal boards), but it has all  the 

components you need to connect input, output, and storage devices and startcomputing. 
 

Fig 6: Raspberry Pi 

 
LDR sensor : A Light Dependent Resistor (LDR) or a photo resistor is a device whose resistivityis a function of the 

incident electromagnetic radiation. Hence, they are light sensitive devices. They are also called as photo conductors, 

photo conductive cells or simply photocells.They are made up of semiconductormaterials having high resistance. There 

are many different symbols used to indicate a LDR, one of the most commonly used symbol is shown in the figure 

below. The arrow indicates light falling onit. 
 

 

Fig 7: LDR Sensor 

 

Exhaust Fan : Main features are: 
1. Starts or stops at 5V and is connected to a controller port and supports PWM speed control of fan withprogram. 
2. Power suppy voltage input range : 3-6VDC 
3. With LED indicator , it will light up after being switchedon. 
4. Material :FR-4 
5. Easy operation, it can give rise to your interest in electronic circuits and enlighten your creativethinking. 

 

 

 

Fig 8: Exhaust Fan 
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       VI. RESULT 

 
The result of this project mainly focuses on the effective rearing of silkworm in a healthier manner so that finally the 

outcome is a good quality of silk produced.Since the svm algorithm is used ,the images captured by raspberry pi 

camera is in rgb form which preprocessed to convert into grayscale that is computer understandable format and then it 

is segmented to locate the silkworm for feature extraction and then finally is classified by comparing it with the  trained 

dataset stored in the server as healthier or unhealthier silkworm.This project also has reduced the continuous human 

intervention which is otherwise required,because here all envirommental parameters are properly managed and 

maintained.This leads to a production of better quality of silk. 

 

Final Prototype: 
 

 

Fig 9: Final prototype 

 

VII.CONCLUSION 

 

IoT is widely used in connecting devices and used to gather information. The system is designed to remotely monitor 

the greenhouse parameters such as soil moisture, temperature, and light, this information can be collected by the 

farmers with the help of cloud account and internet connection.There is also controlling action taken automatically that 

is greenhouse windows/ doors roll on/off based on the soil moisture levels. Thus, the system will help the farmers to 

avoid physical visit to the field, and increase the yield with the maintenance of précised parameters such as soil 

moisture, temperature, and light in the greenhouse with the help of IoT. 

Future work is to automatically supply medicines to diseased silkworms. 
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ABSTRACT: Communication is also one of the activities which are considered as crucial issues at the basis of daily 

activities of deaf-blind people and of people with disabilities in general, since they are essential in order to have a 

social life. Today, the perspectives are changed with the introduction of assistive technologies, that are products, 

devices or systems, which allow to overcome existing digital barriers. This is the context where the GloveBlu project 

was born. GloveBlu is a low-cost solution supporting users to autonomously communicate with the rest of the world, 

letting them directly interact with other persons, without the need of an assistant or of an interpreter. The aim is to 

enable many-to-many communication between many users exploiting the potentiality of tuple centers as coordination 

media. 

 

KEYWORDS: wearable devices, many-to-many communication, deaf-blind users, people with disability, accessibility. 
 

I.  INTRODUCTION 

 

Communication has a key role in our daily life and in particular in daily activities of people with disabilities, since it 

represents a means of inclusion and of integration in the society and a way to enhance their independence. It takes on 

further importance in severe disability cases like deaf blindness that is the combination of blindness and deafness. 

Communication is of crucial importance for deaf-blind people, but it is also very complex, because communicating 

does not just mean talking, but also getting in touch with other people, breaking the barriers of isolation. Usually, in 

order to communicate and to interact with the others, several deaf-blind people need the constant presence of a 

caregiver, who acts as an interpreter with the rest of the world. Communication is also one of the activities which are 

considered as crucial issues at the basis of daily activities of deaf-blind people and of people with disabilities in 

general, since they are essential in order to have a social life. 

 

II. LITERATURE REVIEW 

 

Title: Expectations for User Experience in Haptic Communication with Mobile Devices  

Author: Jani Heikkinen, Thomas Olsson & Kaisa Väänänen-Vainio-Mattila  

- The main contribution of the study is the new knowledge about the expectations and user experience of potential users 

of haptic communication systems. The authors gained insight into the expectations towards the holistic user experience 

with haptic systems with mobile devices.  

 

Title: DroidGlove: An Android-Based Application for Wrist Rehabilitation  

Author: Silvia Mirri, Catia Prandi, Paola Salomoni & Lorenzo Monti  

- This illustrates an original application we have created that combines serious gaming, healthcare, and smart phones to 

create a digital tool for wrist rehabilitation, namely Droid- Glove.  

 

A Multimedia Broker to Support Accessible and Mobile Learning Through Learning Objects Adaptation  
Author: Paola Salomoni, Silvia Mirri, Stefano Ferretti, Marco Roccetti 

-This described LOT (Learning Object Transcoder), an automatic system for the production of accessible and portable 

learning materials. The system offers a brokering service to transcode digital video lectures based on specific student 

and device profiles. 

 

Personalizing Pedestrian Accessible Way-finding with mPASS  
Author: Silvia Mirri, Catia Prandi, Paola Salomoni  
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-This introduced mPASS, a system with the goal of equipping citizen with personalized pedestrian paths and a mapping 

of urban accessibility. mPASS collects data from many sources to improve the accessibility of urban environments, 

meeting special needs of citizen with disabilities and elderly people. 

 

III. SYSTEM ARCHITECTURE 

 

Figure:3.1 

 

The architecture shown in 3.1 has glove which is fitted with multiple buttons that perform various operations. The 

glove is fitted with a battery for the power supply. The android phone has an application which is used to display the 

characters pressed on the glove and also show the operations performed. The phone is connected to the glove via 

Bluetooth. The functions performed from the android phone are shown in the architecture in 3.1. Node MCU is used for 

home automation such as controlling lights, fans etc. It is connected to glove via Wi-Fi module. 

 

IV. MODULE SETS 

Interaction: Using the proposed glove the deaf and dumb people can interact with others. The glove comes with 

several buttons. With the help of the buttons they can type whatever they want to speak. Once a button is pressed, the 

respective character is transferred to the android app via Bluetooth. The android app forms the words and that results 

into sentence. We have used google TTS API to read out the sentence. In the reverse way when a user says something, 

the app listens to it and converts the speech into text and display. 

Home Automation: We have connected the lights and fans with the Arduino Uno microcontroller using H-Bridge. The 

Arduino Uno is connected with the Bluetooth HC-05. When the user wants to control the home appliances using the 

glove, they can use dedicated buttons to control the home appliances. So, this glove can be used by the disable people 

too. When there is a smoke or fire at home the kit sends a signal to the glove. The glove is fitted with a buzzer. Once 

receives the signal, the buzzer sets the alarm. 

 

 Call and SMS: Using the same proposed glove, blind user can send SMS or make calls. When a user wants a SMS to 

someone, they can use the dedicated buttons to type the sentence and special buttons to type the numbers. The details 
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are sent to the android app and SMS is sent from the android phone. In the same way user can type the number and 

press on the call button to make calls using the android phone. 

 

Safe Button: The safety button is a special button fitted with the glove. When the user feels like danger, he/she can 

press the button and signal is sent to the android app. The app after that send an alert to the family members with the 

current location of the user. 

 

V. IMPLEMENTATION 

 

 
                                                                                        

Fig 5.1 Glove Fitted with Buttons and Arduino 

                                       

                               
 

Fig 5.2 The Android App                                                                   Fig 5.3 Read out Predefined Message 
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Fig 5.4 Danger Alert send to Registered phone number                            Fig 5.5 Home Automation Setup 

   

 

 

Fig 5.6 Overall Project Setup 
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VI. EXPERIMENTAL RESULTS 

Assistive technologies supporting people with disabilities can be a strategic tool to enhance their inclusion, integration, 

and independence, in particular for persons with disabilities that involve more senses, such as deaf-blindness, which is 

the combination of blindness and deafness. Deaf-blind users can communicate by mainly exploiting the sense of touch. 

Focusing on this kind of communication, we have designed and developed Glove-pi, a low-cost wearable device, based 

on a glove equipped with mobile devices via Bluetooth. All the systems, services, devices and appliances that are used 

by disabled people to help in their daily lives, make their activities easier. GloveBlu is an open source assistive system, 

developed employing low costs hardware components. In particular, the system architecture is composed by three main 

components: (i) a glove; (ii) an Arduino Uno; (iii) a button. Moreover, an android app has been developed to 

communicate with the user and display and listen the phases created by the deaf-blind user, using the glove. Using the 

glove user can send the alert message.  
 

 
 

Fig 6.1 Testcases for working of several buttons 

 

 
 

Fig 6.2 Testcases for call and SMS of the glove 

 

VII.   CONCLUSION AND FUTURE WORK 

 

In this project we presented Glove Blu, an open source assistive system developed employing low costs hardware 

components. In particular, the system architecture is composed by three main components: (i) a glove; (ii) an Arduino 

Uno; (iii) a button. Moreover, an android app has been developed to communicate with the user and display and listen 

the phases created by the deaf-blind user, using the glove. Using the glove user can send the alert message. 

As a future work, it will be interesting to investigate the two-way communication of data not only from glove to the mobile 

app, but also from the mobile app to the glove. 
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ABSTRACT: Holography is the next stage of photography and conventional film and its three-dimensionality creates 

completely new possibilities for use, such as for product presentation. A 3D hologram displays products, objects, and 

animated sequences three-dimensionally and enables seemingly real objects or animations to appear to float completely 

freely in space. Unlike a conventional film on a standard screen, a 3D hologram is visible from all sides, which means 

the observer can walk around the hologram, enabling an absolutely realistic-looking image to form. Hologram makers, 

render 3D projections whether it’s inside a glass tube or suspended in thin air. 3D multi-dimensional images enable 

users to interact with content in a totally unique way from a 360-degree seeing point. The way to the operation of 

holographic projectors is the 3D image. A holographic projector utilizes part illuminations reflected together from 

multiple viewing angles of the subject in a combined form to reproduce a picture of the subject in a 3D state. 

 

KEYWORDS:Zooming K-Time algorithm, Image processing, Arduino UNO, Raspberry Pi, Flex sensor, Hand 

gestures, Holograhic effects. 

 

I. INTRODUCTION 

 

A hologram is a physical recording of an interference pattern which uses diffraction to reproduce a three-dimensional 

light field, resulting in an image which retains the depth, parallax, and other properties of the original scene.  A 

hologram is a photographic recording of a light field, rather than an image formed by a lens. A 3D hologram is a 3D 

projection that exists freely in space and is visible to everyone without the need for 3D glasses.sHolography is the next 

stage of photography and conventional film and its three-dimensionality creates completely new possibilities for use, 

such as for product presentation. A 3D hologram displays products, objects, and animated sequences three-

dimensionally and enables seemingly real objects or animations to appear to float completely freely in space. Unlike a 

conventional film on a standard screen, a 3D hologram is visible from all sides, which means the observer can walk 

around the hologram, enabling an absolutely realistic-looking image to form.3D hologram object is a record pattern of 

the light method.Digital holography was invented in 1900. The improvement of computer science led to delivering the 

recording.Nowadays, holography has a broad range of applications various sciences.Display paradigm for unrestricted 

viewing of real-world objects that employs all real 3D principles.A holographic projector utilizes part illuminations 

reflected together from multiple viewing angles of the subject in a combined form to reproduce a picture of the subject 

in a 3D state. The main objective of our project is to develop a fully functional 3D video capture. Our project allows the 

user to change the image using hand gestures without the help of any device. 

 

II.    PROBLEM STATEMENT 

 

Many problems can be faced when using the traditional methods of viewing the pictures or any conventional films. 

Some of them can be accommodation-vergence rivalry that arises when a viewer’s eyes converge or diverge in 

response to disparitybetween the left and right images, giving the illusion that part of the scene is coming in front of or 

behind the screen, but all the time the eyes must focus exactly on the screen. The other problem can be no motion 

parallax that arises when users move their heads slightly in 3D cinema, the objects do not move as they should if it was 

a 3D scene, this can give rise to visual discomfort. Everyone in the cinema sees the same perspective decided by 

cinematographer, changing seat does not give a new perspective of the 3D scene, as in the case in live theatre. 

Holography could be used to overcome some of these problems.The existing system discuss the creation of a three 

dimensional (3D) effect for an image by rotating the two dimensional (2D) one on a computer screen in order to add 

the required sense of image depth depending on image processing techniques. In the traditional system while 
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explaining something we use board or projector.Traditional system requires more time to demonstrate and need to draw 

image for different orientation 

III.   PROPOSED SYSTEM 

 

In the proposed model we have created a 3D holographic box which will be used to display the image. The hologram 

box is made up of a wood. The top frame is simply a rectangle with a lip on the inside of the frame for the edges of the 

monitor to sit on. The bottom frame is similar to the top frame except for the inner lip. The top and bottom frame hold 

together the acrylic frustum within it. The frustum is three pieces of acrylic sheet brought together to form a three-sided 

pyramid with a 45 degree slope. The acrylic sheets used in developing frustum must be of exact dimensions. The 

dimensions are highly dependent on the size of the monitor used. The base and back of the hologram box is covered 

with PVC sheets or any similar material that serve the 3D holographic effects by blocking off the light and creating a 

dark background for the hologram. For the hand gestures we are using one wrist band which consist of an Arduino 

Nano, ADXL and a Bluetooth module HC05. For image modification such as zoom in or zoom out we make use of a 

flex sensor. Image is displayed in the holographic box along with the information provided to it. The proposed system 

uses a Raspberry Pi controller based system to achieve holographic projections. The power supply unit is designed such 

that it is connected to both the Raspberry Pi board and the Gesture Interface board simultaneously, both circuits are 

provided with different voltage and power requirements. The power supply unit consists of a bridge rectifier, capacitive 

filters and voltage regulators (LM7805). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Working of the System 

 

The step by step process how the images are displayed in hologram box is given  

1. First the images and videos which needs to be displayed are stored in the web app along with its information. 

The application can be used in any smartphones. 

2. The app is connected to the monitor of the hologram box using a Bluetooth. The images selected by the user is 

transferred through the Bluetooth to be displayed in the box. 

3. There is a Raspberry Pi placed on the monitor. Once the Raspberry Pi receives the instructions from the 

android based mobile app, those instructions are applied on the selected images and displayed in the hologram 

box. 

4. The user can change the images using hand gestures without the help of the mobile app. One wrist band is 

used for the hand gestures which consist of an Arduino Nano, ADXL and a Bluetooth module HC05. The 

ADXL detects the hand movement based on x, y, z axes and passes the data to the Arduino and the Arduino 

transmit the instruction to the raspberry pi. For zoom in and zoom out we will use flex sensor. 

Add Image details 
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5. Based on the instructions given by the user the images are modified using the python program in the raspberry 

and is displayed in the hologram box. 

6. When the zoom in and zoom out instruction is given the image processing algorithm is applied to zoom in and 

zoom out the images 

 

IV.   IMPLEMENTATION 

 

A.  Implementation 

An android based mobile application is developed, to store the images along with its information that is needed to be 

displayed in the hologram box. 

 

 

 
 

Fig 2: Login Page of the app 

 

 

 
 

Fig 3: Home page of the user 
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Fig 4: Adding image and video details 

 

 
 

 

Fig 5: Adding images and videos 
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Fig 6: View images and videos 

B.Software 

For software purpose, we used 4 different software for different purpose in our project. 

1. NetBeans 8.2 

2. Jdk8 

3. Python 3.7 

4. Mysql5.1 

 

 

V.   HARDWARE 

 

A.1. Hologram Box 

 

The hologram Box is made up of wood as its base and top frame. The top frame holds the monitor within its inner lip. 

The top and bottom frames are held together by wooden pillars. The frustum is made of acrylic sheets, they are made in 

the shape of a pyramid with 45 degree. The image is seen within the frustum. 

 

 

B.1. Arduino UNO 

 

Arduino Uno is used to control the relay signal which will direct the signal based on their given code, the signals 

given by flex sensor are controlled and work accordingly. 

 
Fig 7: Arduino UNO 
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B.2. Raspberry pi 

 

The Raspberry Pi device looks like a motherboard, with the mounted chips and ports exposed (something you'd expect 

to see only if you opened up your computer and looked at its internal boards), but it has all the components you need to 

connect input, output, and storage devices and start computing.There are two models of the device: Model 

A and Model B. The only real differences are the addition of Ethernet and an extra USB port on the more expensive 

Model B. 

 

Fig 8: Raspberry Pi 

B.3. Glove for hand gesture 

The wrist band consists of an Arduino nano, ADXL and a Bluetooth module HC05. The ADXL detects the hand 

movement based on x, y, z axes and passes the data to the Arduino and the Arduino transmit the instruction to the 

raspberry pi. Based on the instruction, the python program in the raspberry, receives the instruction and applies on the 

image. For zoom in and zoom out we will use flex sensor. A Bluetooth is also connected to it. 

 

 
 

 Fig 9: Glove for Hand Gesture 

 

 

C.1. Power Supply 

The power supply unit is designed such that it is connected to both the Raspberry Pi board and the Gesture Interface 

board simultaneously, both circuits are provided with different voltage and power requirements. The power supply unit 

consists of a bridge rectifier, capacitive filters and voltage regulators (LM7805). 
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VI.    RESULT ANALYSIS 

The result of the project mainly focuses on two part. The hardware result which will focus on how the device is 

running displaying the images and videos selected, if the goal is being achieved properly. And the software result 

which will focus on storing the images and videos required to be displayed along with its information to be 

displayed in the hologram box. 

 

Fig 10: Hologram box 

The app consist of different views of a single image i.e. top view, bottom view, right view, left view and each of the 

view has its own information to be displayed in the hologram box.When an image is selected to be displayed, same 

image is same from all four directions for the user. 

 

Fig 11: Command prompt to run the code for changing the view  
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VII. CONCLUSION 

 

A digital display system is simulated to be capable of displaying 3-D images having all the relevant information and 

visual properties of the scenes to be viewed. The simulated model is a fast simple display technique without need to 

install optical system or even real objects. The created 3Dimages are viewed with depth impression and are scaled to a 

desired size. It is also possible to combine the constructed images with some graphical effects to be more 

enjoyable.This 3-D hologram is constructed in such a way that it is user friendly as well as can be used in almost every 

domain in order to deliver ideas in a creative way. The use of hand gestures will make it easy for the user to have 

control on the 3-D hologram as well as the image that is being represented inside it. Thus it plays an important role in 

digitizing most of the domains with latest technologies being inculcated in it. 

 

VIII. FUTURE SCOPE OF THE STUDY 

 

The future of holographic technology is said to be a game changer, set to revolutionize industries beyond the 

conventional standards we live in today.3D holographic projection technology clearly has a big future ahead. As this 

audio visual display continues to get high profile credibility, we are likely to see more companies advertising their 

products or marketing their business in this way. Whether it be large scale, big budget product launches or smaller 

retail POS systems, they are likely to become a common feature in the advertising world.The images that were being 

viewed in 2-D perspective can now be viewed from all sides and also in a 3-D manner with the help of the 3-D 

hologram. Along with the features of a 3-D hologram, it also enables the users to use hand gestures in order to have full 

control of the image inside the holographic box. In the near future, the 3-D hologram box will be very essential in 

digital education, as it will allow the users to teach the in a visually appealing way and also act as an amazing device 

for modern education. Along with being beneficial in the field of education, it also plays an important role in the 

medical and health care domain by providing a 3-D view of any scan report. The entire project is not only sustainable 

but very essential in mostly all of the domains which require a device to convey their ideas in a very creative way.The 

future integration of hologram technology in different sectors is thought to revolutionize certain industries like space 

research, medical research, information storage, architecture, non-photorealism and even entertainment. Holograms 

have the potential to dramatically improve training, design, and visualization in many business settings and production 

facilities, being able to look at, zoom in and manipulate 3D versions of in-progress designs.  
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ABSTRACT: Electric household appliances are now an indispensable component of our life. Microwave ovens cook 

our meals, dishwashers clean the dishes and laundry machines wash and dry our clothes. However, most of these 

machines operate in a closed environment (box)and it significantly limits what they can do. We foresee that next 

generation electric household appliances (systems) should execute more advanced tasks in an open environment that is 

shared with users. We are developing a cooking system as an initial example of such household systems. Cooking in a 

closed environment consumes too much space for typical home kitchens. Wetherefore, designed a system that works in 

an open environment. When using the system, the user puts pre-processed cooking ingredients on the table and has 

small robots execute the cooking tasks using a pot on an induction heating (IH) cooker.When not using the system, the 

user can cook on the same table using the same cooker. Consideration to human factors is critically important for the 

successful deployment of such open household systems. They must be safe and able to adapt to dynamic changes of the 

environment because they share the space with the user. They also must provide an appropriate user interface for 

controlling complicated real-world tasks. We address these issues in the design of our cooking system.  

 

 
KEYWORDS: Cooking robot, Internet of things, Android application, automation, intelligent systems, robotics, 

cooking systems, Arduino. 

 
I. INTRODUCTION 

 
We propose a cooking system that operates in an open environment. The system cooks a meal by pouring various 

ingredients into a boiling pot on an induction heating cooker and adjusts the heating strength according to the user’s 

instructions. We then describe how the system incorporates robotic- and human-specific elements in a shared 

workspace so as to achieve a cooperative rudimentary cooking capability. First, we use small mobile robots instead of 

built-in arms to save space, improve flexibility and increase safety. Second, we use detachable visual markers to allow 

the user to easily configure the real-world environment. Third, we provide a graphical user interface to display detailed 

cooking instructions to the user. We hope insights obtained in this experiment will be useful for the design of other 

household systems in the future. 

The Kitchen is an essential part of human life. Cooking food is considered as special skill. Cooking food in present day 

busy life is a tedious work. For a busy life schedule, solutions such as restaurants, packaged food, ready to eat food 

came into existence. These solutions turned out to high profit and medium scale industries. The quality of food and 

adulteration became major factors in restaurants, addition of chemicals for long lasting food in packaged and ready to 

eat food products may affect the health of human-life. And the taste in these foods are depended on the chief chef of the 

particular industry. In this paper, authors describes a mechanism to overcome the above-mentioned problem with a 

solution of an autonomous cooking system which cooks the desired dishes in the home kitchen which can be controlled 

from android application. 

Present day kitchen automation system includes features like smart notifications, scheduled notifications, smart 

displays, prediction of dishes from the ingredients available [1]. But most of these methods are software oriented. Most 

of the commercially available devices, which is used to cook are specific to one dish and are costly for use in home and 

medium scale applications. The mechanism discussed in this paper integrates device that is capable of cooking multiple 

recipes and can be cooked on a single pan using up to nine or more ingredients with churning, cooking, frying 

mechanisms and smart weigh scale. 
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II. PROPOSED SYSTEM 

 

We are creating a special table and placed it higher than the pot so that the robots can easily pour ingredients and 

seasonings. We also created special plates so that the robots can handle them and the user can place a visual marker on 

it. Inside the IH cooker we implanted a micro controller circuit and Bluetooth communication module for controlling 

the temperature level remotely. We carefully designed the environment so that the user can also cook without using the 

system.The user can use the table as a working space and put ingredients on the same plates.We are developing three 

types of customized small iot robots, one for transporting the ingredients on plates, one for transporting seasonings in 

bottles, and one for stirring the pot.The first robot grabs a plate using a single arm, moves to the pot, and tilts the plate 

to drop the ingredients into the pot. The second robot grabs a bottle by using a hand with two fingers, moves to the pot, 

and shakes the bottle to sprinkle the seasoning into the pot. The stirring robot stirs the pot at appropriate times. Before 

cooking begins, the user needs to select and attach a cooking utensil to the robot. We are developing a cooking system 

as an initial example of such household systems. Cooking in a closed environment consumes too much space for 

typical home kitchens. When not using the system, the user can cook on the same table using the same cooker. This 

robot can cook egg boil, rice, coffee, tea and vegetables item etc. 

 

Advantages:  

 It works really well 

 It looks fantastic 

 Helpful for elder people  

 They make it easier/help people who are stressed  

 
III. METHODOLOGY 

 

In our work we use four modules, these modules are listed below. 

 Chopping Vegetables: 

Vegetable cutting dicing is a daily domestic task which takes up a lot of time and effort. So here we propose a 

motorized vegetable cutting machine that does this in a fully automatic manner. The vegetable cutter machine 

consists of a narrow feeder which is attached to a motorized blade cutter arrangement. The blade is contained 

in a circular transparent vessel to collect cut vegetables. The system consists of a narrow feed pipe used to 

insert vegetables. This feed pipe is fabricated to the cutting blade area. As soon as the vegetable is pushed 

through it rotating blade which is connected to a powerful motor through a custom designed coupling is 

continuously rotating as per the speed we set for it. The motor mount is fabricated with the lower collector 

vessel which is used to collect the diced vegetable pieces. 

 Process Request: 

The users can select the cook/chef as per their interest. The cook might specialize in preparing Indian or 

maybe something else. Under this section, the users can send the request to the desired cook as per their 

preferences. 

 Cook Process: 

When Robot Cook gets instruction from the user then Robot cook will be working automatically. Like lemon-

rice -It takes around 20 minutes for the meal to be cooked and the entire procedure is completely unaided. The 

recipes can be pre-programmed into the bot and after loading the required ingredients; the bot functions 

independently. 
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 Android Application: 

In this paper, the cooking robot is connected with the android app through the low power hc05 (Bluetooth) 

technology based on the technology of the internet of things. User are able to use android app to give the 

instructions to the Arduino microcontroller. 

 

 

Fig1 application pg1                                                                Fig 2 application pg2 

 

                                                           Fig 3 application pg 3 

SYSTEM DESIGN AND MODULE DESCRIPTION 
 INTRODUCTION 

A good system design is to organise the program modules in such a way that are easy to develop and change. 

Structured design techniques help developers to deal with the size and complexity of programs. Analysts create 

instructions for the developers about how code should be written and how pieces of code should fit together to form a 

program. 

 

 SYSTEM ARCHITECTURE 
The architecture of a system describes its major components, their relationships (structures), and how they interact with 

each other. Software architecture and design includes several contributory factors such as Business strategy, quality 

attributes, human dynamics, design, and IT environment. We can segregate Software Architecture and Design into two 

distinct phases: Software Architecture and Software Design. In Architecture, non-functional decisions are cast and 

separated by the functional requirements. In Design, functional requirements are accomplished. 
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FIG 4. SYSTEM ARCHITECTURE 

IV. DESIGN CONSIDERATION 

 REQUIREMENT SPECIFICATION 
A software requirements specification (SRS) is a document that captures complete description about how the system is 

expected to perform. It is usually signed off at the end of requirements engineering phase. Framework Requirement 

Specification (SRS) is a focal report, which outlines the foundation of the item headway handle. It records the 

necessities of a structure and in addition has a delineation of its noteworthy highlight. A SRS is basically an affiliation's 

seeing (in making) of a customer or potential client's edge work necessities and conditions at a particular point in time 

(for the most part) before any veritable design or change work. It's a two-way insurance approach that ensures that both 

the client and the affiliation understand exchange's necessities from that perspective at a given point in time.  

 
 SOFTWAREREQUIREMENT 

ANDROID DESCRIPTION 

Android applications are written in the Java programming language. The Android SDK tools compile the code along 

with any data and resource files into an Android. package, an archive file with an .apk suffix. All the code in a 

single .apk file is considered to be one application and is the file that Android-powered devices use to install the 

application.Once installed on a device, each Android application lives in its own security sandboxThe Android 

operating system, is a multi-user Linux system in which each application is a different user. 

ARDUINO IDE 

The Arduino Integrated Development Environment (IDE) is a cross-platform application 

(for Windows, macOS, Linux) that is written in the programming language Java. It is used to write and upload 

programs to Arduino compatible boards, but also, with the help of 3rd party cores, other vendor development boards.  

The source code for the IDE is released under the GNU General Public License, version 2.  

The Arduino IDE supports the languages C and C++ using special rules of code structuring. The Arduino IDE supplies 

a software library from the Wiring project, which provides many common input and output procedures.  

http://www.ijircce.com/
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Fig 5.Arduino ide 

BLUETOOTH HC05 
HC05 module has an internal 3.3v regulator and that is why you can connect it to 5v voltage. But we strongly 

recommend 3.3V voltage, since the logic of HC05 serial communication pins is 3.3V. Supplying 5V to the 

module can cause damage to the module. In order to prevent the module from damages and make it work 

properly, you should use a resistance division circuit (5v to 3.3v) between Arduino TX pin and module RX pin.  

 

Fig 6. Bluetooth hc 05 

ANDROID APPLICATION 
Android applications are written in the Java programming language. The Android SDK tools compile the code along 

with any data and resource files into an Android. package, an archive file with an .apk suffix. All the code in a 

single .apk file is considered to be one application and is the file that Android-powered devices use to install the 

application.Once installed on a device, each Android application lives in its own security sandbox:The 

Androidoperating system, is a multi-user Linux system in which each application is a different user.By default, the 

system assigns each application a unique user ID (the ID issued only by the system and is unknown to the application). 

The system sets permissions for all the files in an application so that only the user ID assigned to that application can 

access them.Each process has its own virtual machine (VM), so an application's code runs in isolation from other 

applications.By default, every application runs in its own Linux process. Android starts the process when any of the 

application's components need to be executed, then shuts down the process when it's no longer needed or when the 

system must recover memory for other applications. 

 
V. RESULTS ANALYSIS 

 
We proposed a cooking system in a shared cooking environment with the user, called Cooky. User can send the 

instruction to Arduino (smart robotic cooking frame)Smart robotic cooking frame can receive the instruction from 

mobile app.This robot can cook rice, coffee, tea and vegetables item etc.The user gives cooking instructions to the 

system such as timing for the ingredients adding, stirring a pot, and controlling an electric cooker. Also, we developed 

small robots for the actual cooking tasks. The robots perform their tasks according to the user’s instructions. We tested 

the system and confirmed that it successfully cooked a meal with given instructions. 
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Fig .11(a)Final prototype                                         Fig .12(b) Final prototype 
 

VI. FUTURE SCOPE OF THIS STUDY 

 To reduce the man power 

 Make cooking process automated. 

 To maintain the test food quality 

 Robotic cook for disable person, elder people, fast-food restaurant who doesn’t know how to cook 

 They make it easier/help people who are stressed  

 Vegetable cutting dicing is a daily domestic task which takes up a lot of time and effort. So here we propose a 

motorized vegetable cutting machine that does this in a fully automatic manner.  

 The users can select the cook/chef as per their interest. The cook might specialize in preparing Indian or 

maybe something else.   

 smart robotic cook is able to manage automatically 

VII. CONCLUSION 

 

We proposed a cooking system in a shared cooking environment with the user, called Cooky. The system uses recipes, 

which include cooking instructions and visual markers; for simple cooking tasks. The user gives cooking instructions to 

the system such as timing for the ingredients adding, stirring a pot, and controlling an electric cooker. Also, we 

developed small robots for the actual cooking tasks. The robots perform their tasks according to the user’s instructions. 

We tested the system and confirmed that it successfully cooked a meal with given instructions.The design result is 

including system design machines, physical machines design, also interface designed that will be embedded in the 

machine. Later, if this system implemented successfully, this machine will be very helpful in terms of shortening the 

cooking process. This machine is expected can work automatically so that users do not need to wait from start to finish 

in cooking process.  
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ABSTRACT: The project consists of a system used for human-computer interaction (HCI) using simple hand gestures. 

The system has 3 phases: hand gesture detection, gesture recognition, and command execution. The system allows for 

better and simplified HCI than thatcompared to a traditional mouse and keyboard control. The algorithms used are    for 

higher accuracy and faster gesture recognition. This project provides a cost effective and simple interaction than the 

current 3D based technologies. The gestures can be extended for other purposes which can be further programmed in 

the computer. During the HCI stage, we develop a simple strategy to avoid the false recognition caused by noises - 

mostly transient, falsegestures, and thus to improve the reliability of interaction. The developed system is highly 

extendable and can be used in humanroboticor other human-machine interaction scenarios with more complex 

command formats rather than just mouse and keyboard events. 

 

KEYWORDS: Gesture recognition, human-computer interaction, mouse keyboard control. 
 

I.INTRODUCTION 

In this modern era computers are being used by a large number of people and its demand is stillgrowing. In accordance 

with the Moore’s Law, it is being expected that the technology will advance at a very high rate and computers will be 

in reach of common people. With the advancement in ubiquitous computing the emphasis on use of natural user 

interface is required. Today mouse, 

keyboards and pens are not enough for interaction with machines. Gestures are being used in HCI since many years. 

Earlier, hardware based gesture recognition was more prevalent. User had to wear gloves, helmet and other heavy 

apparatus. Sensor, actuator and accelerometer were used for gesture recognition. But the whole process was difficult in 

real time environment. 

 Recent trend is to use Computer Vision techniques for gesture recognition. Principal component analysis is being used 

for hand gesture recognition. However, this made the whole system slower and required more memory. For head 

gesture recognition, Hidden Markov model is being used. But this requires training of head gestures. Many multimodal 

HCI based system are also being developed, most of them uses a combination of hand and facial expression or hand 

and speech recognition or facial expression and speech recognition. Very little work in the area of multimodal HCI 

using hand and head is being done. 

 The objective of our work is to develop a vision-based multimodal human computer interaction method where hand 

and head can be simultaneously used to control any computer application. Shape recognition algorithm is being used 

for hand gesture recognition. Hand contour is being made and the number of defects, orientation and direction of 

movement of hand is being observed. For head gesture recognition optical flow is being used to observe the direction of 

movement of head. Thereafter, finite state automata are being used for head gesture recognition. 

 

II.LITERATURE REVIEW 

 

Title: Review on Image Segmentation Based on Colour Space and Its Hybrid [2016] 

Author:Maheswari . S 

 

- They proposed an efficient method for capturing images using RGB-HSV hybrid combination rather than RGB or 

HSV, which provides better information even in poor background with improved color preservation.The RGB colour 

space is not trust worthy or accurate for computer vision applications. It is hence not suitable for an application like 

human hand tracking and gesturing. 
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Title:Hand Gesture Recognition Based on Hog Feature Extraction and K-NN Classification [2017] 

Author: Tejashree P. Salunke 

- The author proposes a static hand gesture recognition in real-time that facilitates effective and effortless human-

computer interaction.This system does not makes use of traditional methods for hand gesture recognition such as by 

using hand-gloves, markers, rings, pens or any other devices.  

The image captured from the input data is then processed and then histogram of oriented gradients features is 

extracted from it. The processed image is then compared with the database of gesture images. 

 

III.PROBLEM STATEMENT 

 

The main problem in the existing system is that user need to be in front of the laptop to use it. If they are busy with 

some other work and need to any application in the laptop, they need to go in front of the laptop and perform the 

operation. This causes reduction in user control especially in a productivity and fast environment. There is a need for 

faster input to a computer and which can be performed from a distance or even remotely. Also there is a need to 

check if the operation specified by the user is executed and the user can visually verify the output. 

 

IV.EXISTING SYSTEM 

 

The various HCI Interfaces that are being used since earlier times having some demerits. They block the 

improvement of computer dependent devices or systems. It is now a general tendency to lessen human efforts and 

overcome the usual, traditionally being used computer dependent devices. There are various technologies which uses 

different sensors and hardware to control computers. Instrumented data glove approach involves the use of sensor 

devices to recognize the hand gestures Sixth Sense Technology is a wearable gestural interface. Coloured Markers 

approaches are gloves that are worn by the human hand. 

V.PROPOSED SYSTEM 

 

The proposed system is used to control the mouse cursor and implement its function using a real-time camera. We 

implemented mouse movement, selection of the icons and its functions like right, left, double click and scrolling. 

This system is based on image comparison and motion detection technology to do mouse pointer movements and 

selection of icon. The proposed system is a real time video processing that is based on a real time application system.  

This can replace one of the traditionally used input device i.e. mouse so that simply by using the hand gestures the 

user will be able to interact naturally with their computer. The goal is two-fold. First, gesture recognition can 

complement other forms of human computer interaction (keyboard and mouse), but provides such control at a 

distance without touch. Second, it can be used as a convenient computer interface to the millions of people who are 

unable to adequately use typical computer interaction techniques. The system uses a standard windows PC and an 

inexpensive commercially available USB camera. This arrangement does not require any connection to the user. 

A.SYSTEM ARCHITECTURE 

 

Fig1: System Architecture 
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The system consists of 5 parts. The hand is used for input to the system in the form of gesture commands. The pi 

camera is connected to the Rasberry Pi which collects the input and relays it to the Rasberry Pi setup. This is placed 

in a remote location and can be operated wirelessly. The Pi module processes the image in 5 steps: Input image from 

webcam, preprocessing and segmentation, feature extraction, classification, and Result analysis. It completes and 

converts the image in the readable format. 

 The laptop obtains the processed image and compares it with its trained and tested data samples. On match of the 

image it executes the operation related to the image and shows the output on the screen. The user if present in a 

remote location and wish to operate the system can view the output using an android app for verification. After 

execution of the command the live screenshot is forwarded to the laptop. 

 

B.WORKING 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig2 : Steps Needed to Process the Gesture Input of the User 

 

The following shows the step by step implementation of the system. These are based on the images shown in the 

above figure. 

The steps start from capturing data from camera, processing data, feature extraction, match captured data, give 

values of matched data, generate transmitted data and show the output. This is summarized in the following steps: 

 

1) The Pi camera is connected to the Rasberry pi. 

2) The Raspberry pi is connected to a power supply, the Rasberry module then executes the Gesture recognition 

software. 

3) The camera setup is positioned and connected to the Apache Tomcat server. The Server-Client Transmit 

software is run, this creates a connection between the laptop and the Rasberry module so that the module can 

transmit the final images to the laptop.  

4) The laptop is also connected to the Tomcat server. The laptop runs a Client-Server receivesoftware which is 

used to receive the images from the raspberry pi. 

5) This is hence used to establish a gateway where both the Rasberry pi module and the laptop are connected to 

the same network ensuring that the images only get transmitted to the laptop. 

6) The laptop executes the train and test python program. This converts the images into gesture based commands 

which is already loaded into the laptop. 

7) These gestures can be to open the browser, execute a script, play a media file or other server based commands. 
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8) The user’s hand shows the gestures to the camera, this can be simple commands which is already trained by the 

system and fed as training data. The hand image is captured and the image is processed. 

9) The laptop executes the instruction and shows the requested command output. 

10) The user also receives an acknowledgement via the mobile Android app. 

 

There are two options: 

 If the user wishes to see the final output screenshot, this is useful when operation is simple. 

 If the user wants to see a process running, then by selecting the View Live can see the operation being streamed to 

the app from the laptop or computer. 

 

VI.HARDWARE REQUIREMENTS 

 

 

 

 

 

 

 

 

 

Fig 3 : Raspberry pi 

 

The Raspberry Pi device looks like a motherboard, with the mounted chips and ports exposed, but it has all the 

components you need to connect input, output, and storage devices and start computing.It is a capable device that 

enables computing, and used to learn how to program in languages like Scratch and Python. 

 

Here are the various components on the Raspberry Pi board: 

 ARM CPU/GPU -- This is a Broadcom BCM2835 System on a Chip (SoC) that's made up of an ARM 

central processing unit (CPU) and a Videocore 4 graphics processing unit (GPU). The CPU handles all the 

computations that make a computer work (taking input, doing calculations and producing output), and the 

GPU handles graphics output. 

 GPIO -- These are exposed general-purpose input/output connection points that will allow the real hardware 

hobbyists the opportunity to tinker. 

 RCA -- An RCA jack allows connection of analog TVs and other similar output devices. 

 Audio out -- This is a standard 3.55-millimeter jack for connection of audio output devices such as 

headphones or speakers. There is no audio in. 

 LEDs -- Light-emitting diodes, for all of your indicator light needs. 

 USB -- This is a common connection port for peripheral devices of all types (including your mouse and 

keyboard). Model A has one, and Model B has two. You can use a USB hub to expand the number of ports or 

plug your mouse into your keyboard if it has its own USB port. 

 HDMI -- This connector allows you to hook up a high-definition television or other compatible device using 

an HDMI cable. 

 

 Power -- This is a 5v Micro USB power connector into which you can plug your compatible power supply. 

 SD cardslot -- This is a full-sized SD card slot. An SD card with an operating system (OS) installed is 

required for booting the device. They are available for purchase from the manufacturers, but you can also 

download an OS and save it to the card yourself if you have a Linux machine and the wherewithal. 

 Ethernet -- This connector allows for wired network access and is only available on the Model B. 
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      Fig 4 : Pi Camera 

Pi Camera 

Pi Camera Module. The Pi camera module is a portable light weightcamera that supports RaspberryPi. It 

communicates with Pi using the MIPI camera serial interface protocol. It is normally used in image processing, 

machine learning or in surveillance projects. 

1. ANDROID APP: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Fig 5 : Android App to display the output acknowledgement 

 

 

In the figure, the Android App is used to collect the output from the laptop and display it to the user. The first image 

shows the menu to View the screen and View Live. The second image shows the streaming video of the operation. 

 

VII.RESULT AND IMPLEMENTATION 

 

In this modern world, where technology is at the peak, there are many facilities available for offering input to any 

applications running on the computer systems, some of the inputs can be offered using physical touch and some of 
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them without using physical touch (like speech, hand gestures, head gestures etc.). Using hand gestures many users 

can handle applications from distance without even touching it. 

 

 But there are many applications which cannot be controlled using hand gestures as an input. This technique can be 

very helpful for physically challenged people because they can define the gesture according to their need. The present 

system which we have implemented although seems to be user friendly as compared to modern device or command 

based system but it is less robust in detection and recognition as we have seen in the previous step. 

We need to improve our system and try to build more robust algorithm for both recognition and detection even inthe 

cluttered background and a normal lighting condition. We also need to extend the system for some more class of 

gestures as we have implemented it for only 6 classes. However, we can use this system to control applications like 

power point presentation, games, media player, windows picture manager etc. 

 

 

 

    Fig 6 : Shows the setup of the Raspberry image capturing setup 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      Fig 7 : Shows the accuracy score of training 
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Fig 8 : Shows the score performed by each Algorithm 
 

VIII.CONCLUSION AND FUTURE WORK 

 

We were able to create a hand gesture recognition system that did not utilize any markers, hence making it more user 

friendly and low cost. In this gesture recognition system, we have aimed to provide gestures, covering almost all 

aspects of HCI such as system functionalities, launching of applications and opening some popular websites. 

 In future we would like to improve the accuracyfurther and add more gestures to implement more functions. Finally, 

we target to extend our domain Hand Gesture Technology Using Image Processing scenarios and apply our tracking 

mechanism into a variety of hardware including digital TV and mobile devices. We also aim to extend this mechanism 

to a range of users including disabled users. 

 

REFERENCES 

 
[1] S. S. Rautaray and A. Agrawal, “Interaction with virtual gamethrough hand gesture recognition.”2011 International 

Conferenceon Multimedia, Signal Processing and CommunicationTechnologies(IMPACT), 2011, pp. 244–247. 

[2] D. Avola, M. Spezialetti, and G. Placidi, “Design of an efficientframework for fast prototyping of customized 

human–computerinterfaces and virtual environments for rehabilitation,”ComputerMethods and Programs in 

Biomedicine, vol. 110, no. 3,pp. 490 – 502, 2013. 

[3] G. Placidi, D. Avola, D. Iacoviello, and L. Cinque, “Overalldesign and implementation of the virtual glove,” 

Computers inBiology and Medicine, vol. 43, no. 11, pp. 1927–1940, 2013. 

 [4] W. Lu, Z. Tong, and J. Chu, “Dynamic hand gesture recognitionwith leap motion controller,” IEEE Signal 

Processing Letters,vol. 23, no. 9, pp. 1188–1192, 2016. 

[5] G. Marin, F. Dominio, and P. Zanuttigh, “Hand gesture recognitionwith jointly calibrated leap motion and depth 

sensor,”Multimedia Tools Appl., vol. 75, no. 22, pp. 14 991–15 015, 2016. 

 

 

 

http://www.ijircce.com/


International Journal of Innovative Research in Computer and Communication Engineering 

              | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | Impact Factor: 7.488| 

              ||Volume 8, Issue 6, June  2020|| 

IJIRCCE©2020                                                       |     An ISO 9001:2008 Certified Journal   |                                                 2338 

 

 

USB to USB Data Transfer using Raspberry Pi 
 

Rachana R
1
, Rashmi Srikanth Shanbhag

2
, Shilpa J

3
, Spoorthi P

4
, Kokila P 

5
 

Final year B.E Students (UG), Department of Information Science & Engineering, The Oxford College of Engineering, 

Bangalore, India
1,2,3,4

 

Assistant Professor, Department of Information Science & Engineering, The Oxford College of Engineering, 

Bangalore, India
5
 

 
ABSTRACT: The purpose of the proposed system is to describe the efficient data transfer between pen drives without 

the support of PC. Now day’s portability is most important. Utilizing the system one can not only transfer the data but 

also transfer the particular file which is to be sent by using LCD display. Currently to transfer data between two USB 

device we use PC or laptop, but it is not always possible to carry such a large device only for the data transfer. So to 

overcome the problem a system is designed, which is more compact. In the proposed system, transfer of data between 

two USB devices is done without using any computers or laptops. As shown in the block, whenever two pen drives are 

inserted into the USB port of Raspberry Pi, as done by giving the command to the processor, the processor indicates 

that the pen drive is inserted successfully till the user can not send any command to processor, the operation will not be 

initiated. After sending the particular command to processer, the processer will start fetching the data from source pen 

drive into buffer and the ARM processor wait for the signal from destination pen drive. When the processors receives 

the signal from destination pen drive, the data transfer operation will start. Only the ARM processor should get the 

external hard key input signal from the user. Once the user press the hard key the ARM processor get the information to 

transfer the data between two pen drive. While transferring the data the LED blinking rate will be increased when data 

transfer is completed then LED will stop blinking. The total operation is performed on the Raspberry Pi board by using 

a “Raspbian” operating system. 

 

KEYWORDS:  USB to USB, Without PC, Raspbian OS. 

 

I. INTRODUCTION 

 

Today the need for the portable devices is well known to us. One can easily find the USB and its applications 

everywhere around us. The applications of the USB are computer peripherals such as keyboard, pointing devices, 

digital cameras, printers, portable media players, disk drives and network adapter, both to communicate and to supply 

electric power. It has become common place on other devices, such as smart phones,PDAs and video game consoles. 

USB has effectively replaced a variety of earlier interfaces, such as serial and parallel ports, as well as separate power 

chargers for portable devices. But the main disadvantage of USB devices is that it requires the use of PC for their 

operation. Carrying a PC just for the sake of data transfer is not affordable these days in the age when people want all 

devices to be handy. Moreover, transferring data via a computer involves a lot of power to be wasted. Also, the threat of 

viruses and malware has made the life of computer users more complicated. These viruses get activated as soon as the 

device is plugged into the system and get copied along with other data from one ash device into another. So a solution is 

provided by means of implementation of a small device that carries out the required task. The small footprint and ease 

of portability makes it a choice for the data transfer. This device will help the user to select a particular data file from 

the mass storage device connected to one of the ports and transfers it to the other mass storage device using some 

controls like list, copy provided on the front panel.  

The main objective is to design and implement a cost friendly device to effectively transfer data without using pc, from 

one pen drive to another pen drive. It is a portable device which ensures data transfer securely. Aims at evaluating 

feasibility and performance. The system is designed in such a way that it assures no loss of data, is simple and easy to 

adapt. 

 

Problem Statement- Nowadays the transfer of data between two PC’s can be done with either net access or LAN 

network, but transfer of data between PC’s is not secured. For transferring data between pen drives in general we 

require PC’s. Disadvantage of an existing system – we can transfer the data from one place to another place by using 

net access, but if we transfer the data between PC’s the data is not secured and also it requires two PC’s to 

communicate. Moreover, transferring data via a computer involves a lot of power to be wasted, since the computer has 

to be entirely before it can transfer data. Also, the threat of virus and malware has made the life of computer users more 
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complicated. These viruses get activated as soon as the device is plugged into system and get copied along with other 

data from one ash device into another.  

Proposed System- this project here can provide a valuable solution to all the problems faced by a person in the existing 

system. The aim of the project is to build a small and handy device to transfer data from one USB device to another.  

This system pen drive to pen drive data transfer without PC is done by using raspberry pi. The pen drives are connected 

to USB module through USB hub, the communication between two pen drives is done by using raspberry pi.  

The purpose of this paper is to describe the efficient data transfer between pen drives without the support of PC. The 

probability of the device is achieved using a small credit-card sized, yet a powerful computer, Raspberry Pi. Raspberry 

Pi is responsible for the execution of the main software and display of the render images on the screen. This paper 

includes literature review and commentary on this topic that hasbeen addressed by professionals, researchers and 

practitioners. Effective data transfer between the drives without PC achieved with a good speed estimate is valuable. 

The value in addressing this topic is to examine the notion of efficient transfer of data without PC and its suggested uses 

in various fields to ensure accurate performance, portability and usability. 

 

II.PROBLEM STATEMENT 

 

Nowadays the transfer of data between two PC’s can be done with either net access or LAN network, but transfer of 

data between PC’s is not secured. For transferring data between pen drives in general we require PC’s .Disadvantage of 

an existing system – we can transfer the data from one place to another place by using net access, but if we transfer the 

data between PC’s the data is not secured and also it requires two PC’s to communicate. Moreover, transferring data via 

a computer involves a lot of power to be wasted, since the computer has to be entirely before it can transfer data. Also, 

the threat of virus and malware has made the life of computer users more complicated. These viruses get activated as 

soon as the device is plugged into system and get copied along with other data from one ash device into another. 

 

III.PROPOSED SYSTEM 

 

This project here can provide a valuable solution to all the problems faced by a person in the existing system. The aim 

of the project is to build a small and handy device to transfer data from one USB device to another. This system pen 

drive to pen drive data transfer without PC is done by using raspberry pi.The pen drives are connected to USB module 

through USB hub, the communication between two pen drives is done by using raspberry pi. 

 

IV.METHODOLOGY 

 

Transfer of data through USB in today’s scenario is the very easy task. But the problem is that to transfer the data to a 

personal computer or laptop is not easy if you don’t have one or the only intention is transfer data.  

So to overcome this problem we implement device using the following :- 

 

1. Initial Setup:  

In this system, the user inputs two pen drive i.e., source pen drive and destination pen drive. Selects the desired file or 

folder to be transferred, which will be displayed on the screen. The progress of the data transfer destination pen drive. 

Selects the desired file or folder to be transferred, which will be displayed on the screen. The progress of the data 

transfer will be displayed on the screen so that the user might take further actions based on it. 

2. Detection of Pendrive: 

The Raspberry pi has the two USB port and it has the central host controller. The host controller manages attachment 

and removal of USB devices Manage data flow between host and devices Provide and manage power to attached 

devices monitor activity on the bus. The 2.0 USB connector are connected to the ARM processor this two USB port 

are used to connect the other device such as keyboard, mouse, and external hubs. For communication it’s most 

important to connect the two pen drives into the USB ports of controller. When it connects to the system first it does 

the job of initialization and then we provide the option such as copy, paste, cut etc. by using switches for dealing with 

the data. 

3. Display of Data: 

The touch screen is used which is of 10″ tablet with high quality IPS screen, a great 1280×800 resolution, capacitive 

multi-point touch screen and uses Raspberry Pi as a heart. The contents of the mass storage device are displayed on the 

touch screen. This helps the user to view and select the files or folders of interest from the USB device. Also the 

options like select, copy for data transfer are put on to the touch screen. It displays the start and finish of the data 

transfer. 

4. User Interface:  

This module obtains the user input and displays the user requested information through a touch screen. It has three 

major blocks, the touch screen Controller, Navigation and Screen Display Formatter. The touch screen is used to select 
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the file and displays the path or Long File Name (LFN) format of a file or directory. The inputs from the touch panel 

are used to execute the operation to be performed. All the content on touch panel are displays the information of the 

USB drive. 

 

5. Data Transfer:  

Universal Serial Bus (USB) is a master- slave device which is made up of many slaves and a single master. The slaves 

are called the peripherals and the master is the host. Only the host has the ability to begin data transfer. The slaves 

cannot initiate data transfer. They only respond to the master’s instructions. A USB device can have 32 connections- 

two of which are reserved for giving Ack. So a total of 30 are present for normal use for the data transfer in 

bidirectional manner.  

 

V.SYSTEM ARCHITECTURE 

 

A good system design is to organize the program modules in such a way that are easy to develop and change. Structured 

design techniques help developers to deal with the size and complexity of programs. Analysts create instructions for the 

developers about how code should be written and how pieces of code should fit together to form a program.  

Several structural design considerations should be taken into account for economical and efficient welding. Many of 

these apply to other joining methods, and all apply to both subassemblies and the complete structure. The architectural 

design of a system emphasizes the design of the system architecture that describes the structure, behaviour and more 

views of that system and analysis. 

The architecture of a system describes its major components, their relationships (structures), and how they interact with 

each other. Software architecture and design includes several contributory factors such as Business strategy, quality 

attributes, human dynamics, design, and IT environment. We can segregate Software Architecture and Design into two 

distinct phases: Software Architecture and Software Design. In Architecture, non-functional decisions are cast and 

separated by the functional requirements. In Design, functional requirements are accomplished. 

 

 VI.BLOCK DIAGRAM AND ITS COMPONENTS 

 

 
 

Fig. 1 Block diagram 

 

A block diagram is a graphical representation of a system – it provides a functional view of a system. Block diagrams 

give us a better understanding of a system’s functions and help create interconnections within it. Block diagrams derive 

their name from the rectangular elements found in this type of diagram. They are used to describe hardware and 

software systems as well as to represent processes. Block diagrams are described and defined according to their 

function and structure as well as their relationship with other blocks.  

 

Block diagram can represent Source, destination, storage and flow of data using the following set of components:- 
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Fig. 2 User Interface Controller Module Block Diagram 

 

1. User Interface Controller Module: This module obtains the user input and displays the user requested information 

through a touch screen. It consists of three sub modules namely the touch screen Controller, Navigation and Screen 

Display Formatter. The touch screen is used to select the file and displays the path or Long File Name (LFN) format of 

a file or directory. The inputs from the touch screen are converted to their corresponding command codes and are 

forwarded to the File System Controller module for execution. All information to be displayed is received from the File 

System Controller module.  

A. Touch screen Controller: The touch screen controller is used to interface the touch screen to the main hardware 

system. It has two USB ports and ARM7 controller which consists of driver files for the touch screen. 

B. Navigation: The Navigation sub module is the input handling hardware of the system. It sends corresponding signal 

for each touch pressed to the microcontroller that controls the touch screen so that it could update the screen and/or 

send commands to the File System Controller module for processing.  

C. Screen Display formatter: The Screen Display formatter is the software part of the User Interface module. It 

arranges and orders the contents of the touch screen. It formats the screen to display the appropriate option menus, 

folder contents, path names, content type (folder or file).It receives the names of the files and folders to be displayed 

from the File System.  

 

 
Fig. 3 USB Host Controller Module Block Diagram 

 

2. USB Host Controller Module: The USB Host Controller sub module is the main hardware used by both the USB 

Controller Module and the File System Controller Module. It interfaces the USB flash drives and converts raw data and 
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information to t heir proper NRZI encoding as specified by the USB technical specifications. Furthermore, the sub 

module is capable of encoding or decoding the incoming NRZI data from the USB flash drives and forwards it to their 

respective sub modules for further processing. The system uses the Raspberry pi, a programmable microcontroller and 

USB multi-role embedded host /peripheral controller, which has its own Basic Input/output system and framework 

program. Most of the software sub modules make use of the available framework where the functions are already 

abstracted and simply need to be enabled and customized depending on the application. 

 
 

Fig. 4 File System Controller Module Block Diagram 

 

3. File System Controller Module: The File System Controller is responsible for all file management processes and 

FAT file system access for the system. It mediates between the display/user interface and USB communications 

module. A large percentage of the systems software is found in this module, contains most of the systems core functions 

The major commands handled by the sub module include the navigation touch screen and the different functions like 

copy, delete, browsing through files/folders and the back command. 

 

        VII.IMPEMENTATION 

 

The data transfer is having four types:  

a) Interrupt transfers: For the devices needing quick but guaranteed response. For the files up to 20 KB this type of 

data transfer will take place (e.g. small text file).  

b) Isochronous transfers: For some fixed data rate but data loss may take place. For the files between 20 KB and 1024 

KB this type of data transfer will take place  

c)Control transfers: used for simple status check.  

d) Bulk transfers: uses available bandwidth with no fixed data rate. For the files more than 1024 KB this type of data 

transfer will take place (e.g. file transfer). 

6. Implementation Algorithm: 

The Implementation Algorithm is as follows 

1) Select the suitable development board. 

2) Check whether the OS is ported or not 

3) Connect the USB device to check functionality 

4) Inter face the touch screen and keypad as a User interfaces. 

5) Check the communication between the USB device and the board. 

6) Explore the device content son touch screen. 

7) Select a particular file, and by using the option COPY, copy that file to destination device Move Button on touch 

screen. 

8) The selected file is then copied into destination USB device that is connected in one of the two USB ports. 

       9) If another copy operation is to be performed, then go to  

       step 7. 

10) Terminate the process. 

 

VIII.RESULT 

 

The project undertaken satisfies the needs of the current generation that requires portable means of carrying data 

transfers. The important thing is data transfer is done without the involvement of PC. It also provides much security as 
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Linux is a much secured Operating System. It has been developed by integrating features of all the hardware component 

& software used, using advanced raspberry pi board & with the help of growing technology the project has been 

successfully implemented. The advantage of this device is that it is battery operated, so there is no need of connecting 

power supply & data transfer can be take place at any time. 

 

IX.CONCLUSION AND FUTURE WORK 

 

Transferring the data through USB in today’s scenario is the most common task. But the problem is that for transferring 

the data to a personal computer or laptop is difficult if you don’t have any of them. Therefore, we came up with an easy 

and affordable device which can transfer the data between two USB data drives without the help of PC or laptops. For 

future work Keypad and graphical LCD could be replaced by touch screens which could make human work easier by 

drag and drop method. And it can It can be implemented with photocopier machine. 
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ABSTRACT: This paper describes the design and the development of hardware and software of a portable Virtual 

Reality Headset. The portability of the device is achieved using an Android smart phone. It is responsible for the 

execution of the main software and display of the rendered images on the screen. The Inertial Measurement Unit (IMU) 

present in the device tracks the user’s head movements and communicates with Android smart phone. This technology 

focuses on developing a dedicated hardware platform for the Virtual Reality purposes. Throughout the design phase of 

the project, cost was kept minimal without compromising on the performance of the system. 

 
KEY WORDS: VR, Virtual Reality, 3D, Online Book Reading, VR Library.   
 

I.  INTRODUCTION 
 

VR library is a new type of library based on the new technology of digital, network-based, intelligent and the new 

concepts of management, which has gradually become the future library model. Generally, VR library has three 

characteristics: interconnectivity, efficiency, convenience, which is the product of the information age along with the 

technology of cloud computing, big data, Social Local Mobile (SoLoMo), wearable technology and virtual reality. In 

recent years, with the development of information technology, virtual reality (VR) technology has been applied in the 

military, entertainment, education, business and other fields. VR technology was proposed by Jaron Lanier, the founder 

of the VPL Company in United States in the 1980s, also known as virtual technology or artificial illusion. VR 

technology aims to improve the experience of human computer interaction by comprehensive computer graphics, 

artificial interaction, sensor and artificial intelligence technology. The users interact with the virtual world in a natural 

way in 3D virtual environment to achieve real visual, tactile, auditory and factory experience.We intend to use the VR 

technology to develop a virtual library system. The system realize the virtual library scene construction, virtual roaming 

and scene interaction and book retrieving by connected with the library management system to realize book location 

require and other functions. 

 

  II.    PROBLEM STATEMENT 
 

In designing any kind of learning environment, there are a number of issues one has to consider. In designing a learning 

environment based on new and relatively unexplored tools, such as virtual reality (VR), these issues become even more 

complex.  These systems require a processor with a good computational power and a Graphic Processing Unit (GPU). 

Due to the above-mentioned constraints, the user cannot move around wearing the headset. 

 
III.   PROPOSED SYSTEM 

 
 

We propose a virtual reality system in which the user will be having immersive experience for exercising in 3D world. 

Live streaming of the video could be done with the help of Android smart phone.  The device will capture the images 

or videos from camera and place these images or videos in background to render in real-time. This will enable 

superimposing the real and virtual world images, thereby giving an entirely new viewing experience. This system 

creates a visual sensation to the user in the form of virtual or mixed reality. The rendered images are updated on the 

screen of the Head Mounted Display (HMD) according to the movement of the user.The architectural configuration 

procedure is concerned with building up a fundamental basic system for a framework. It includes recognizing the real 

parts of the framework and interchanges between these segments. The beginning configuration procedure of 

recognizing these subsystems and building up a structure for subsystem control and correspondence is called 
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construction modeling outline and the yield of this outline procedure is a portrayal of the product structural planning. 

The proposed architecture for this system is given below. It shows the way this system is designed and brief working of 

the system. 

 

The step by step process how the Virtual box works is given 

1. First the images and videos which need to be displayed are stored in the web app along with its information. 

The application can be used in any smartphones. 

2. The app is connected to the monitor of the virtual box using a Bluetooth. The book selected by the user is 

transferred through the Bluetooth to be displayed in the virtual box. 

3. There is a Android smart phone placed on the monitor. Once the Android smart phonereceives the instructions 

from the android based mobile app, those instructions are applied on the selected book and displayed in the 

virtual box. 

4. The user can change the book using hand gestures without the help of the mobile app.  

5. Based on the instructions given by the user the contents of books are modified using the python program in the 

Android smart phone and is displayed in the virtual box. 

6. When the change button is pressed through hand gesture the instruction is given to the virtual box and the 

respective books are displayed. 

7. The client side shows the user the respective scene roaming and the respective book the user clicks is 

displayed. 

8. The server side stores the data about the user, model, scene and book details which acts as a database   

 

 

IV.   IMPLEMENTATION, HARDWARE AND SOFTWARE 
A.  Implementation 

 

 
Fig: Library Design Page 
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Fig: Blueprint Design Page 

 
 
Home Page: 
 

 
Fig: Home Page 
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Login page: 
 

 
Fig: Login page 

 
 
Admin Home Page: 
 

 
Fig: Admin Home Page 
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Upload E-Book Page: 
    

 
Fig: Upload E-Book 

 
 
B. Hardware requirements 

System                 :               Intel i5 3 GHZ 

Memory               :      8GB. 

Hard Disk            :        250 GB SSD 

GPU                    :                NvidiaGforce GTX1050Ti 

                             Arduino, Node MCU 

ADXL 

Android Phone 

Power supply 

 

C.Software requirements 
Operating System       :           Windows 10. 

 

 Language                 :           Java, Python, C 

 

 Tool                         :           Unreal Engine 4, Netbeans IDE 

 

 

V. RESULT ANALYSIS 
 
The result of the project mainly focuses on providing the user with virtual experience of the library. The hardware 

result which will focus on how the device is running displaying the book selected, if the goal is being achieved 

properly. And the software result which will focus on storing the books and graphical view of library required to 

be displayed along with its information to be displayed in the VR box. 
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Fig: VR BOX 

 

 
VI. CONCLUSION 

 
The key motivation for developing this product was to design and develop a dedicated hardware and software for VR 

purposes to make portability possible. Available devices use either the phone’s processor and display or Personal 

Computers’ hardware. The next version of the device will be developed with better display to address the problem of 

aliasing. Even the casing design for the device will be optimized for shape and mass. We also plan to incorporate 

cameras in the device to make AR possible. The device will capture the images from camera and place these images in 

background to render in real-time. This will enable superimposing the real and virtual world images, thereby giving an 

entirely new viewing experience. 
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ABSTRACT: Beach is the most attractive holiday spot to visit, over 35% of people in the India visit beach every 

year and witnessing 9% of drowning accidents per annum. The life-guards safes the drowning victim when the 

lifeguard spots the victim and reaches out there which takes a mean time of 240 minutes. This paper presents the 

design of the lifesaving system using the autopilot drone which delivers life-rings to victim;thus, the victimsurvives 

long enough until the lifeguard reaches them. The proposed system focuses on identifying the RIP Current and the 

drowning victim using Machine learning classification algorithms and trigger an action like Broadcasting the 

emergency situation to Life guard and dropping a life ring using drone. Thus, The Automated beach security system 

using autopilot drones results in a reduction in mean time to reach a victim and increasing the probability of a 

successful rescue from 93.2% to 99.6%. 
 

KEYWORDS: video processing, autopilot drone, drowning, machine learning algorithms. 

I. INTRODUCTION 

 

Drones are an emerging technology as such there is a lot of research on potential applications. With the amount of 

weight, a drone can carry and with the speed a drone can travel, they seem ideal for emergency and fast responder work 

and hence drones were chosen to the rescue of drowning victims in hopes of saving lives.  

Machine Learning has been great advancement in the field of technology, Machine learning is the brain where all the 

learning takes place. The way the machine learns is similar to the human being. Humans learn from experience. The 

more we know, the more easily we can predict. Machines are trained the same. To make an accurate prediction, the 

machine sees an example. When we give the machine a similar example, it can figure out the outcome. The core 

objective of Machine Learning here is to find the people who are swimming in RIP Currents and classify whether the 

person is drowning or not using the classification algorithms. This makes 24/7 observance on the beach through a fixed 

camera and if a drowning victim is detected it triggers the live location of the victim to drone.The paper enhances in 

automating the beach security process using the advanced technologies which are mentioned above such that it is more 

efficient than the existing manual beach security process. 

 

II. LITERATURE SURVEY 

 

The research was done on various aspects to find the existing system and drone laws in India and found few papers 

related and accepted universally, few of them are listed below 

 

Design of the Life-Ring Drone Delivery System for RIP Current Rescue  

Authors: Gang Xiang, Andrew Hardy, Mohammed Rajesh And LahariVenuthurupalli.   

The manually operated drone delivers the life ring  to the drowning victim ,System dynamics, UAV, stochastic 

simulation etc. were the methodologies  

 

Drone laws in India with new updates in 2019According to the Ministry of Civil Aviation, Govt. of India flying a 

drone is legal in India,the drone then according to the Drone Laws in India you must have to register your drone with 

the respective authority likeDigital Sky. 

 

An Automatic Video-based Drowning Detection System for Swimming Pools Using Active Contours 

Authors: Nasrin Salehi and Maryam Keyvanara and SeyedAmirhassanMonadjemmi. 

In this paper, a real time drowning detection method based on HSV color space analysis is presented which uses prior 
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knowledge of the video sequences to set the best values for the color channels, HSV Color Space Analysis, Contour 

Detection were the methodologies. 

 

Oceanographyis an Earth science coving a range of topics, including ocean currents, waves, plate tectonics and the sea 

floor. Nearshore research comprises one area of oceanographic research, understanding this is very important as the 

RIP currents are the major cause for drowning.        

      

III. PROBLEMSTATEMENT 

The existing systems use the manually operated lifebuoy ring delivery drone system when an drowning victim is 

found by the life guard. Hence without proper management by life guard or other parameters the existing systems is 

not very efficient to save the lives. 

IV. PROPOSEDSYSTEM 

 

The live video streaming is done to detect the drowning victim, if found the latitude and longitude points of the 

location of victim is updated to the drone, thus the drone flies to the location and drops the lifebuoy ring. Thus the 

entire existing system is automated.  

 

V. METHODOLOGY 

 
Prototype methodology is selected to implement the system and all the activities done for each and every stage is 

discussed below. 

 

5.1 Planning  

A feasibility study was conducted mainly under three categories. They are time, cost and scope. Even though this is a 

research project, it needed to complete within a very limited time period. Is it possible? Then check whether the project 

was able to complete with the limited budget which the project team had. The technologies, hardware and software 

components which are needed to implement the system were new to the research team. Therefore, check whether 

project team has interest and ability to adapt or learn new frameworks or other new technologies. After conducting 

these feasibility study project team identified this project was enough feasible to start implementing in the planning 

phase. 

 

5.2 Requirement gathering & analysis 

The requirement gathering was done using primary data and secondary data. As primary data interviews were 

conducted with the Disaster Recovery Center. The results of interviews were, current methods are the life guard or 

other person finding the drowning victim and rescuing him, whereas if no person is there at that time it may cost the 

loss of a life. Therefore, proper method like object detection through video streaming is done to find the drowning 

victim and then drone which is very small compared to other delivery methods is most suitable way to deliver goods in 

order to rescue human’s life was the final conclusion of the interviews. As the secondary data project team went 

through several research papers. In this, research team researched for existing similar systems and analyzed their 

functionalities, to better understand the methodologies used. Information regarding object detection and autopilot 

techniques of the drone were analyzed using existing research as well. 

 

5.3 Designing  

The object detection structure, Convolutional Neural Network (CNN) algorithm is used as to detect the drowning 

victim and reports the location of the victim. The research was done in finding the best machine learning algorithm 

among various other, CNN algorithm stood best among it by providing more accuracy. 

The drone structure, collision detection algorithm, obstacle avoidance algorithm, autopilot system and interfaces are 

designed as main component of the system in this phase. Hardware parts needed to implement the drone structure was 

contained several varieties and it is very difficult to find the best ones with the limited budget. Therefore, first small 

designing plan was made for the behavior of the flight controller, Power supply module, GPS Mast and how they were 

placed in the drone frame in more organizing way. 

Figure 1 is illustrated the Architecture diagram. It is explained about main relationships between the user and other 

system components. The camera is connected to the personal computer (PC) and performs live video processing, if the 

drowning victim is detected the location is updates to the drone flight controller through the PC, the operator is used to 

maintain the PC functions as well as the transmitter.   
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Figure 1: Architecture Diagram 

 

 
4.4 Implementation 

As a first step for this phase drone was implemented by combining all the hardware parts as shown in figure 2. The 

System is developed as separate units for the purpose of developing the code. The requirements are met by developing 

the system separately as smaller units and integrating to form one full system. The python language was used to code 

for CNN algorithm, the train and test data was sorted in 7:3 ratio for training and testing respectively. The drone was 

incorporated with ArduPilot flight controller and certain settings for uploading the location and other was made. 

Figure 2 is the prototype of the drone. 

 

4.5 Testing  

All testing was done in the “prototype level”. The two main testing methodologies used were Black-Box testing and 

White Box testing. Black box testing was done to ensure all the functionality of the system is working as specified. 

Structure of the functionalities is checked using white box testing. 
 

 

 

 

 

 

Flight Controller 
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VI. RESULT 

 
The “Automated beach security system using autopilot drone” System has two subsystems and the result of both are 

shown below, the system was trained to detect three activities like Normal, Drowning and Swimming and the output of 

that activity detection is shown in Figure 3 Figure 4 and Figure 6 respectively. The ArduPilot software used to set the 

GPS Co-ordinates is shown in the Figure 5, thus the flight path is set. Now the drone is set for its flight to the victim 

and drop the lifebuoy ring. 

 

 

   
 

Figure 3: Activity Drowning detected                                    Figure 4: Activity Normal detected 

 

 

 
 

Figure 2: Drone prototype 
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Figure 5: Drone GPS Co-ordinates fix                                    Figure 6: Activity Swimming detected 

 

 
VII. CONCLUSION 

The system is developed to save life of drowning victim, itincreases the victim survival time during the rip current 

rescue process.This is an autonomous drone delivery system which can easily reach to any area without any trouble and 

through video processing the drowning victim can be detected easily. 

With all these functionalities, this system has some limitations as well. This system is completely depending on power 

supply. If it is not supplied, system can stop the operation. This system is not capable of travelling to long distance 

because of the less battery power, less motor speeds and other hardware component capacity issues in the drone. When 

situation like bad whether condition is occurred, this system cannot handle itself because of the less battery capacity, 

insufficient esc power thus not capable enough to give 100 percent accurate result. 
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ABSTRACT: Personal identification numbers are widely used for user authentication and security. Password 

authentication using PINs requires users to physically input the PIN, which could be vulnerable to password cracking 

via shoulder surfing or thermal tracking. PIN authentication with hands-off gaze-based PIN entry techniques, on the 

other hand, leaves no physical footprints behind and therefore offers a more secure password entry option. Gaze based 

authentication refers to finding the eye location across sequential image frames, and tracking the center of the eye over 

time. This paper presents a real-time application for gaze-based PIN entry, and eye detection and tracking for PIN 

identification using a smart camera. 

 

KEYWORDS: Pins, Smart camera, Real-time systems, Authentication, Gaze tracking, Password  

 

I.INTRODUCTION 
 

The use of Personal Identification numbers (PINs) is a common user authentication method for many applications, such 

as money management in automatic teller machines (ATMs), approving electronic transactions, unlocking personal 

devices, and opening doors.  

Flawless identity authentication remains a challenge even when PIN authentication is used, such as in financial systems 

and gate access control. According to the European ATM Security, fraud attacks on ATMs increased by 26% in 2016 

compared to that of 2015. The fact that an authorized user must enter the code in open or public places make PIN entry 

vulnerable to password attacks, such as shoulder surfing and thermal tracking.  

The purpose of this work is to enter and identify gaze-based PINs using a smart camera throughreal-

timeeyedetectionandtracking.NIVisionBuilderandLabVIEWareusedfor eye tracking and for recording eye center 

location on board the camera real-time.  

The smart camera allows on-board data processing and collection. Non-contact PIN based authentication adds a layer 

of security to physical PIN entries and are expected to reduce the vulnerability of the authentication process.  

 

II. LITERATUREREVIEW 
 
The current state of functioning systems in offline mode 
 

- With theproject of digitalization of academic and administrative affairs in UP, the phase of complete computerized 

services has begun.The results obtained from this work are tested and successfully implemented in the Electronic 

Student Management System (ESMS) also developed from UP. The aim of this paper is to provide new results for data 

synchronization in different platforms through Web services, which allow software applications to run or to be 

executed online and offline as well. 

 

Implementation of the proposed solution for ESMS in offline mode 
 
- Files will be transferred as data and not as files, but the central server will return the file format.To provide both 

modes of operation, ESMS has built a system which enables the data synchronization between faculties that are 

working offline with the primary system, in the main data base, so that the data could still be synchronous and up to 

date with the work done in all the different units.For this purpose, it has been provided the data synchronization, for the 

units working in “Offline” mode, with the primary system andthe network infrastructure that will support the 
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implementation of such technology serving the UP and its data synchronization in both “Offline” and “Online” mode 

and vice versa. 

III. PROBLEMSTATEMENT 
 
The main problem in the existing system is that it is not very secure. Passwords typed on a keypad are easy to hack, 

which poses a major question on its security. Another problem that exists in the existing system is accuracy. Most of 

the existing systems are sensor based that makes them inaccurate. Also, not to mention the inconvenience that comes 

with some head-controlled systems where physical movement is required. 

 

IV. EXISTINGSYSTEM 
 
Systems that have been used for a long time now have some demerits. They have undoubtedly served their purpose but 

there are instances that make us question the security and accuracy of these systems. As we all know, keypad-based 

systems are easy to hack, voice-controlled systems are user specific and most systems are sensor dependent which 

make them mostly inaccurate. It is now a general tendency to make systems more convenient for the users. Hence, the 

attempt to upgrade from the inconvenience of using head-controlled systems where physical movements are required. 

 

V. PROPOSED SYSTEM 
 
The proposed system is an eye recognition-controlled locker. Eye tracking technology, which is based on an eye tracker 

that measures the movement and positions of the eye. A mounted camera will recognize the eye and lock and unlock the locker. 

NI Smart Cameras are industrial, high-quality image sensors combined with powerful processors to create rugged, all-in-

one solutions for machine vision applications. The first part is the head mounted camera that will track the camera 

wearer’s eye using Arduino. The microprocessor will take a USB output from the camera and convert the signal into 

signals that will be sent to the locker. The final part of the project is the motor drivers to interface with the locker itself. 

 

A. SYSTEM ARCHITECTURE 

 

 

Fig 1: System Architecture 
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The system consists of 4 parts. The user looks into the camera and the user’s face is captured by the camera. The image 

is then processed using the Haar Cascade and the Facial Landmark algorithm to calculate the structure of the face and 

to detect the eyes on it. Then the pupil is detected. 

After which the process of feature extraction takes place. Once that is done, the data is trained and tested based on the 

prior data stored. 

 

B. WORKING 

 

 

 

Fig 2: Shows the working of the system 
 
The following shows the working of the system.  

The steps start from capturing the image from the camera, then processing the image, detecting the face, detecting the 

eye, extracting features and testing and training. This is summarized in the following steps: 

 

i. The user/customer requests a transaction by looking into the camera. 

ii. The camera captures the face of the user by the process of image acquisition. 

iii. The image is then processed by using the Haar Cascade and the Facial Landmark algorithm to calculate the 

structure of the face and to detect eyes on it. 

iv.  The complete eye data is captured based on the pupil detected. 

v. After which, the features are extracted from the face and eye detection process. 

vi. The system then checks if the user is an authorized user or not by checking the authentication database. 

vii. If the authentication is valid, then the transaction is done and the locker is opened. 

viii. In case of invalid authentication, the control is directed back to the user. 
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VI. HARDWAREREQUIREMENTS 

 

Fig 3: Arduino 
 
The Arduino hardware and software were designed for creating interactive objects or environments. Arduino can 

interact with buttons, LEDs, motors, speakers, GPS units, cameras, the internet, and even yoursmart- phoneor your TV, 

thus making it very flexible. Both the Arduino hardware and software are easy to learn. 

 

 Processor–x86 compatible processor with 1.7GHz Clock Sleep 

 Microcontroller-- Arduino 

 RAM–512MB or greater 

 Monitor–VGA/SVGA, WEB CAM 

 Keyboard–104 keys standard 

 Mouse–2/3 button. Optical/Mechanical 

 

VII. IMPLEMENTATION 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Eye landmarking for recognizing layers 
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Fig 5: Face and eye detection 

 

 

Fig 6:Pupil detection 

 
VIII. RESULT 

 

 
Fig 7: RFID card reading and relay operation 
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Today, we have various security systems such keypad-based systems, voice-controlled systems, head-controlled 

systems and so on. But the Eye Tracker Password system truly stands out as they are much more secure and accurate 

compared to the traditional security systems and not to mention the convenience of a completely hands-off gaze-based 

system. 

This system can especially be usefulto the physically challenged as now, they can have access to security systems 

without having to manually type out a password or make any physical movements.  

The Eye Tracker Password system in addition to being secure and accurate also consumes less power. The project is 

fairly easy to implement and uses commonly available components, which made it quite cost effective. This system can 

be used schools, banks, or just about anywhere where security is a want or need. 

 

 

Fig 8: OTP generation after eye scanning 
 

IX.CONCLUSION AND FUTURE WORK 

A smart camera-based eye tracking system has been incorporated as a new application for gaze-based PIN 

identification. The system has been successfully tested with numbers and can be extended to character and digit 

combination password entry. It mainly protects the user password from various attacks like shoulder surfing and 

thermal tracking. 

Future work includes incorporating the PIN identification algorithm to the real time framework for all in one password 

identification system. In addition, gaze-based password entry can be extended to mobile devices and other camera-

based systems. 
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ABSTRACT: In today’s insecure world the video surveillance plays an important role for the security of the indoor as 

well as outdoor places. The components of video surveillance system such as behavior recognition, understanding and 

classifying the activity as normal or suspicious can be used for real time applications. In this paper the hierarchical 

approach is used to detect the different suspicious activities such as loitering, fainting, unauthorized entry etc. This 

approach is based on the motion features between the different objects. First of all, the different suspicious activities are 

defined using semantic approach. Then the object detection is done using background subtraction. The detected objects 

are then classified as living (human) or nonliving (bag). These objects are required to be tracked which is done using 

correlation technique. Finally using the motion features & temporal information the events are classified as normal or 

suspicious. As the semantic based approach is used computational complexity is less and the efficiency of the approach 

is more. 

 

KEYWORDS:  Video Surveillance, Suspicious activity, Object detection. 

 

I. INTRODUCTION 

 

Computer vision is mainly used to study how to interpret, reconstruct and understand 3D scenes from its 2D images in 

terms of the properties of the structures present in the scene. Computer vision mainly includes methods for acquiring, 

analyzing, processing and understanding digital images. Video processing is a prominent research area in the field of 

computer vision. The detection and tracking of moving objects and activity recognition of these objects in video 

surveillance is one of the important tasks. 

 

Human detection and tracking are a major component in many of the intelligent video management and monitoring 

applications in recent times. This finds application in surveillance video analysis for security, sports video analysis, 

detection of abnormal activities, patient monitoring, traffic monitoring and many more. Human activity recognition is 

mainly used for human-to-human interaction as it provides information about a person's identity, their personality and 

many more. As a result, it has many applications in video surveillance systems, human-computer interaction and 

robotics for characterization of human behavior all these require multiple activity recognition systems.  

 

The two main approaches of detecting and tracking humans are frame difference method and background modelling 

method. Frame difference method is most suitable for no change in background and when there is a relatively static 

situation. Background modelling method is based on the Gaussian mixture model (GMM), Graph cut method. GMM 

and Graph cut methods are more complex and a larger amount of calculation is involved. The activity recognition 

approaches can be termed as local or global approaches. Local approach of video analysis mainly uses local interest 

points wherein each interest point contains a local descriptor which describes the characteristics of a point. By the 

analysis of these descriptors motion analysis is done. Scale Invariant Feature Transform (SIFT) and Space Time 

Interest Points (STIP) are some of the most commonly used local descriptors for videos. Global approach mainly uses 

the overall movement characteristics of the video. Most of the methods make use of optical flow to represent motion in 

a frame of video.  

 

The classifier used for human activity recognition is mainly categorized into three basic types. Conditional Random 

Field (CRF), Hidden Markov Model (HMM) and Support vector machine (SVM). Where the CRF and HMM belong to 

the state model method, wherein due to the continuous change in activity sequence, activity recognition can be 

manipulated by modelling. Whereas, SVM uses nonlinear classification function which is established by known 
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samples to classify activities and hence overcomes the difficulties of parameter estimation in state model method. There 

is no need for considering the probability distribution. Hence it has its own wide variety of applications. 

 

II. PROBLEM STATEMENT 

 

The need for automated surveillance systems have become urgent as reliance on the human factor gives inaccurate 

results in the recognition of suspicious activities. Public places like subway stations, airports, and government buildings 

require detection of abnormal and suspicious activities to prevent crime before an occurrence such as automatic 

reporting of a person with Suspicious activity at the airport and to overcome crime. In this video surveillance moving 

object detection and recognition is the important research area of computer vision. Detection and recognition of moving 

is not an easy task as continuous deformation of objects takes place during movement. Any moving object has several 

attributes in temporal and spatial spaces. In spatial space objects vary in size whereas in temporal space it varies in 

moving speed. 

 

III. PROPOSED SYSTEM 

 
The proposed system is to automatically detect and estimate the 2D pose of humans in images recorded under 

uncontrolled environments. This project emphasis on detecting suspicious activities in public places like subway 

stations, airports, and government buildings require detection of abnormal and suspicious activities to prevent crime 

before an occurrence. In this video surveillance moving object detection and recognition is the important research area 

of computer vision. Detection and recognition of moving is not an easy task as continuous deformation of objects takes 

place during movement. Any moving object has several attributes in temporal and spatial spaces. In spatial space 

objects vary in size whereas in temporal space it varies in moving speed. This work mainly focuses on multiple human 

detection and activity recognition. Multiple human video datasets are considered and in order to detect and track 

multiple humans. Background subtraction technique is used for detecting moving multiple humans. Histogram of 

Oriented Gradient feature descriptor is used to extract features. For human activity recognition Support Vector Machine 

classifier is used. 

 
Advantages:  

 No need of human intervention as automatic Functioning performs the proper operation without any 

supervision. 

 Complete automated operation. 

 One-time installation. 

 Low maintenance cost 

IV. METHODOLOGY 

 
 

1. Input Data:  

The input for the system is video stream. As the system is to be implemented to detect the suspicious activity 

its input is to be taken from the CCTV. 

2. Background Image Acquisition: 

The background image is dynamically updated so that any new object entered the scene can be captured. 

3. Image Pre-Processing: 

The changing light conditions, movement of reference background cause some noise introduced in the image. 

4. Object detection: 

The foreground image is obtained by the subtraction of the input image from the background image. From this 

foreground image the required object is detected. 

5. Object Tracking:  

The detected object is tracked in the scene so that we can determine if any new object is entered in the scene 

or if any object left the scene i.e. the person walk off the scene. 

 

V. SYSTEM ARCHITECTURE 

 
The architecture of a system describes its major components, their relationships (structures), and how they interact with 

each other. Software architecture and design includes several contributory factors such as Business strategy, quality 

attributes, human dynamics, design, and IT environment. We can segregate Software Architecture and Design into two 

distinct phases: Software Architecture and Software Design. In Architecture, non-functional decisions are cast and 

separated by the functional requirements. In Design, functional requirements are accomplished. 
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BLOCK DIAGRAM AND ITS COMPONENTS 

 

 
 

 Fig. 1 Block diagram of approach used in the proposed system 

 

A block diagram is a graphical representation of a system – it provides a functional view of a system. Block diagrams 

give us a better understanding of a system’s functions and help create interconnections within it. Block diagrams derive 

their name from the rectangular elements found in this type of diagram. They are used to describe hardware and 

software systems as well as to represent processes. Block diagrams are described and defined according to their 

function and structure as well as their relationship with other blocks.  

Extraction of frames is necessary as videos cannot be processed directly. Later, background subtraction technique is 

used to find the moving humans. In this technique a background image is considered, where each frame is subtracted by 

background image to obtain foreground images which show the moving human location. Convert the obtained 

foreground RGB image to grayscale images. Onto this result 2-D median filtering is used to remove noise components 

present in the video. 

Once noise removal is done the grey scale images will be converted to binary images of 0s and 1s, where binary 1 is 

used for representing human region which is filled with white color and apart from moving human region binary 0 is 

used which represents absence of humans. Hence, binary image creation is useful for extracting any moving humans 

and objects in a video sequence. Followed by which dilation process is carried out which is typically applied on binary 

images obtained.  

 
Fig. 2 Framework of Suspicious Activity Recognition 

 

Figure 2 shows Human activity recognition in which HOG feature descriptor and SVM classifier along with train and 

test video dataset.  

Once after detecting each individual human the next stage is recognizing their activities. After detecting the moving 

humans in a video, it is also necessary to determine the number of humans present later which activity recognition is 
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carried out. HAR consists of two phases: training and testing. 

The flow chart of training and testing phase is as shown Figure 4.3.3. In the training phase the video dataset will be 

loaded first, then frames extraction is carried out. Training folder is created which contains the frames belonging to 

particular activities. Useful features are extracted for each activity being performed. HOG feature extraction technique 

is used for extraction of features. SVM classifier is used to train this extracted feature and it saves this trained SVM 

model which will be further used for testing. In the testing phase, the testing video is loaded and frames extraction, 

back- ground subtraction, binary image creation and HOG feature extraction steps will be done on the loaded test 

video. The obtained result will be inputted to the earlier trained SVM classifier, depending upon the feature match 

SVM classifier will recognize the particular activities performed. 

 

 
Fig. 3 Flow Chart of Training and Testing Phase 

 

VI. IMPEMENTATION 

 

Object Detection:  

The template matching is used for object detection. In this method the cross correlation between a template image & 

the new image is performed. 

Object Tracking: 

For tracking the objects detected in the scene we use the correlation-based tracking method. In this method a small 

tracking window is centered on the object in the first frame. 

Object Features Extraction: 

Once the object in the frame to be tracked is fixed then its features are required to be extracted. 

Defining the Suspicious Activities: 

There are lots of activities which come under suspicious activity. But for the project work we have selected the 

following activities- 

○ Abandoned luggage 

○ Unauthorized Access 

○ Stabbing 

○ Shooting 

○ Fighting 
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VII. RESULT 

 
The suspicious activity detection in the video data is challenging task. It has number of difficulties such as complexity 

of scene, illumination of light, camera angle etc. Also, the definition of the suspect activity is scene/place dependant. 

Another problem is that the standard and challenging data sets are not easily available  

for testing. 

 

Fig. 4 Detected the suspicious objects in frame 

 

VIII. CONCLUSION AND FUTURE WORK 

 

The system was tested on the video recorded from a CCTV that captured scenes where a group of volunteers were 

exhibiting suspicious actions. The system has been tested on different real scenarios offering promising results.   

The future work of this paper will include the detection of suspicious objects such as unmoved bags to make the system 

more effective. Reducing the computational time is also an important factor that can be improved. 

Abandoned object detection and theft detection Majority of the works have been done for the abandoned object 

detection from surveillance videos captured by static cameras. Few works detected the static human as an abandoned 

object. To resolve such problems, human detection methods should be very effective and the system should check the 

presence of the owner in the scene, if the owner is invisible in the scene for a long duration then alarm should be raised. 

To resolve the problem of theft or object removal, the face of the person who is picking up the static object, should 

match with the owner otherwise an alarm must be raised to alert the security. Future work may also resolve the low 

contrast situation i.e. similar color problems such as black bag and black background which lead to miss detections. 

Future improvements may be integration of intensity and depth cues in the form of 3D aggregation of evidence and 

occlusion analysis in detail. Spatial-temporal features can be extended to 3-dimensional space for the improvement of 

abandoned object detection methods for various complex environments. Thresholding based future works can improve 

the performance of the surveillance system by using adaptive or hysteresis thresholding approaches. Few works have 

been also proposed for abandoned object detection from the multiple views captured by multiple cameras. To 

incorporate these multiple views to infer the information about abandoned objects can also be improved. There is a 

large scope to detect abandoned objects from videos captured by moving cameras. 

 

Falling detection Most of the works have been done for fall detection of single people in indoor videos based on human 

shape analysis, posture estimation analysis and motion-based analysis. Future works can include the integration of 

multiple elderly monitoring which is able to monitor more than one person in the indoor scene. Many older people go 

for morning walks every day in public areas such as parks; to monitor these elder people, a future work can include one 

or more than one human fall detection from outdoor surveillance videos. 

Accidents, illegal parking, and rule breaking traffic detection Several researchers have presented accidents detection, 

illegal parking detection and illegal U-turn detections from static video surveillance. These systems become incapable 

to detect these abnormal activities in more crowded traffic on roads. Future works should be based on unsupervised 

learning of transportation systems because no standard dataset is available for the training. 

Violence detection Several research works have been done for the prevention of violence activities such as vandalism, 

fighting, shooting, punching, and hitting. To detect such violence activities, a single view static video camera has been 

used but sometimes this system fails in occlusion handling. Therefore, a multi-view system has been proposed by few 

researchers to resolve this problem but it requires important cooperation between all views at the low-level steps for 

abnormal activity detection. Future work may be an automatic surveillance system for moving videos. Improvements 

are required in accuracy, false alarm reduction, and frame rate to develop an intelligent surveillance system for the road 

traffic monitoring. 

 

Fire detection Future work can include more improvement in accuracy, frame rate, false alarms reduction and also it 
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can be improved to detect far distant small fire covered by dense smoke. 
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ABSTRACT: The main objective is to improve the travel efficiency and safety of transportation system and it 

represents the design of a road side authority, such that it needs to monitor real-time road conditions with the help of 

a cloud server so that it could make sound responses to emergency cases timely. Vehicles on site are able to report 

the information to a cloud server engaged by the authority when they detect some bad road conditions, for example 

some geologic hazard or accidents. The main goal is to provide authorized reporting of the vehicles. A vehicle can 

collect the real time road condition information and encrypt it with the root authority’s public key, its secret key and 

the token issued by the administrative RU and the cloud server is engaged to perform much of the monitoring work. 

The entities in RCoM system such as sub-authorities, vehicles and roadside units are recognized with their identities. 

 

KEYWORDS: Data privacy, vehicular ad hoc network, cloud computing, authentication. 

 

I. INTRODUCTION 

 

In real world application scenario, the road side authority may need to monitor real time road conditions so that it 

could respond quickly in emergency cases. Each vehicle with an embedded on- board unit is able to collect and 

communicate the current road/traffic information with the help of distributed road side unit. When T(toe) or more 

road condition reports for the same location are received, where T denotes the threshold in the monitoring system, 

the  root authority considers it as an emergency case and then makes response. Mainly, the  vehicles have to be 

authorized by some roadside unit. To guarantee the privacy against the cloud server, the road condition information 

should be reported in cipher text format.  The cloud server and authority should be able to validate the report source. 

So in this way, every nearby recipient vehicle would be able to get better awareness of driving environment and 

change driving plan if needed. However this approach requires root authority to equip with powerful computing and 

storage resources, which would bring unaffordable costs to RA. 

 

II. LITERATURE REVIEW 

 

Title: Efficient Hierarchical Identity-Based Signature with Batch Verification for Automatic Dependent 

Surveillance-Broadcast System 
Author: Debiao He, Neeraj Kumar, Kim-Kwang Raymond Choo, and Wei Wu 

- They proposed an efficient TLHIBS scheme and show it is provably secure and can meet summarized security 

requirements. 

 

Title: How to Protect ADS-B: Confidentiality Framework and Efficient Realization Based on Staged Identity-

Based Encryption 

Author: JoonsangBaek, EmanHableel, Young-Ji Byon, Duncan S. Wong, Kitae Jang, and Hwasoo Yeo 

- The author proposes a modified version which they call a “Staged Identity-Based Encryption (SIBE)” scheme, to 

address the aforementioned challenges of providing ADS-B with confidentiality 
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SYSTEM ARCHITECTURE 

 

 
Figure:3.1 

 

The system architecture consists of five types of entities, that is, a root authority (RA), many sub-authorities (SAs), 

many roadside units (RUs), a cloud server, and many vehicles. As in VANET, RA, SAs and RUs are the trusted 

participants. In real-world applications, RA can be the Department of Transportation. The goal of RA is to monitor 

the real-time road conditions with the help of a cloud server, so that it could make timely response to emergency 

cases. The cloud server is maintained by some cloud service provider (CSP), which has significant computing and 

storage resources, and provides on-the-move access to outsourced data (i.e., road condition information) to end users. 

In RCoM, the cloud server is a curious entity, which is engaged by RA to maintain and process all road information 

collected by vehicles. 

 

III. MODULE SETS 

 

 Setup(1
K

)->(par, msk): On input 1
K
where k is a security parameter, the RCoM system setup algorithm, which is run 

by the root authority RA, generates the public parameter par for the system and a master secret key msk for itself. 

SAdlg(par, msk; SAi) ->sski: On input the public parameter par, the master secret key msk and the identity of some 

sub-authority SAi, the delegation algorithm, which is run by RA, generates a secret key sski for SAi. Sub-authority SAi 

should be able to validate sski before accepting it as secret key. VHreg(par, Sai, sski, Vj) ->vskj : On input the public 

parameter par, the identity SAi and secret key sski of some sub-authority, and the identity of some vehicle Vj , the 

vehicle registration algorithm, which is run by SAi, generates a secret key vskj for Vj. Vehicle Vj should be able to 

validate vskj before accepting it as secret key. RUreg(par,SAl,sskl,RUl) ->rskl: On input the public parameter par, the 

identity SAl and secret key sskl of some sub-authority, and the identity of some roadside unit RUl, the roadside unit 

registration algorithm, which is run by SA`, generates a secret key rskl for RUl. Roadside unit RUl should be able to 

validate rskl before accepting it as secret key. TKdis(par, (Sai,Vj,vskj), (Sal,RUl,rskl)) ->Tl / L: On input the public 

parameter par, the token distribution protocol, which is jointly run by vehicle Vj and roadside unit RUl with (SAi,vskj) 

and(SAl,rskl), respectively, outputs an authentication tuple Tl including a token theta(l) if both sides are honest, or L 

otherwise. Here, SAi and SAl denote the administrative sub-authorities of Vj and RUl, respectively. 

RCrep(par,vskj,Tl,RUl, I) -> (U,W): On input the public parameter par, the secret key vskj of vehicle Vj , an 

authentication tuple Tl, a roadside unit identity RUl and some road condition information I, the road condition report 

algorithm, which is run by vehicle Vj , outputs a ciphertext U and a tuple W. CLpro(par,U,W) ->{0, 1}: On input the 

public parameter par and a pair of (U,W), the cloud processing algorithm, which is run by the cloud server, outputs “1” 

if the pair (U,W) can be inserted into some group; otherwise it outputs “0”. RApro(par,msk,U,W) -> (RUl, I): On 

input the public parameter par, the master secret key msk and a pair of (U,W), the RA processing algorithm, which is 

run by the root authority, outputs a decrypted pair of (RUl, I). 
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IV. IMPLEMENTATION 

 

 

 

     Step 1: 

 
 

Login from app 

 

 

                    Step 2: 

 
 

Registration 
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              Step 3: 

 

 
User homepage and updating GPS location 

 

               Step 4: 

 
GPS tracker 

             Step 5: 

 
Authority home 

 

                Step 6: 

 
Add Sub-authority 
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               Step 7: 

 
Add RSU 

 

V. EXPERIMENTAL RESULTS 

 

The performance of the Setup, SAdlg, VHreg and RUreg algorithms are shown in Figure 1. The evaluation shows 

that the Setup algorithm can be completed in less than 20 msec, which is mainly determined by two exponentiations 

in G. For a delegation, RA can generate a secret key sski for some sub-authority SAi in roughly 7 msec, whereas SAi 

is able to validate sski with less than 8 msec. These two procedures are presented by DelGen and DelVrf in the 

figure. The vehicle registration enjoys the comparable performance of the roadside unit registration, that is, the secret 

keys vskj and rskl can be generated by sub-authorities in roughly the same time, and the verification at respective 

sides of vehicle and roadside unit also takes the similar time. Figure 2 plots the performance of the token distribution 

TKdis protocol, and the RCrep and RApro algorithms. The experiment results are shown in Figure 3, which 

demonstrate that the performance linearly determined by the number of equivalence classes at the cloud server side. 

It is easy to see that the average execution time of comparing with a single equivalence class is roughly 4 msec. 

 
Fig.1.  Performance evaluation of the Setup, SAdlg, VHreg and RUreg algorithms. 

 

 
Fig.2 Performance evaluation of the TKdis protocol, and the RCrep and RApro algorithms. 
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Fig. 3. : Performance evaluation of the CLpro algorithm. 

 

VI. CONCLUSION AND FUTURE WORK 

 

 In this article, we considered the problem of a secured data sharing among vehicles to keep track of road condition. 

There are two      levels of authorities such that the root authority delegates sub authorities to perform registration for 

vehicles and RUs. RA monitors real-time road conditions through a third party intermediary, that is, vehicles report 

the detected road conditions to the cloud server for verification and processing, in this way, only the valid 

information sent from legitimate vehicles will be picked out for RA to make response. To protect the privacy against 

the cloud server, the road condition report should be uploaded in cipher text format, which brings another challenge 

for the cloud server to distinguish the same road condition for the same place from lots of reports. In response to 

these functionalities and security and privacy requirements, we presented an efficient scheme and compared it with 

related techniques. Through extensive theoretical and experimental analyses, we demonstrate that the proposed 

RCoM scheme is practical in application settings and we can increase the performance of privacy requirements. 
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ABSTRACT: Our project represents the design of an exoskeleton robotic technology to assist the paralyzed people to 

move on their own, by supporting them physically and move their leg independently like a human leg. The working 

prototype has been designed of two features, one is support and the second one is motion with the help of Arduino 

based micro-controller support. In support part the robot is holding the whole physique of the paralyzed person and 

keep the person stand with support. The motion part is taking decision whether to sit down, stand up and walk based on 

the manual switch that will give command to the microcontroller which assess the command, and move the exoskeleton 

based on it. The prototype is developed with the intention to help the paralyzed people for helping them walk and 

remove them from the entitlement of disability. 

 

KEYWORDS: Exoskeleton robotic technology; Arduino based micro-controller; Assess the command ; move the 

exoskeleton ; entitlement of disability. 

I. INTRODUCTION 

 

There are many people with disabilities in today's country’s population. Our project is mainly dedicated to them who 

are paralyzed and can’t move their lower body part. Patient of this kind of disease usually uses wheelchair or someone 

else’s help to move or do any kind of mobility-based work. By introducing this device to them they can sit, stand and 

walk. 

This will help them stand up while keeping balance and support their whole body. The revolution of robotic 

exoskeleton started at the last half of the 20th century. People who could not walk or move started to embrace robotics. 

In 1965, General Electric (in the US) was in progress with the Hardiman, a large full-body exoskeleton intended to 

enhance the user’s strength to assist in lifting heavy objects. At the end of 1960s and at the start of 1970s, the first gait 

assistance exoskeletons were developed at the Mihajlo Pupin Institute Serbia and University of Wisconsin-Madison in 

the US, respectively. The exoskeleton project was recently modified by many other companies such as ReWalk, Ekso 

GT and Phoenix Medical.  

These projects are state of the art which possess more advance technology with better and faster control system for the 

patient to use. They are primarily made for the rehabilitation of the paralyzed people but can also be used for their day 

to day like necessities with convenient advance programs and features. And while they are state of the art, they come at 

prices far beyond reach for normal or poor people to afford. And this is where the assistive exoskeleton shine giving the 

basic movement at much lower price. 

II. PROBLEM STATEMENT 

Exoskeletons are dressed external and support the body movement like a power suit. Exoskeletons were developed to 

support disabled or handicapped people during their rehabilitation process and to support the everyday life, for 

example, of paralyzed patients. The motivation to use Exoskeletons in industry to assist and help workers to achieve 

daily tasks, is based on these two different approaches. Exoskeletons will be able to assist disabled workers at work and 

therefore give them the ability to reintegrate. As a result a reduction of lost work days can be expected. 

III. PROPOSED SYSTEM 

In the proposed system we developed a metallic exoskeleton which mostly consists of several metallic frame and some 

electrical parts to run the device in an automated way. The metallic bar holds the overall structure of the exoskeleton. 

The robust element will support the overall structure of the exoskeleton and give it, its base to work on the whole 
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exoskeleton. A Relay module is an electrically worked switch of mains voltage. It implies that it can be turned on or 

off, releasing the current through or not.  

The relay module will take command from the Arduino and give signal to the actuators of respective relay part to 

control their movement. The Arduino Uno control the relay signal which will direct the signal based on their given 

code, and according to those signals, the actuator will move accordingly moving the exoskeleton. We are using 2 8400 

mAh LiPo Battery to ensure the functionality of the actuator and other electronics peripherals with it. This will let the 

device sustain for a minimum 5 hours of functionality. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1:  Working Method of the System 

 
The step by step process of the device running with a command signal is given below. 

1. Firstly, when the switching command is pressed, the relay sends signal to the microcontroller. There are 8 relay 

which gives different set of signals to the microcontroller based on the movement to be made. 

2. The device when given the walk signal starts moving forward. 

3. First, the left leg is lifted up and moved forward when relay 1 and 2 are high. The leg will start coming down to the 

ground when relay 3 and 4 are on. Half cycle complete. 

4. Next, the right leg is lifted up and moved forward when relay 5 and 6 are high. The leg will start coming down to 

the ground when relay 7 and 8 are on. In this way, full cycle of 1 step is complete. After pressing the switch of the 

walk button, the whole function will start with a delay of 1 second, and will fully complete the full cycle within a 

time of 18 second. 

5. By the combination of the movement of the left leg and the right leg using 8 relay signal, it can be seen that the 

exoskeleton achieved its goal by moving a paralyzed patient based on the command given to them. 

6. During the movement of standing and sitting up , all the relay works together at the same time. The function of the 

stand and sit is reciprocal to one another. While the device is in stand position , when pressing the stand button , the 

device will not do anything. But if the sit button is pressed, all the relay will signal all the 4 actuator at both the leg 

to go down at the same time. 

IV.  SIMULATION &SOFTWARE 

 

A. Simulation 

To avoid theoretical error and unexpected circumstancesin this project, some simulation of the designed 

circuit and hardware are done before implementing the physical parts. By this way, better understanding of the 

work by the system is achieved and the validity of the project isensured. 
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Fig 2: Schematic Design of the Arduino and Relay Module.                                  Fig. 3: Relay signal for motor to turn left. 

 

                                                                 

        Fig. 4: Relay Signal for motor to turn right 

 

In the above picture 8-relay module is connected to the Arduino Uno. The 8-relay signal worked when the 

command of the relay was transferred to the microcontroller where the code was set of 8 different relay signals. 

The code was completed and executed in the Arduino software and the circuit design was accomplished in the 

Proteus 8 Professional Software.Thefunctionthatwereexecutedbythecodeofthe8 relays in the Arduino software 

is given below. In the figure 3, the relay signal has been given for the motor to turn left representing the pull of 

the actuator. In the figure 4, the opposite can beseen. 

 

B. Software 

For software purpose, we used 3 different software for different purpose in our project. 

1. Solidworks computer aided designsoftware 

2. Arduino IDE for Arduinoprogramming 

3. Arduino Embedded C. 

4. Android Program 
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Solid Works Modelling 

 
 Fig. 5: Solid works modeling back movement                                                                      Fig. 6: Solid works modeling forward movement 

 

The main design of the exoskeleton was done by using Solidworks, which is a computer-aided design and 

computer- aided engineering computer program. By using this software, a virtual product was made to understand 

the functionality and the sustainability of the project device. In figure 5, we can see the actuator moving down 

moving the leg frame towards the ground. In figure 6, the actuator fully lifts the leg up to move the leg forward. 

 

Android App 

 
                                                                       Fig. 7: Android App to control device     

 

In figure 7 ,the Android app is been created which has two button ,one to Walk and another to Stop where the paralysed 

person can access the exoskeleton model through phone by using this app. 

 

V.  HARDWARE 

 

The Assistive Exoskeleton is a metallic exoskeleton which mostly consists of several metallic frame and some 

electrical parts to run the device in an automated way. 

A.1 Metallic Frame 

Made of Steel, this metallic bar holds the overall structure of the exoskeleton. Compare to carbon fiber they 

maybe heavier, but the robust element will support the overall structure of the exoskeleton and give it, its base to 

work on the whole exoskeleton and help keep the integrity of the device in the long run. Also, it is very much 

cheaper than carbon fiber and available in the local market since low cost is one of the novelty of this project. 
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A.2 Actuators 

 

4 Linear actuator 

Brand:Louie 

Model: XTL100 

Stroke: 100mm or 4inch 

 Push Load: 1000N 

Voltage: 12V DC  

Speed: 12mm/s 

 

In this project, 2 of them are used, 1 on the upper thigh, and 1 on the back calf of the leg. These actuators will 

be used to control the overall movement of the exoskeleton by moving them according to the command they 

are given in a synchronizedmotion. 
 

 

 

 

 

 

 

 

 

                                         Fig. 8: Linear Actuator 

 

    B.1 Relay Module as MotorDriver 

A Relay module is an electrically worked switch of mains voltage. It implies that it can be turned on or off, 

releasing the current through or not. The relay module will take command from the Arduino and give signal 

to the actuators of respective relay part to control their movement. 

 

    B.2 Arduino UNO 

Arduino Uno is used to control the relay signal which will direct the signal based on their given code, and 

according to those signals, the actuator will move accordingly moving the exoskeleton [8]. 

 

 
 

 

              Fig.9. Arduino UNO 
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C.1 Power Supply 

 

Control supply is a reference to a wellspring of electrical compel. A contraption or system that provisions electrical or 

diverse sorts of essentialness to a yield load or assembling of weights is known as constrain supply unit or PSU. The 

term is most generally associated with electrical essentialness supplies, less much of the time to mechanical ones, and 

once in a while to others 

 

 

 

VI. RESULTS ANALYSIS 

 

 

The result of the project mainly focuses on two part. The hardware result which will focus on how the device is 

running with a patient, if the goal is being achieved properly. And the software result which will focus on the 

simulation of the electrical part of the device if the different control signals are properly delivered with each 

command.  

It is to be mentioned again the design of the whole frame with the accurate placement position of the actuators will 

allow the movement of the frame in the desired position which has been 

alreadysimulatedintheSolidworkssoftware.Whilethedevice can fully support the patient physically, the stability of 

the patient is maintained using two elbow crutch which are to be held at both hand of the patient to keep the 

balance of the device and the body of thepatient. 

Also, thedeviceismademimickingthemovementofthesimulation, so the patient should be able to walk or stand still 

comfortably bothwhentheswitchisturnedonoroffrespectively 

 

The step by step process of the device running with a command signal is given below 

1. Firstly, when the switching command is pressed, the relay sends signal to the microcontroller. There are 8 

relay whichgivesdifferentsetofsignalstothemicrocontrollerbased on the movement to bemade. 

2. The device when given the walk signal starts moving forward. 

   3. First, the left leg is lifted up and moved forward when relay 1 and 2 are high. The leg will start coming 

down to the groundwhenrelay3and4areon.Halfcyclecomplete. 

4. Next, the right leg is lifted up and moved forward when relay 5 and 6 are high. The leg will start coming 

down to the ground when relay 7 and 8 are on. In this way, full cycle of 1 step is complete. After pressing the 

switch of the walk button, the whole function will start with a delay of 1 second, and will 

fullycompletethefullcyclewithinatimeof18second. 

    5. By the combination of the movement of the left leg and the right leg using 8 relay signal, it can be seen that 

the exoskeleton achieved its goal by moving a paralyzed patient based on the command given tothem. 

6. During the movement of standing and sitting up , all the relay works together at the same time. The function of 

the standandsitisreciprocaltooneanother.Whilethedeviceisin 

standposition,whenpressingthestandbutton,thedevicewill not do anything. But if the sit button is pressed, all the 

relay will signal all the 4 actuator at both the leg to go down at the same time. The device is designed in a way that 

the frame will take into position of sitting just by the movement of the actuator. The whole process will take 8sec.  

 

Fig .10 Power Supply 
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VII. FUTURE SCOPE OF THIS STUDY 

 

The assistive exoskeleton that was developed in this project can be used in other purpose like robotics research, 

medical research etc. The sustainability of the project is directly proportional to the importance of the project. The 

importance of the project is determined by the usage of the project. In India, hundreds and thousands of people are 

paralyzed in some way or another. Most of them are poor.  

The Assistive Exoskeleton is targeted specifically for this kind of people. With high demand, this project under proper 

observation can flourish on a large scale and mass manufacture of the device can be started with proper sponsor. After 

further development of the project in future, the device can be exported on global scale to different other countries of 

the world. There are many points and spaces for future development which will improvise the usability of the device 

and make it more user friendly. 

 Differential Gear will be used instead of actuator which will give us faster operation and better mobility. IOT (Internet 

of things) technology can be used to monitor the patients’ health status and also keep it informed to the family member 

and the physician of the patient. Wireless input system for information gathering and command system can be added 

which will let the exoskeleton to be controlled in a wireless manner. Furthermore, it can mainly target to control the 

system by simply thinking or by using brain wave. This can open up vast scope of study for this project 

 

VIII. CONCLUSION  

The Assistive Exoskeleton will be extremely useful for the physically paralyzed individuals in terms of movement. 

Paralyzedindividuals will be able to move from one place to another independently. The Exoskeleton will act as a base 

of more improved design from generation to generation of development in the upcoming future as more research will 

be done towards it. The developed prototype gives us better result at moving a paralyzed person from one position to 

another, thus giving us an accurate estimate of the real deal to come. This project can change the world of paralyzed 

                                 Fig .11 Lower Limb Exoskeleton with LinearActuator 
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people who are poor and cannot afford to spend millions of moneys to walk and can take us to the betterment of 

mankind. 
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ABSTRACT: We propose a video surveillance system based on blockchain system. The proposed system consists of a 

blockchain network with trusted internal managers. The metadata of the video is recorded on the distributed ledger of 

the blockchain, thereby blocking the possibility of forgery of the data. The proposed architecture encrypts and stores 

the video, creates a license within the blockchain, and exports the video. Since the decryption key for the video is 

managed by the private DB of the blockchain, it is not leaked by the internal manager unauthorizedly. In addition, the 

internal administrator can manage and export videos safely by exporting the license generated in the blockchain to the 

DRM-applied video player.  

 

KEYWORDS:  Smart Mirror, Medical Data, Database.  

 

I. INTRODUCTION  

  

Internet of Things (IoT) is a term used to describe “technologies, systems, and design principles associated with the 

emerging wave of Internet-connected things that are based on the physical environment”. It refers to a network of 

uniquely identifiable things (objects) and their virtual representations in an Internet-like structure, which are able to 

collect and exchange data and are remotely controlled across existing network infrastructure. It comprises of major 

components including sensing function, heterogeneous access, information processing, security, privacy, and 

applications and services. According to the International Telecommunication Union (2013), the term Internet of 

Things (IoT) is defined as a global structure for society that enables Internet service to connect to physical matter 

based on information and communication technologies available. IoT is also seen in a broader perspective and 

nonetheless brings quite a huge implication of technology on society. Along with the development of technology, 

various information can be found easily and the emergence of the concept of Smart Mirror Smart Edducation has 

become increasingly widespread. The Smart Mirror system which is based on the concept of Internet of Things (IoT) 

is developed specifically to allow users to manage and control education levels through voice recognition. In this case, 

it has been identified as the main problem faced by most people. There are just too many things to be done at one time 

and at certain point, users are not able to multitask such daunting chores. For example, when a to-do-list with a number 

of studies has been recorded on a paper, but the paper is lost because it is misplaced. Another example is when users 

are too busy managing their daily activities until some trivial-yet-critical things have happened, which can eventually 

lead to energy wastage. 

 

II. PROBLEM STATEMENT  

  

In the existing system managing education related things were done by the people themselves which led them to face 

many problems and it has been identified as the main problem faced by most people. 

There are just too many things to be done at one time and at certain point, users are not able to multitask such daunting 

chores.There are plethoras of Smart Mirrors in existence by now. Mostly, developed to display time, date, and weather-

related information. But you will hardly find all these features in a single Smart Mirror. Especially in India, this 

concept has not made strides yet. Also, human detection system is not implemented into Smart Mirrors on a large scale. 

By implementing human detection module, one can get instant control along with that can save electricity. 

 

III. PROPOSED SYSTEM  

  

In the proposed system, we develop an android application. This android application is connected to the smart mirror 

through Wi-Fi. When the user opens the presentation in his/her android mobile it automatically gets projected in the 

smart mirror. While connecting the device with the smart mirror its going to display the information to the smart 

screen so it enables the user to smartly handle and organize the various study levels in an efficient manner. 
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IV. METHODOLOGY  

  

In our work we used some modules, these modules/methodology are listed below. 

Initial setup: 
In this system, admin can add patient detail and medical report. Admin can update medical reports. Admin is able to 

add patient picture for face detection and recognition. Admin can check all record and patient detail from web 

application. 

Voice Control: To interact with the mirror it uses microphones.  Microphone is using to power the voice recognition 

capabilities. The first microphone is a simple one connected  

Through a USB sound card and Raspberry Pi 

Motion Sensing: Using a PIR sensor for your Raspberry Pi you can have your display turn on only when there is 

someone in the room. PIR sensor will detect the human. 

Facial Recognition: In this project, we are using machine learning algorithm SVM for recognizing the patient. 

Camera placed behind the mirror is used to recognize the user standing in front of the mirror. By recognizing the 

person, the mirror knows how to interact or behave next.  

Medicine box: after recognized, if medicine is needed then medicine box will be open for particular patient. 

 

V. SYSTEM ARCHITECTURE  

  

The architecture of a system describes its major components, their relationships (structures), and how they interact with 

each other. Software architecture and design includes several contributory factors such as Business strategy, quality 

attributes, human dynamics, design, and IT environment. We can segregate Software Architecture and Design into two 

distinct phases: Software Architecture and Software Design. In Architecture, nonfunctional decisions are cast and 

separated by the functional requirements. In Design, functional requirements are accomplished 

  

 

 
  

 Fig 1: System Architecture  
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VI. IMPEMENTATION  

  

  

Prototype of the Project: 

   

 
              Fig 2: Implementation of the overall System  

  

  Methodology 

 

1. Registration 

2. Update details 

3. Face Recognition 

4. Display Information 

 

Registration 

 

Admin first login into the portal to add the patient details. Admin can add the patient details along with the face image. 

All these details are saved in the application server. The patient details are sent from web browser to the application 

server using HTTP protocol. The students details are saved in the my sql database. The captured customer face images 

are trained in the server using Linear Support Vector Machine (LSVM) and the trained model will be updated. Admin 

can add the patient details and provides the login credential.  

 

Update details 

 

Admin can login into the portal and add or update patients report details.  

The patient  details are stored in the mysql database. 

 

Face Recognition 

 

HOG image descriptors and Linear Support Vector Machine (LSVM) are used to train. Certain steps are to be 

followed in HOG. They are:  

• Extracting HOG descriptors from the positive samples of trained images. 

• Extracting HOG descriptors from the negative samples that don’t contain any objects. 

• Training LSVM on the samples. 

• Testing with dataset. 

• Finally face recognition is done by using Euclidean distance method. 

Server fetch the corresponding patient id and send back to the controller. 

 

Display Information 

As soon as server recognizes the patient, it fetches the patient information from database and send to the raspberry pi 

connected to the smart mirror. On receiving the information, raspberry pi displays the information on the smart mirror 
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and welcomes the patient using test to speech API. The smart mirror is fitted with a microphone. If any patient wants 

to check his/her report or any other information  can input the speech input. Raspberry Pi process the speech and 

converts into text using google TTS API. Based on the query raspberry pi send request to the server and get the data 

from the server and displays on the screen. 

 

Medicine Box 

 

The Medicine Box is made of server motor which is controlled by the code to rotate at certain degrees. It includes 4 

slots for 

The medicine and  based upon the patients data the medicine box rotates and provides the particular medicine .It also 

has an IR sensor attached which detects the motion and updates the details if the patient has taken the particular 

medicine or not 

 

Pictures    

     

1.Project 

 

                   
 

2. Website 

 
                                                                                  Login page 
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                                                                                 Patient details 

 

3.Android App 

           
App login                                                                      Patient details 
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VII. RESULT  

 

The Users who want to access the videos which are uploaded into the blockchain can register themselves in the 

“BLOCKCAIN VSS” website. They are provided with all the options to change their password or their credentials in 

case they want to edit. The users need to verify themselves by providing the portal with their registered email and 

phone number, a code will be sent to both, by entering both the codes in the portal a user gets verified. After his/her 

verification the user can download the desired videos which are present in the blockchain network in a read only format 

i.e, he/she can only view the videos and cannot make any changes to it.  

 

VIII. CONCLUSION AND FUTURE WORK  

  

As a conclusion, the application is the new technology for smart life. From the result testing, most of the function of 

the application are functioning well and there still need some improvement to the development of the newest 

functionality on smart mirror. 

We have designed futuristic smart mirror that provides natural interaction between patients and the ambient medical 

services. The mirror display is provided by a flat led display monitor which display all the necessary information 

which are useful for the patient.  

The mirror also provides a picture-in-picture sub-display to facilitate the display of services such as reports, 

prescriptions and other important patient details. 

Future scope: in our future work we will investigate how the surrounding context of the patient and the environment 

can be utilized in order to provide optimal service experiences in the home environment.  

The system can be made much more useful to the patients by adding more functionality like integrating speech 

processing, medicine disposal etc 
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ABSTRACT: We propose a video surveillance system based on blockchain system. The proposed system consists of a 

blockchain network with trusted internal managers. The metadata of the video is recorded on the distributed ledger of 

the blockchain, thereby blocking the possibility of forgery of the data. The proposed architecture encrypts and stores 

the video, creates a license within the blockchain, and exports the video. Since the decryption key for the video is 

managed by the private DB of the blockchain, it is not leaked by the internal manager unauthorizedly. In addition, the 

internal administrator can manage and export videos safely by exporting the license generated in the blockchain to the 

DRM-applied video player. 

KEYWORDS:  Video Survillance, Blockchain, Databse. 

 

I. INTRODUCTION 

 

Video surveillance is a vital tool for protecting people and property around the clock. The increasing availability and, 

thus, lower cost of higher-quality cameras makes improving the effectiveness of video more affordable. However, a 

new issue now holds back users increased storage requirements. In a normal retail environment, it is common for video 

storage costs to exceed 50% of the entire surveillance system cost. There is also a problem of the Security provided to 

such videos stored which includes the leaks from the unauthorized users and the internal administrators.Video 

surveillance involves the act of observing a scene or scenes and looking for specific behaviors that are improper or that 

may indicate the emergence or existence of improper behavior, Common uses of video surveillance include observing 

the public at the entry to sports events, public transportation (train platforms, airports, etc.), and around the perimeter of 

secure facilities, especially those that are directly bounded by community spaces.The video surveillance process 

includes the identification of areas of concern and the identification of specific cameras or groups of cameras that may 

be able to view those areas. If it is possible to identify schedules when security trends have occurred or may be likely to 

occur, that is also helpful to the process. Then, by viewing the selected images at appropriate times, it is possible to 

determine if improper activity is occurring.A blockchain is a distributed ledger that is completely open to any and 

everyone on the network. Once an information is stored on a blockchain, it is extremely difficult to change or alter it. 

Each transaction on a blockchain is secured with a digital signature that proves its authenticity. 

 

II. PROBLEM STATEMENT 

 

The video surveillance system monitors video output from IP cameras and stores video information. It consists of a 

camera, a transmission device, a storage device, and a playback device. In recent decades, video surveillance systems 

have become increasingly large-scale to be managed with the rapid dissemination of CCTV (closed circuit television) 

for the purpose of crime prevention and facility management. The videos stored in the video surveillance system must 

be managed safely, but the videos are leaked out to unauthorized persons or viewed, resulting in the infringement of 

personal information. To solve this problem, a system has been developed that applies access control to video 

surveillance system, but there is still insufficient research to prevent unauthorized leakage by internal administrator 

 

III. PROPOSED SYSTEM 
 

The Proposed System consists of the Blockchain based Video surveillance and the usage of blockchain technology. 

Blockchain is a distributed database that stores data records that continue to grow, controlled by multiple entities. 

Blockchain (distributed ledger) is a trustworthy service system to a group of nodes or non-trusting parties, generally 

blockchain acts as a reliable and reliable third party to keep things together, mediate exchanges, and provide secure 

computing machines.  

http://www.ijircce.com/


International Journal of Innovative Research in Computerand Communication Engineering 

                  | e-ISSN: 2320-9801, p-ISSN: 2320-9798| www.ijircce.com | Impact Factor: 7.488 |  

||Volume 8, Issue 6, June 2020|| 

 

IJIRCCE © 2020                                                    |     An ISO 9001:2008 Certified Journal   |                                                2247  

 

 

IV. METHODOLOGY 

 

This stage is the underlying stage in moving from issue to the course of action space. Accordingly, starting 

with what is obliged; diagram takes us to work towards how to full fill those requirements. System plot portrays all 

the critical data structure, record course of action, yield and genuine modules in the structure and their 

Specification is picked. This assumes an essential part on the grounds that as it will give the last yield on which it 

was being working. In our work we use following modules, these modules are listed below: 

 

 Users Profile Operations  

Here, the end users can perform various operations on their profiles. Firstly, the users can register a new 

account and thus getting an access to the portal. And then the users can login to their accounts using the 

registered email ID and password to access various other divisions in the portal. The users can then choose to 

update their profile by providing the new values to the fields they have provided during the registration phase, 

or the user can wish to change their password by providing their old password and new password. The user 

can also opt to delete their accounts in case they wish to no longer access our portal. The user can also logout 

from the portal to make sure the session created for them during login is terminated. 

 

 Blockchain implementation 
Here, we implement the core Distributed Ledger network (Blockchain Architecture). We also create an interface 

to the users where they can setup the blockchain node by entering its IP address. Users can add as many nodes as 

they want. More the nodes, better the security. 

 

 Surveillance Application 
Here, we implement the application which communicates with CCTV/ Web Camera to capture the video frames. 

This can be set-up by the users by providing the IP address of the node where CCTV is pushing the video 

streams.  

 

 Blockchain Service Implementation 
Here, we provide couple of services w.r.t blockchain. The first service is called 'Video Write' service which will 

be used by the surveillance application to write the videos to blockchain network. The second service is called 

'Video Read' service which allows the authorized users to download the video frames from the blockchain 

network. 

 

 Surveillance data Access implementation 
Here, we implement the Authorization mechanism to the Blockchain data. The authorized users can then read the 

video frames from Blockchain network using the previous module.  

 
 SYSTEM ARCHITECTURE 

 

The architectural configuration procedure is concerned with building up a fundamental basic system for a 

framework. It includes recognizing the real parts of the framework and interchanges between these segments. The 

beginning configuration procedure of recognizing these subsystems and building up a structure for subsystem 

control and correspondence is called construction modeling outline and the yield of this outline procedure is a 

portrayal of the product structural planning. The proposed architecture for this system is given below. It shows the 

way this system is designed and brief working of the system. 
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Fig 1: System Architecture 

 

 

 IMPEMENTATION 

 

 

Prototype of the Project: 

 

 
 

              Fig 2: Implementation of the overall System 
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Feeder Application: 

 

Feeder application is developed using Java-EE framework. This application is installed at the physical premises 

where the surveillance camera has to be installed (Ex: Shopping malls, Hospitals, Colleges, Offices, Shops, etc). Since 

this application is installed at a particularpremises, only the admin/owner of the premises will have an access to this 

application. The Feeder application will provide the following three operations to the admin: 

 

• Path Configuration: This is the configuration admin has to do before performing the surveillance operation. 

Here the admin will have select/specify the path where the surveillance video frames will be temporarily 

stored before they picked up by the bridge which uploads to the blockchain network 

• Start Surveillance: The admin can start the surveillance operation. The video camera starts collecting the 

frames and dump them into the path configured above which will eventually be picked up by the bridge and 

pushed to the blockchain network 

• Stop Surveillance: The admin can stop the surveillance operation. 

Blockchain Node: 

 

This Module implements the Blockchain Node. A node is the one which will have the entire blockchain data stored in 

it. The node will get the blockchain data when the Feeder components’ bridge picks up all the frames from the 

configured path and constructs the blockchain out of it and then eventually uploads it to the Blockchain Node. There 

would be multiple blockchain nodes. More the number of nodes, stronger the security of the blockchain data. The 

blockchain Node application provides the two operations. Upload data and Download data to push and get the 

blockchain data correspondingly 

 

VSS Application 

 

This application provides the following four operations to the end users 

 

• User Profile Operations: This module implements the basic user profile operations on the prototype 

application. The user profile operations include creating a new account, logging in to the existing account, 

logging out, editing the profile, changing the password, and deleting the profile if not needed anymore. This 

application is also deployed on the cloud server so that this can be accessed by anyone across the globe using 

the IP address of this cloud server. The implementation is done using the J2EE architecture and for the 

database needs we have used SQLITE3. 

• User Profile Verification: Here, the user will have to verify their email ID and the mobile number specified 

during the registration operation. The system will generate an OTP separately for email and mobile and sends 

it to the user. The user will then have to provide the OTP in order to verify his/her profile. Without the profile 

verification, the system doesn’t allow the user to download the video footage from the blockchain network. 

• Profile re-verification: Here, the user will have to prove his/her identity again in order to verify that his/her 

session is not hacked by someone else. This re-verification is done in the same way as the profile operation. 

i.e, through sending an OTP to user’s mobile number and email ID.  

• Video Retrieval: Once the profile re-verification is done, the user will then get to select the date and time of 

the video at which he/she wants to retrieve for performing the monitoring operation. And then the system 

downloads the video from that date and time and provides the same to the user. 
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V. RESULT 

 

The Users who want to access the videos which are uploaded into the blockchain can register themselves in the 

“BLOCKCAIN VSS” website. They are provided with all the options to change their password or their 

credentials in case they want to edit. The users need to verify themselves by providing the portal with their 

registered email and phone number, a code will be sent to both, by entering both the codes in the portal a user 

gets verified. After his/her verification the user can download the desired videos which are present in the 

blockchain network in a read only format i.e, he/she can only view the videos and cannot make any changes to 

it. 

 

Snapshots from the website: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 3: Index Page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Register page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Account Verification page
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Fig 6: Footage Retrieval Page 

 

 
VI.CONCLUSION AND FUTURE WORK 

 
In this project, we propose a video surveillance system based on blockchain. Videos recorded from IP cameras are 

encrypted and stored in IPFS through a private blockchain network composed of trusted administrators. The decryption 

key for the video is not stored in the block but stored in the DB of the specific node having the collection authentication 

authority so that the internal manager cannot confirm the decryption key. Also, when a person who wants to view a 

video receives approval from the blockchain network or an internal manager monitors video on the screen, the internal 

manager executes a verification algorithm for exporting the video. In the verification algorithm, the code is sent to 

users email and mobile   In the proposed blockchain structure, the video surveillance system can securely manage 

videos from external persons and internal administrators. Also, it is possible to manage the objective record whether the 

video export is well managed. 

 

In Future, we aim at extending the solution across multiple nodes and scaling it to a large cluster of videos using Big 

data computing environment. 
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its extent, which can be utilized to get benefited

through efficient multipath routing dynamically

across multiple fiber-optic links to meet the

bandwidth requirements, network load balancing and

resource optimization. The increase in invariable

traffic rate in communication make it very

challenging to manage and provide the QoS. In this

paper, we aim to present a solution on the efficiency

of multipath routing based on the comprehensive

bandwidth remaining and the variable traffic delay
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Abstract: 

The psychological stress is less in plants and trees and also the stillness, reactivity 

when exhibited in the electromagnetic field emanations are advantageous when 

compared to animals [8]. Study is going on in the field of vegetation regarding the 

effect of plants and trees when exposed to electromagnetic field emanations. From 

the seeds to fruits the effect of growing plants are carried out by scientists in 

different parts of the world. Inside a TEM (Transverse Electromagnetic Cell), seeds 

were exposed for various periods, and then they will let to germinate at different 

frequencies [3]. 

In this review paper mantras, slokas, duas and music replaces different EMF 

radiations of electromagnetic spectrum. This audio as input to the antennas emits 

electromagnetic radiation in the range of 20Hz to 20KHz.Seeds, plants and trees are 

exposed to different audio EMF emanations and the growth of plants, trees and 

their yields are observed. In Rigveda so many mantras are available for growing 

plants and trees. The antenna used here may be isotropic or directional according to 

the requirement. Before experimentation this audio should be simulated by using an 

antenna to find different antenna parameters. 

 

Keywords: EMF radiation, Slokas, Mantras, Duas, Music, Seeds, Plants, Trees, 

Antenna. 

 

I. INTRODUCTION 

The growth of plants, trees and fertility of the soil 

can be improved by EMF radiations. Small 

amplitude of high frequency electromagnetic field 

(HF-EMF) will be perceived by plants for the 

developmental scheme by molecular responses 

[4].Electromagnetic radiations (EMR) has many 

advantages in the agricultural sector. For rice plant 

the utility of EMR, will increase the growth of plants 

[2]. 

Specific Absorption Rate (SAR) of plants can be 

determined by different methods, for different 

plants. This review paper can be considered at three 

levels.  

i) Pre-treatment of seeding 

ii) Seed germinations 

iii) Plant growth and development. 

A brief introduction of these is given in the 
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methodology of the paper. 

Plants are grown in different environment, three 

hours, plants are exhibited to EMF at the cut stage 

some plants are exhibited to type-1 exposure and 

type-2 exposure, for 40 days, 60 days, and 80 

days.Type-2 exposure will have an amplitude of 200 

vm-1, 30 minutes, 900 MHz EMF signal [5].When 

seeds are exposed to static magnetic field, then 

increase in the speed of germination was noticed. 

Also plants with larger longitude and weight were 

observed. The trees which are nearer to antenna have 

grown quickly in a forest, some trees will have 

positive effect, and some trees will not have any 

effect of these electromagnetic field radiations [10]. 

 

II.    LITERATURE REVIEW 

The biological exposure of plants to HF-EMF 

emanations and their responses at the molecular and 

whole plant level, educe changes in plants 

metabolism. At the sub cellular level reactions takes 

place, involving modification of enzymatic 

molecular events. Many experiments were 

conducted on plants by HF-EMF radiations, 

compare to humans and animals, plants are excellent 

models [4]. 

Plant growth, seed germination, yield quantity and 

water have been affected by magnetic field 

(MF).The quantity and quality of seed germination 

can be increased by magnetic fields. In the past 20 

years development in enzyme activity, germination, 

water uptake in seeds were determined. Wastes of 

any kind will not be developed and harmful 

radiations will not be evolved [1].  

Microbiological activity in the soil and quality and 

quantity of crop can be enhanced by electromagnetic 

stimulation. Frequency of the range between 10MHz 

and 1 KHz are used to develop the plant growth by 

using electromagnetic pulses. The structural change 

of water in the cells in plants which are very much 

useful for plant growth, this process can be done by 

EMF emissions on plants [7]. 

An increase in plant growth was absorbed when 

plant seeds were exposed to EMF radiations at 900 

MHz.The Chlorophyll ratio zeamays plantlets were 

increased in long duration [9]. 

Zeamays seeds were exhibited to 1GHz frequency 

inside a TEM cell for different exhibiting periods, 

then decrease in photo-assimilation of pigments and 

nucleic acid contents were observed [6]. 

 

III.   METHODOLOGY 

Audio EMF emissions can be used for the seeds and 

growth of plants, to get more yield in terms of 

quality and quantity (which has to be studied).First 

and foremost is to do the simulation. The SAR level 

of different types of plants are established. The input 

to the antenna is an audio which may be a mantra, 

sloka, dua and music. Here the SAR level and other 

parameters like power density, distance with which 

the electromagnetic wave travels without distortion 

etc. are to be determined. These parameters of the 

antenna should be as per the EMF standards for 

plants. 

 
Fig.1.Practical Antenna set up Indoor 

 

From Vedas, there are so many mantras like 

Gayathri mantra to chant and recite to grow plants. 

In Rigveda, there are so many mantras which are 

familiar for plants growth. In this review paper, 

instead of EMF radiations due to the wireless 

communication we are taking mantras and slokas 

from vedas and these as the input to the antenna 

produces electromagnetic wave emanations, these 

radiations are utilized for seeds and growth of plants. 
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Fig.2.Practical Antenna set up Outdoor 

 

In Fig.1 and Fig.2 plant growth in the indoor and 

outdoor environment is shown by using an antenna. 

If the EMF emanations are distorted, then 

modulation may be carried out to travel longer 

distance without distortion. In this case the antenna 

length will be greater and lengthier. So modulation 

may be carried out to decrease the antenna height. 

But for experimentation purpose, without 

modulation may also be carried and growth of the 

plants may be observed. 

 

IV. CONCLUSIONS & FUTURE SCOPE 

EMF radiations from these mantras, slokas, duas and 

music are emanated towards the plants by using a 

directive antenna or isotropic antenna. The 

experimentation is carried out in indoor and outdoor 

in both these cases, a detailed study has to be 

conducted with  

a) Recitation of mantras, slokas, duas and music 

in audio form on plants and trees. 

b) EMF radiations of mantras, slokas, duas and 

music on plant and trees.   

c) Without a & b. 

All these three should be compared in terms of 

quality, quantity etc by doing respective tests in 

agricultural research centres. 

In the case of EMF radiations of the audio signal, the 

audio frequency range is of 20Hz to 20 KHz, so the 

antenna length will also be increased, in this case the 

antenna of smaller size is chosen and we need to 

study the antenna parameters by simulation and 

experimental basis. If this is not satisfied then we 

have to modulate the audio signal and plants and 

trees are exposed or exhibited to the EMF radiations 

of the modulated audio signals. In this case also a 

detailed study has to be conducted in to two ways, 

 

a) With modulation, with minimum size of 

antenna and 

b) With modulation and with antenna design 

Safeguarding the plants, trees and the mother earth is 

protecting our human community. So by using these 

audio signals EMF emanations, it can be studied, 

and try to achieve positive results through positive 

vibrations. 

If the proposed technique gives positive results then 

we can try the following techniques also. Bihar, 

Uttar Pradesh and Rajasthan are the states in India, 

in these states young children were dead with 

unknown cause. We feel each disease will be having 

a negative energy and frequency. In future this may 

be jammed by having powerful mantras, duas and 

music in the form of electromagnetic wave 

emanations. For this deeper study in our scriptures 

should be carried out. For rainfall, these 

electromagnetic wave radiations from varuna 

mantras in atherva veda can be tried in the sky. 

Further the need for pesticides and fertilizers plays 

an important role in growing plants and trees, by 

utilizing these audio EMF emanations, it can be 

studied that whether the use of pesticides and 

fertilizers can be avoided or not. Also by using these 

audio EMF emanations fertility of the soil can be 

tested. 
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Abstract 

 In this paper we designed amplifiers with different topologies for different application 

including biosensors. Parameters of all topologies are simulated and compared. We 

designed two stage, folded cascade with low power as these two designs are used in many 

applications. The circuits are designed and simulated in VLSI CAD Cadence 180nm 

technology. Folded cascade amplifiers are used in design of Trans impedance amplifier 

which is first stage of biosensor interface, which measures low redox current generated 

by sensor.  Parameter analyzed in this work are transconductance, power, area and gain. 

Results shows folded cascade gain 77.97Db and power 0.925 mW since folded cascade 

amplifier is mainly considered one of important amplifier in Trance Impedance Amplifier 

(TIA) for analog front end design. 

 

Keywords: folded cascode, gain, area, power, Transimpedance amplifier, VLSI 

CAD. 
 

1. Introduction 
Bio-potential signals are important to physicians for diagnosing medical conditions in 

patients. These signals are very weak in the presence of stronger common mode signals. 

Extracting such signal is challenging task. To perform such ask high gain low noise stable 

amplifier will be used. The ability of an amplifier to amplify required differential Signals 

by rejecting unwanted common mode signals is known as common mode rejection ratio 

(CMRR). An op-amp has several parameters based on the applications each of the 

parameter has its own significance. Among them a high voltage gain of greater than 80dB 

and high CMRR of greater than 90dB is preferred for Bio-medical application. These 

amplifiers found in many biomedical applications such amplifiers are called bio 

amplifiers. A high gain, high CMRR operational amplifier is a fundamental requirement 

for Bio-medical applications in the Analog front end circuits since bio signals have low 

amplitude and frequency [1].  

 First stage of any bio amplifier is signal conditioning block which is used to 

acquire redox current from electrochemical reaction of sensor. This block plays very 

important part in sensor. For signal conditioning circuits different techniques are used to 

convert redox current to different process parameters. Many article shows redox current is 

converted into voltage, frequency, impedance etc. dependence on the application where it 

used redox current is converted. The challenge is there is this design of converter for the 

design of front end converter circuit different amplifier topologies are used. 

In this paper we discussed different amplifier topologies for analog front end for signal 

condition circuits. We start from basic differential amplifier two stage operational 

amplifier, and different cascade amplifiers with gain boosting techniques[1].Any signal 

condition circuit needs it front part must differential stage so it required to analyse each 

amplifier with all constrains like area, power, trans conductance ,current and voltage 

capabilities.For any VLSI analog circuit differential amplifier is the most important block. 

A differential amplifier circuit amplifies the difference of any two input signals and 

rejects any two common signals [2]. Infinite CMRR, infinite gain, bandwidth, high input 

impedance low output admittance are important features of any differential amplifier.  

mailto:jyoti.r@cmrit.ac.in
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These are widely used due to less distortion in the output and are widely used in linear 

amplification circuits. These amplifiers can be single ended and double ended outputs. 

Because of its high immunity to noise and linearity fully differential amplifiers are 

preferred in bio application but designer has to compromise with large area. In this paper 

we showed how differential amplifiers behaves with different amplitude signals over band 

of frequencies. For the amplification of bio signals single stage is not enough to achieve 

high gain, for this constraint two stage operational amplifier, cascade with miller 

compensation are considered for better performance of amplifier [3]. Mainly folded 

cascade amplifier is used in the design of Transimpedance amplifier. 

Transimpedance amplifiers are used in a variety of applications, and cover an 

extremely broad range of specifications. Common applications include detecting signal 

from photodiodes in high-speed optical communication, and detecting current from 

accelerometers in micro electromechanical systems applications. A transimpedance 

amplifier can be thought of simply as a current to voltage converter, which linearly 

converts a current input to a corresponding voltage output. The input/output relationship 

can be described using Ohm’s law, and the overall transimpedance gain is measured in 

Volts/Amperes, or simply in Ohms [4]. This folded-cascode architecture achieves wide 

dynamic range and bandwidth at the cost of high power (nearly double) and area 

consumption. Since for biomedical application amplifier with high bandwidth are not 

required. Amplifier with less than 20 KHz is enough to use for bio amplifier. But in this 

paper amplifier parameters are analyzed up to MHz range of frequencies. 

 

2.  Amplifier Design Steps 

 
The specification for two stage operational amplifier is shown in the following table 1. 

 

Table 1: Specification of two stage OP-AMP 

 

Parameter Value 

Slew Rate ≥ 10 V/µs 

Pdiss ≤ 3 mW 

CL   5 pf 

Small signal gain, Av ≥ 6000 V/V 

GB ≥ 5 MHz 

ICMRmin -0.6V  

ICMRmax 1.6V 

Vout Range ± 2 V 

 

The following table 2 shows 180nm technology parameters for design of transistors. 

 

Table 2-180nm technology parameters. 

 
Parameter Value 

VDD = -VSS 1.8 V 

λn = λp 0.1 V
-1

 

VTN 0.43 V 

VTP -0.38 V 

µnCox 300 µA/V
2
 

µpCox 100 µA/V
2
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For the amplifier design following python program is considered. 

Uncox=folat(input(“enter the value of process parameter”)) 

vtn =float(input(“enter the value of threshold voltages for nmos and pmos transistor”)) 

vtp= float(input(“enter the value of threshold voltages for nmos and pmos transistor”)) 

print(“enter all specification of your design”) 

print(“enter ICMR+,ICMR- for the amplifier”) 

icmr+ -=float(input()) 

icmr-=float(input()) 

print(“Enter small signal gain of an amplifier”) 

gain=float(input()) 

Printf(“enter load capacitor value”)  

CL=int(input()) 

Print(“enter slew rate”) 

SR=float(input()) 

Print(“enter gain bandwidth product”) 

 

                                                                                        (1) 

 

                                                                                                           (2) 
                                                                                                  

Assume Bias currents in output cascode We need to assume bias currents in the output 

 cascode higher than the tail current. Hence it is required to assume. 

 

                                                                                                         (3) 

 

ISS is assumed    125                                              

                                                          (4) 

                                                                                           (5) 

                                                               (6) 

                                                                                          (7) 

 

                                                                                              (8) 

                                                                                                     (9) 

                                                       (10) 
 

                                                                                                                            (11) 

To calculate the gain of the amplifier 

                                                                                          (12) 
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Where S1 to  S14  are saturation voltages of transistor M1 to M14. With values of W/L of 

all transistors now we need to find gm and gds of all the transistors, 

                                                                                                           (13)    
                            

                                                                                (14) 

 

                                                                        (15) 

                                                                        

                                                                                (16) 
 

Where K is 

 

                                                                                         (17) 
 

                                                                                   (18) 

 

Where K is 

 

                                                                                  (19) 

 

                                                                           (20) 

 

Using all these formula and mapped in python to get theoretical values. Similar way 

theoretically all parameter are calculated for two-stage operational amplifier, folded 

cascade and folded cascade with Wilson mirror circuit also. 

The following table 3 shows aspect ratios of all transistors after running python program. 

The schematic considered for two stage operational amplifier (OP-AMP)  is shown below 

figure 1. 

The circuit in figure 1 is a two stage operational amplifier for which the first stage 

is a differential circuit and the latter is a common source circuit. The idea being having 

two stage amplifiers is to increase the gain and to have high swing in the output voltage. 

The circuit above satisfies both the properties hence is used for performance analysis in 

the project. In this circuit, transistors M1 to M6 form differential stage whereas M7 and M8 

form a common source arrangement. The gain of the amplifier is given by gain of each 

amplifier and is given as  
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Fig1.Two stage OP-AMP circuit diagram with miller compensation schematic. 

Figure 3 shows the folded cascade op-amp. In this circuit the circuit includes the 

cascading in its output stage with the differential stage and a biasing circuit which is used 

to increase the gain of the op-amp and “to achieve good input common mode range, 

folded cascade op-amp offers self- compensation and good input common mode range . 

Since, to achieve high gain and good input common mode range differential amplifier is 

not enough to provide a single ended output with the single stage. Hence to achieve that 

the designers have moved on to more than one stage amplifiers to get the better stability 

along with the high gain including the compensation circuits. Folded cascade does not 

require perfect balance of currents in the differential amplifier because excess dc current 

can flow into or out of the current mirror  The Bias currents I3, I4 and I5 should be 

designed in such a way that the DC current in the cascade mirror never goes to zero. This 

might cause the delay in the circuit because of the parasitic capacitances. Hence to avoid 

this I4 and I5 should be kept between the values of I3 and 2I3.Now, speaking about the gain 

of the op-amp, the gain includes parasitic resistances forming self-compensation in the 

circuit, and is given by R1, R2; which are resistances connected to the drain of M13 and M8 

respectively and RA and RB are the resistances looking into the sources of transistors M6 

and M7 respectively. 

Table3-Aspect ratio of all transistors 

 
Parameters used for 

the design 

Value (µm/ µm) 

(W/L)1,2 1 

(W/L)3,4 80 

(W/L)5 5 

(W/L)6 23 

(W/L)7 126 

(W/L)8 4 

 

The amplifier which is designed specifically to amplify the difference in the input signal 

and to give high performance is called as differential amplifier. As we know, differential 

amplifier has two modes of operation: differential mode and common mode. And the best 

suitable in most designs is the differential mode. “Differential amplifiers are compatible 

with matching properties of IC technology” where two transistors which form the 

differential counterpart of a transistor to divide the current into two branches equally 

called as tail current and transistor pairs forming a current mirror load to give a single 

ended output with a high voltage gain[3].     
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Fig 2. Folded cascade amplifier schematic with designed aspect ratio 

 

3. Comparison of Performance Parameters of Amplifiers 

 
The following results are monitored for all differential amplifiers. 

 

a)Comparison of Power 

 

 

 

 

 

 

 

 

Figure 3: Power Plot for differential amplifiers 

 
b) Comparison of current 

 

 

 

 

 

 

 

 
        

Figure 4: Current Plot for differential amplifiers 
 

From figure 3 and 4 it can be seen that power dissipation and current is more in case of 

folded cascode op-amp. And it is less in case of two-stage op-amp, later it is less for 

differential amplifier. Even if power dissipation is more in folded cascode op-amp it 

provides comparatively higher gain among all other op-amp designs. This comparison of 

gain is as shown in  figure 6. 
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c) Comparison of Area 

 

 

 

 

 

 

 
 

 

 

Figure 5. Area Plot for amplifiers 

 

Figure 6. it is shown that the gain of FCOA is higher than other op-amps and two-stage 

op-amp and FCOA with Wilson current mirror provides almost the same gain hence can 

be used in high gain applications.  

 

d) Comparison of Gain 

 

 

 

 

 

 

 

 

Figure6: Gain Plot for amplifiers 

includes more number of transistors in covers more area compared to other amplifiers. 

Since area is more cost will be more for FCOA but it provides high gain hence trade-off 

between area and gain can be acceptable. 

 

e) Comparison of trans conductance 

 

 

 

 

 
 

Figure 7: trans conductance Plot for amplifiers 

Figure 7 gives comparison of Trans conductance possessed by all amplifiers. FCOA with 

Wilson current mirror gives higher Trans conductance value compared to rest other 

amplifiers and is a reason for decrease in the gain value than the folded cascode op-amp. 
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And also Figure 6 provides the gain- bandwidth comparison of all differential amplifiers. 

Gain-bandwidth is high in case of the differential amplifier and less for two-stage op-amp 

but provides less gain than the multi-stage amplifiers. Hence it is preferable to use high 

gain amplifiers and with low bandwidth. Since this characteristics of amplifiers is 

required for bio signals like ECG, EEG and neuro signal which have less amplitude and 

low bandwidth, Amplification bio signal using single stage amplifiers is not enough with 

respect to specification gain multistage amplifiers are preferred. 

f) Comparison of Gain-Bandwidth 

 

 
 

 

 

 
Figure 8: Gain-Bandwidth Plot for  amplifiers 

Figure 8  provides the gain- bandwidth comparison of all differential amplifiers. Gain-

bandwidth is high in case of the differential amplifier and less for two-stage op-amp but 

provides less gain than the multi-stage amplifiers. Hence it is preferable to use high gain 

amplifiers and with low bandwidth. 

Figure 9 provides the stability plot for all the amplifiers, which means it gives the plot for 

power where it becomes stable for the small change in the voltage value. And the 

respective stability attained by the all  amplifiers is as shown in the figure 9.1.and 

9.2.Table 4 gives the comparison of obtained gain, power and gain-bandwidth for all 

differential amplifiers designed for 180 nm technology. The results in the table are 

without extraction of the rc-parameters in the layout simulation. 
 

g) dP/dV plot of all differential amplifier  

 

 

 
 

 

 

Figure 9.1: variation of power with respect voltage for folded cascade OP-AMP 
 

 
 

 

 

 

 

 

 

Figure 9.2: variation of power with respect voltage for folded cascade with Wilson current 

mirror OP AMP 
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4. Conclusion 
 

The design and experimental results of folded cascode operational transconductance 

Amplifier, differential amplifier and two stage op-amp parameters are compared in terms 

of gain, power and area. Results   has been presented, based on 0.18um CMOS process, 

The amplifiers shows good performances with gain varies from 40dB to 80 dB  

approximately from 1Hz to 100KHz and average power of 0.445mW to 0.925mW for all 

three topologies at a power supply of 1.8 V. 
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Parameters Diff-Amp Two-stage op-

amp 

Folded cascode 

op-amp 

Folded cascode op-

amp-Wilson current 

mirror 

Gain (dB) 40.536 77.2413 82.1735 77.976 

Power (mW) 0.445  0.121  0.933  0.925  

Gain-

Bandwidth 

(MHz) 

916.59 107.207 255.656 655.025 
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 

Abstract: The Packet classification method plays a significant 

role in most of the Network systems. These systems categories the 

incoming packets in various flows and takes suitable action based 

on the requirements. If the size of the network is vast and 

complexity will arise to perform the different operations, which 

affects the network performance and other constraints also. So 

there is the demand for high-speed packet classifiers to reduce the 

network complexity and improve the network performance. In this 

article, The Bit vector Packet classifier (BV-PC) Module is 

designed to improve the network system performance and 

overcome the existing limitation of Packet classification 

approaches on FPGA. The BV-PC Module contains Packet 

generation Unit (PGU) to receive the valid incoming packets, 

Memory Unit (MU) to store valid packets, Header Extractor Unit 

(HEU) extracts the IP Header address information from the Valid 

packets, The BV-Based Source and Destination Address (BV-SA, 

BV-DA) unit receives the IP packet header Information and 

Process with BV based rule set and aggregates the BV-SA and 

BV-DA outputs, Priority Encoder encodes the Highest priority BV 

Rule for the generation of Classified output. The BV-PC utilizes 

<2% Chip area (slices), works at 509.38MHz, and consumed Less 

0.103 W of total Power on Artix-7 FPGA. The BV-PC operates 

with a latency of 5 clock cycles and works at 815.03Mpps 

throughput. The BV-PC is compared with existing approaches 

and provides Better improvements in Hardware constraints. 

 
Keywords: Bit vector (BV), Packet classifier, Ruleset, FPGA, 

Throughput, Packet generation Unit, Source Address, Destination 

Address, Latency.  

I. INTRODUCTION 

The demand for Network constraints like Security, Traffic 

analysis, Load Balancing, and Quality of Service (QoS) is 

increasing exponentially by increasing the Network System 

speed. To link up these, the Packet classification approach is 

necessary and much needed. The packet classification is the 

Process of matching the packet header fields with a suitable 

rule set. In general, there are 5 different classification fields 

used in Process, Namely, Source and Destination Address 

(SA and DA), Source and Destination Port (SP and DP), and 

Protocol. The different approaches use only 5- fields or 15 

fields for classification to match the rule set [1-4]. The 

challenges of Packet classification are Classification Speed, 

Scalability, Modularity, Power consumption, fast updation, 
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implementation flexibility, and Storage Space. Many 

approaches are available to design the Packet classification,  

which includes clustering-based, Tree-based, Tuple 

space-based, geometrical approaches, and Bit Vector-based 

approaches. Similarly, many Hardware-based Packet 

classification approaches are available, which includes, 

Ternary Content Addressable Memory (TCAM) based, RAM 

based, FPGA based, and Multi-core Processor approaches 

[5-8]. The packet classification is used many applications to 

improve network security [9] and Network-on-Chip (NoC) 

[10] Performance on FPGA Chip. 

In this article, The Bit vector Packet classifier (BV-PC) is 

designed and implemented on Artix-7 FPGA, Which provides 

low latency and High throughput performance on FPGA, 

which also consumes less amount memory and supports more 

massive Rule sets. Section 1.1 provides the background of the 

current research works of different packet classifiers, 

followed by findings. The proposed Bit vector Packet 

classifier (BV-PC) hardware architecture and its sub modules 

are discussed in section 2. Section 3 elaborates on the results 

and discussion by concerning the hardware constraints of 

BV-PC and comparison of the BV-PC with existing 

approaches with improvements. The overall work with 

improvements and future scope is highlighted in Section 4 
A. The Background 

This section describes the existing approaches of different 

Packet classifier approaches and applications.  Li et al. [11] 

discuss the high-speed classification using the Binary tree 

approach, which provides quick rule updation and better 

memory performance. The binary tree approach has binary 

tree searching Nodes with rule set followed by Linear 

matching for rules. The binary tree searching module contains 

mainly leaf node with rule's base address followed by a 

middle node with child node address and also has Main root 

node contains first level, second-level, and third-level nodes 

with rule address. The linear searching Module contains 

storage rules with the upper boundary and lower memory field 

address. This linear search engine compares the lower and 

upper boundary values to provide the output matching results. 

Ganegedara et al. [12] explain the high-performance packet 

classification module with scalable and modular 

architectures. The modular BV for high-speed PC on FPGA 

also introduces the Stride BV architectures, which improves 

the optimization goal in Modular BV and provides the 

scalability features, which is quite better than Conventional 

approaches. The range search module in incorporated in 

Modular BV to eliminates the rule set enlargement. The 

modular BV supports 100Gpbs speed and supports broad rule 

set up to 28K on on-chip Memory. 
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Yun Qu et al. [13] discuss the dynamically Updatable PC 

engine, which provides high performance and high 

Throughput on FPGA. The 2-dimensional array of modular 

Processing Elements (PEs) are used, which provides exact 

memory allocation and prefix match effectively. The 

Dynamic updateable PC also supports optimization features 

like striding, power-gating, dual-port Memory, and 

clustering. The Modular PE's are self-reconfigurable, which 

updates the ruleset dynamically. The dynamically Updatable 

PC engine sustains 650Mpps Throughput on FPGA and better 

than the Existing TCAM approach. 

Qu et al. [14] explain the many field PC on FPGA, 

Graphical Processing Unit (GPU), and General propose 

Processor (GPP) with multi-core support. The Many filed PC 

is optimized using Module PE and is designed and 

concatenated using systolic array and also divides the generic 

ranges into multiple parts. The multi filed PC works at 

500Mpps, 14.7 Mpps, and 30.5 Mpps throughput for FPGA, 

GPP, and GPU platforms. The multi filed PC works also 

support 1.5K Rule sets, 32Krule sets, 32K rule sets for FPGA, 

GPP, and GPU platforms. Zhou et al. [15] discuss the large 

scale PC on the FPGA Platform, which uses a decomposition 

approach, which has searching and merging phases. The 

searching phases use BV algorithms or Rule Identifier Set 

(RIDS), and the merge phase provides the intermediate 

results, both the results concatenated each other for the 

generation of final results. The Large scale PC works at 147 

Mpps and supports 256k Rules on the FPGA platform. Chang 

et al. [16] describe the Range Enhanced PC on FPGA, which 

is a hybrid combination of Stride BV features and a sub-range 

comparison method. The Range Search PC uses 12 tuple 

header fields to support multi-field PC and also used to store 

pre-computed values in Memory. The field lengths are 

defined as per open flow 1.0 in Range Search PC. The Range 

Search PC contains Range BV Encoding (RBVE) method has 

lower and Upper Boundary, which is split into Strides to 

improve the optimization in PC. Khan et al. [17] present 

high-performance Module design for PC, which contains 

essential XNOR gate operation for matching input packets 

against Rule sets and generates the BV of same size and 

AND’ing all the bits in BV to generates the final Matched 

Results. The design supports 4bits per Rules with low 

latency.Yu et al./ [18] present the static-RAM (SRAM) based 

PC works in one memory access, also exhibit the behavior of 

pseudo-TCAM. The SRAM-based PC provides header fields 

that are encoded using the Prefix Inclusion Coding (PIC) 

technique. The bit selection method is used to map the 

encoded rules with SRAM –based Match units. The 

SRAM-based PC works at 426 Mpps and supports 10K to 

100K Rules.  

The existing Packet classification approaches have many 

limitations and challenges to address, which includes multiple 

fields matched against the large rule sets and the drastic 

increment in network traffic data rate, which causes 

complexity and performance metrics in PC. There is a need 

for PC which maintain high performance, high Throughput, 

and Low latency for Networks. 

II. PACKET CLASSIFICATION ARCHITECTURE 

The Packet classification plays a vital role in many network 

systems like the Intrusion detection system, Routing systems, 

Firewalls, Traffic control systems, and many. These network 

systems need data packets that are divided based on the 

various design flows to address the different application 

requirements. This functionality much suited and provided by 

the Packet classifier (PC), which is defined by a set of rules.  

This section contains the methodology used in the research 

for BV-Packet classification, and detailed architecture is 

discussed in detail.  

a. Research Methodology: The proposed methodology of 

the Packet classification is represented in Figure 1. The 

Proposed BV-Packet Classifier Module contains Packet 

Generation Unit (PGU), Memory Unit (MU), Header 

Extractor Unit (HEU), Packet classification module using Bit 

Vector (BV), Packet Aggregator and Priority Encoder. The 

Packet generation Unit (PGU) mainly used to receive valid 

Incoming from any external sources or by the user.  It receives 

only valid and proper data packets for Futureclassification. 

The Memory Unit is used to store the incoming packets based 

on write enable signal. The Header extractor unit (HEU) is a 

central part of the packet classification process. The HEU 

generates different header addresses, which includes TCP 

header, IP header, and Ethernet header along with primary 

32-bit packet data for future usage in packet classification. 

 

Packet Generation 

Unit
Memory Unit

Header Extractor 

Unit

Packet 

Classification 

Module

Packet AggregatorPriority Encoder

Input 

Packets

Classified 

Ouput

 Figure 1 Methodology used in BV- Packet Classifier 

Module 
 

The Packet Classification Module is designed Using the Bit 

Vector (BV) approach. The HEU provides the Internet 

protocol (IP) address used as Packet header information in the 

BV method. The BV source and destination address modules 

are matched with the corresponding memory location, which 

is set by rules.  The BV Source and Destination address output 

information is aggregated using Packet Aggregator. The 

priority encoder encodes the highest priority rule that matches 

the incoming packet for the generation of the classified 

packet. The detailed internal Architecture of BV-PC is 

explained in the below section. 

b. Bit Vector Packet Classifier (BV-PC) Design: The Bit 

Vector Packet Classifier (BV-PC) design is used to receive 

the incoming packet and Process with BV and generates the 

classified output. The detailed internal architecture of Bit 

Vector Packet Classifier (BV-PC) design is represented in 

figure 2. 

Packet Generation Unit (PGU): The packet generation Unit 

mainly used to receives valid Incoming from any external 

sources or by a user.  It receives only valid and proper data 

packets for Future communications. In this design, 76-bytes 

are receiving for the formation of 608-bit Valid Packets. The 

design incorporates the Main control signals like sop (Start of 

the packet) to initiates the PGU process, the valid signal 

indicates receives only valid packets, eop (End of the packet) 

indicates the last packet of the 

PGU.   
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These control signals are analyzing and validating the 

incoming Packets for the formation PGU. The PGU receives 

76-bytes of incoming packets and generates the 608-bit 

outgoing packets. The 7-bit Packet counter is used to count 

the number of packets until it reaches 76. The Error output 

signal will be activated if the control signals and the error 

signal violates the conditions.  

Memory Unit (MU):The Memory Unit is used to store the 

Incoming generated packets based on write enable signal. The 

MU receives 608-bits of packets, and once write enable signal 

is activated. The MU has 16-memory locations, and each 

memory location can hold 608-bit packets. Based on the user 

address, stored packets can read and send to the next Process. 

When the write enables is low, memory location will be read 

and stores the results in 608-bit Memory out. 

 

Header Extractor Unit (HEU):The Header Extractor Unit is 

a central part of the packet classification process.The HEU is 

working based on Internet Version protocol 4 (IPv4). It 

generates different header address which includes TCP 

header, IP header, and Ethernet header along with primary 

32-bit packet data for future communication in packet 

classification.The Header extractor unit extracts the different 

header addresses like 208-bits Ethernet header, 160-bits for 

IP header, and 160-bits TCP header. These  TCP header, IP 

header, and Ethernet headers are acts as a source and 

destination address in detailed packet classification process 

like Bit vector (BV) and other processes. Out of 160-bit IP 

header values, The BV Process uses the first 32-bits [31:0] for 

a Destination address (DA) and next 32-bit [63:32] for Source 

Address (SA). 
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Figure 2 Internal Architecture of BV- Packet Classifier 

 

Bit Vector Architecture: 

The Bit Vector (BV) process is also considered as Field-Split 

BV (FSBV) method [13], and its associates split each field 

into several sub-fields. The Ruleset is mapped onto each 

sub-filed based on {0, 1, *} ternary string.  The Memory 

operations (Lookup table) is performed in all the sub-fields in 

a pipelined manner. BV of corresponding bits defines the 

temporary results of each processing element (PE). The Final 

Results are obtained by merging all the extracted BV bits 

using logical AND operations on FPGA. BV architecture is 

represented in figure 3. 

Memory

Register

 Packet IP 

Header

(SA/DA)

Bit Vector (BV)

BV Output 

for Next 

Stage

BV-Model as Processing Element 

(PE) 

 
Figure 3 Bit Vector Architecture 

The HEU generates the Packet IP address, which is divided into 32- 

bit Source and Destination IP address. Each Source and destination 

IP Address acts as packet header address to BV-SA and BV-DA 

process. Each BV-SA and BV-DA unit contains Two Processing 

elements, which perform the BV process. The Packet IP Header of 

SA PE-1, acts as header address in Memory, and finds the 

corresponding field Value and Perform Logical AND operation with 

User BV data and results are stored in temporary Register. The 

Register Output is input to the next BV-SA of PE-2 and perform the 

same BV process and generates the Final Results of BV-SA output. 

A similar process is applied for BV-SA of PE-1 and PE-2 and 

generates the BV-DA Output. The Memory Unit contains 16 

locations, and each location has 32-bit information.  

 

Packet Aggregator:  The Aggregator is used to Perform Logical 

AND operation of BV-SA output and BV-DA output and generates 

32-bit Aggregator Output, which is input to priority encoder. 

 

Priority Encoder: The encoder extracts the highest priority rule 

that should match with an incoming packet. The 32-bit encoder 

input performs bit-wise rule checking with the highest priority for 

the generation of classified output.  

 

The example of the BV process is illustrated in figure 4. The BV 

process is applied to match the 4-bit header address field, which is 

against with rule of 4-bits width. The input header field is either SA 

or DA address is set to 1100.  The 3 rulesets are defined with 

corresponding field (F) values. Splitting the 4-bit field into 1-bits, to 

get Bit vectors of each sub-fields: F [3], F [2], F[1], and F[0]. The 

subfield F[0] and others are either ‘0’ or ‘1’ field value.For bit 3 or 

(F [3]) of the ruleset is "101". Based on field values, The Ruleset 

generates BV values. SoThe R1 has 1111, R2 has 0100, and R3 has 

1111. The extracted BV values R1, R2, and R3, are performed 

logical AND (&) operation. The matched results are obtained by 

using R1& R2& R3. So for this 

example, the Matched Results is 101. 
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Figure 4 Example of BV Process 

 

III. RESULTS AND ANALYSIS 

An efficient Bit-Vector Packet Classifier (BV-PC) module is 

designed and implemented on Artix-7 FPGA. The BV-PC 

module is simulated on the Modelsim simulator and used for 

the calculation of latency.  The Synthesized results are 

generated on the Xilinx14.7 ISE environment. The resource 

constraints like Chip area, Frequency, power, latency, and 

Throughput are tabulated in table 1 for the BV-PC module. 

The BV-PC utilizes the 3636 Slice registers, 2641 LUT's, and 

2453 LUT-FF pairs. The BV-PC is operating at 509.398 

MHZ on Artix-7 FPGA with a minimum period of 1.963ns 

and a combinational delay of 1.061ns. The present Classifier 

consumes a total power of 0.103W with the inclusion of static 

power 0.082W and Dynamic power of 0.021W. 

 

Table 1 Resource Utilization of BV-packet Classifier on Artix-7 

Resources BV_Packet Classifier 

Area Utilization  

 Slice Registers 3636 

Slice LUT's 2641 

LUT-FF pairs 2453 

Timing Analysis 

Minimum Period (ns) 1.963 

Max. Frequency (MHz) 509.398 

Combinational Delay (ns) 1.061 
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Power Utilization 

Dynamic Power (W) 0.021 

Total Power (W) 0.103 

Latency and Throughput  

Latency  (Clock cycles) 5 

Throughput (Gbps) 61.94 

 

The BV-PC module receives 76 bytes of input packets for 

classifying the packet at high speed based on the BV 

algorithm and Ruleset. The BV-PC module is simulated on 

ModelSim Simulator for latency calculation, and the 

Classifier takes 5 clock cycles (50ns) to complete the 

classification for 76 bytes of packets. The Throughput is 

calculated using ((Number of bits * Frequency)/latency). The 

76 bytes packets contain 608-bits, and the maximum 

operating Frequency of BV-PC is 509.398 MHz with a 

latency of 5 clock cycles. So BV-PC is working with a 

throughput (speed) of 61.94Gbps. The Throughput is also 

represented in terms of Millions Packet per second (MPPS), 

so the BV-PC works at 815.03 MPPS. 

The BV-PC module consists of sub-modules of the Packet 

generation Unit (PGU), Memory unit (MU), Header 

Extraction Unit (HEU), BV-Source address, and destination 

Address Unit, and finally Priority Encoder. The Area 

utilization and operating Frequency of submodules in the 

BV-PC module is tabulated in table 2.   

Table 2 BV-PC sub-modules Area utilization and operating Frequency 

BV-PC Sub Modules  Slice Registers Slice LUT's 
Max. Frequency 

(MHz) 

Packet Generation Unit 1237 28 584.62 

Memory Unit 608 610 870.09 

Header Extractor Unit 1744 2281 1023.227 

Bit Vector SA 14 46 NA 

Bit Vector DA 15 46 NA 

Priority Encoder 1 31 NA 

 

The PGU, MU, and HEU consume more slices registers and 

LUTs. The PGU, MU, and HEU operate Frequency of 

584.62MHz, 870.09MHz, and of 1023.22MHz, respectively. 

The HEU is used for the extraction of Internet protocol (IP) 

and TCP header address information. The HEU boosts the 

BV-PC performance and reduces the complexity by providing 

headers information. Each BV-Source Address (SA) and 

Destination Address (DA) contains two processing Elements 

(PEs). Each PE is designed using Packet header and BV 

inputs. 

The performance comparison of BV-PC with other existing 

Packet classifier is tabulated in table 3. The existing Packet 

classifiers like Decision Tree [20], Large Scale [21], Ultra 

scale [22], and HiCuts [23] are implemented on different 

FPGA devices. The Performance metrics like Chip area, 

Frequency, and Throughput (Speed) are analyzed with 

Proposed BV-PC. The proposed efficient high throughput Bit 

Vector-Based Packet classifier (BV-PC) is designed using the 

Bit Vector approach with pipelined architecture. The BV-PC 

is implemented on Low-cost Artix-7 FPGA. The BV-PC 

utilizes only 3636 slices, operated at Frequency of 509.398 

MHz on Artix-7 with a high throughput of 815.03 Mpps, and 

it supports more massive rule sets  

 

Table 3 Performance Comparison of Classifiers on Different FPGA’s platform 

Packet Classifier 

Approach 

FPGA 

Device  
Slices LUT's FF's 

Block 

RAMs 

Frequency 

(MHz) 

Speed 

(Mpps) 

Decision Tree PC [20] 
Spartan 

3E 
NA 6442 5336 22 100 NA 

Large Scale PC [21] Virtex-5 10307 NA NA 407 125.4 250 

Ultra-scale PC [22] Stratix-III 40 070 NA NA NA 219 433 

HiCuts [23] Stratix-IV 15936 NA NA NA 150 100 

Proposed BV-PC Artix-7 3636 2641 2453 1 509.39 815.03 

The Decision Tree Packet classifier [20] uses 8-parallel 

instances of 4-stages with pipelined architecture for packet 

classification, which utilizes 6442 LUT's, 5336 Flip-flops 

(FFs) and Block RAM of 22. The Decision Tree PC works at 

100 MHz using Spartan -3E FPGA Board. The Large Packet 

wire-speed (LPWS) classifier [21] is designed using decision 

Tree-based, Multi-field, 2dual pipelined architecture. The 

Large Packet wire-speed classifier is implemented on 

Virtex-5 FPGA. The LPWSclassifier utilizes 10307 Slices, 

operated at 125.4 MHz on Virtex-5 with a throughput of 250 

Mpps, and it supports 12 pipeline stage rules. The Ultra-scale 

Packet classifier [22] is designed using Cutting Scheme with 

the Decision Tree algorithm.  The Ultra-scale Packet 

classifier is implemented on Stratix-IV and Cyclone III 

FPGA's. The Ultra-scale Packet classifier utilizes 40070 

Logical elements (Slices), a peak power of 9.03W, operated at 

219 MHz on Stratix-IV with a throughput of 433Mpps and it 

supports large rule sets. The 

HiCuts Based Packet classifier 

[23] is designed with high degree 
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pipelined and parallel architecture using decision Tree and 

rule memory approach. The HiCuts Based Packet classifier is 

implemented on Stratix-IV FPGA. The HiCuts Based Packet 

classifier utilizes 15936 Logical elements (Slices); operated 

at 150 MHz on Stratix-IV with a throughput of 100Mpps and 

it supports 500 rule sets. The proposed BV-PC provides 

better resource utilization and Throughput than existing 

Packet classifier approaches. 

IV. CONCLUSION AND FUTURE WORK 

The High-performance Bit Vector Packet classifier is 

designed and implemented on Artix-7 FPGA. The BV-PC 

works at Low latency and high Throughput on FPGA. The 

BV-PC is used to receive the Incoming packets and Process 

through the BV module and generates the classified output. 

This BV-PC is used in Most of the Network modules for 

Packet classification and also improves the system 

performance. The BV –PC main contains PGU, Memory 

Unit, HEU, BV-SA, and DA Unit and Packet aggregator, also 

Priority encoder. The BV-PC results are analyzed and 

discussed using hardware constraints like Chip area, 

Frequency, and Power. The BV-PC Utilizes < 2% slices 

resources and works at 509.39 MHz and also consumed 

0.103W of total power on Artix-7 FPGA. The BV-PC is 

simulated on Modelsim Simulator for Latency calculation, 

and BV-PC uses 5 clock cycles for 76 Bytes packets process. 

The BV-PC works at 815.03Mpps Throughput Supports a 

more extensive rule set and utilizes less amount of Memory on 

FPGA. The BV-PC is compared with existing Packet 

classification approaches by concerning performance 

parameters with improvements.  In the future, The BV-PC is 

optimized using striding, clustering, and other approaches 

with the help of a Modified BV approach to improving the 

Network performance further. 
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Abstract 
 

Water, the inevitable need of any individual, must be monitored. Detection of the arsenic chemical  present in water leads to contagious 

diseases. The legacy makes people difficult to survive. The consequences are cancer, other diseases.  Employing photonic crystal wave-

guide with the rally round of mach Zehnder interferometer, it is feasible to correctly compute arsenic compound level in water.   MZI 

sensor has many compensation, diminutive, least use of instrumentation, and ready to be used with CMOS technology. Follows in the 

paper, arsenic compound level of wavelength range of 1530–1565 nm is analyzed and detected. Experiential program from the band ar-

rangement that for minute change in refractive index is accounted, subsequently logical shift in the frequency and amplitude will be evi-

dent enlarging mach Zehnder interferometer will behave as a sensor. Thus projected alternate included optical Mach Zehnder Interferom-

eter (MZI), composed of  graded index channel waveguide that can be frequently used as chemical and biological sensor in this manu-

script. This dissertation describes how the MZI operates two arms predominantly to conquer the industrial challenges. Manuscript repre-

sents test data, graph and results that exemplify the performance of whole system. 

 
Keywords: Nanocavity-Coupled Waveguide; Hexagonal Sensor Meep; Mach Zehnder Interferometer Using Beam Prop.  

 

1. Introduction 

Arsenic is a natural compound and present in water .This element 

found all over the environment. As a consequence, millions of 

people  are  in problem for long-time because of arsenic poisoning 

from the water they drink [1].For  longer period  obsessive  of  

arsenic that can  effect  skin  and  lung cancers, as well as cancers 

of the urinary tract, kidney, and  liver; Reproductive system  and  

growth in child  health can be effected. [2,3].  

The main aim of this paper is to propose an evolution of a system 

that can be used at the establishment of scientist to continuously 

observe qualitative water parameters. In different laboratory tests, 

Simple and low-cost colorimetric kits are used to test arsenic test-

ing range from drinking water. So these kind of tests in laboratory 

has lots of disadvantages such as  lack of accuracy, superior limit 

of detection and used toxic chemicals as test reagents [4].We have 

been inspired by  these clear advantages and proposed  a optimum 

device which is an opto-photonics  devices, that uses  MZI for the 

detection of arsenic. Mach Zehnder Interferometer offered with 

good sensitivity with two arms of  one is for sensitive and  other 

arm  for reference. The reference arm is  comprising of a strip 

wave guide. We have exploited and came close to included optics 

for designing of  the 2 dimensional photonic crystal based sensor 

for treating agents causing physical problem  which is the source 

of water . Because of arsenic that present in water which  causes 

many health issues in human body that can be detected using a 

combination of the clinical depiction. Many complex laboratory 

methods [10-12]  is used  to quantify accurate measurement of 

arsenic level in water. The occurrence of broadcasting of light 

within the Photonic crystal is explained and examined that  has 

been quantified for the accurate  measurement of arsenic com-

pound level . These exclusive  procedure present good sensitivity 

and accuracy, but needed particular laboratories, proper training 

and  more time to perform the experiment. So these experiments 

are not accessible for monitor the arsenic levels on routine basis in 

field. So the enlargement of   biosensors and chemical sensors for 

the recognition of arsenic compound in water that is  an attractive 

alternative method  to colorimetric detection. We have presented 

in this manuscript, that to design a lab-on-chip photonic crystal 

sensor using MZI sensor which is very simple to design and can 

be scalable yet reconfigurable. This lab on chip sensor can be able 

to identify inorganic compound arsenic in water. The proposed 

sensor can provide accurate spectral signatures for different com-

pound of arsenic like indium arsenide, gallium arsenide, cadmium 

telluride, selenium etc that presence in water. This conventional 

hexagonal ring structure may be suitable for, Mach-Zehnder inter-

ferometer (MZI) based sensors that is easy to construct and fabri-

cate .  

 We demonstrated photonic wave guide that based on defect pro-

cess and controls the current of beam of glow inside the photonic 

crystal [10].  Photonic band structure can be referred as  optical 

insulator where  transmission of light beam wave travels and that 

can be prohibited because of presence of band structure photonic 

http://creativecommons.org/licenses/by/3.0/
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crystal. So the property of band gap can be altered  by creating 

defect engineering .  Defects can be classified into dot defect or 

row defect. The circulation of beam of light in photonic crystal is 

explained by the master equation (Eq1). The main equation is 

observed by solving Maxwell's electromagnetic equations 

 

                                            (1) 

The glow beam is divided into two arm with one light path con-

taining to be tested sample with hexagonal sensor and the other 

arm performing as a reference in a conventional MZI sensor con-

figuration. Fig(1). Sio2 substrate [5-6] is present in MZI which  is  

consisting of particular mode channel wave guide and made by 

photolithography process and come together with the ion ex-

change. The active arm of Sensors is  made-up  of using a silicon 

waveguide core layer over a SiO2 masked oxide layer. the in-

creased wave length of MZI and hexagonal ring resonator offer  

sensitivity. The design of sensor  is characterized by using TE 

polarization from light source with the wave length of  =1550 

nm into the sensor and measuring the waveguide output light to 

notice the analytic value .The interference of light beam is travel-

ling through two arms of MZI result in intensity modulation  at the 

output of the waveguide. The relationship between oscillating 

output is expressed by between input light intensity and output 

light intensity and that can be  denoted by the equation of  

 

                                         (2) 

 

Where  is the initial phase change of normalized  of two 

arm .After applying RI value of analyte  is the changed of two 

arms . 

Hexagonal ring resonators mechanisms have been included on the 

chip.  

 

                                                                     (3) 

 

From equation 2   phase   which depends on its effective refrac-

tive index value for a given wave length  of the active arm of 

MZI sensor.Arm length is denoted by L. This kind of design and 

can be integrated with optical technique. 

 
Fig-1: Schematic diagram Of MZI 

 

In this paper, theoretical and tentative investigation of quality 

factor based on dissimilar value of refractive index of a photonic 

crystal (PhC) resonators are planned with the help of MEEP simu-

lations, the change in refractive index, quality factor is observed.  

The use of biosensor  for detection of bimolecular or chemical 

molecules has been observed  quick growth  since last two dec-

ades. Addition of sensor   with microelectronics and wireless 

communication provides high sensitivity and that allow the real 

time monitoring. The various technique is used by biosensor to 

detection of various analyte and that bio sensing technique is used 

for their simplicity in fabrication, small footprint, low cost and 

real time detection and high sensitivity. A light beam is devided 

through MZI device  into two identical arms ,sensor and reference 

arm by means of Y junction . Light beam will travel through dis-

tance of arms length L , by means another  , by means another Y 

junction .In the sensor arm , the specific area is etched ,now elec-

tromagnetic waves interact with  specified analyte. This kind of 

interaction causes change in  effective refractive index  of the 

sensor arm which will  causes  another parameter that is phase 

change  between the light beam travelling through both the arms. 

Because of difference in effective refractive indices of the sensor 

and reference arm and on the interaction length of sensor area that  

produces phase difference . 

2. Theory 

Photonic crystals (PCs) comprising of a intermittent arrangement 

of regularly formed materials having different dielectric constants 

in a substrate [7]. Photonic crystals are divided into three types 

based on their structure as follows 

i) 1-dimensional (1D) structures 

ii) 2-dimensional (2D) structures  and 

iii)  3-dimensional (3D) structures.  

There is insufficient band gap in 1-Dimensional photonic crystal 

structures and to make 3D structures is very difficult because of 

their small lattice size [8]. 2D structures  are easy to create com-

pared to 3D structure, because 2D structures are  having complete 

band gap.  By Solving the Maxwell equations, we can explain the 

propagation of light within the photonic crystals. 

Photonic crystals have many applications in various fields like 

optical field. Photonic crystals are having many applications since 

they offer a common proposal to fabricate a huge number of opti-

cal components on an array configuration.  

The working principle of both resonator and interferometer based 

on the changes of the effective refractive index (Neff) of the 

waveguide mode due to changes in the ambient refractive index 

via the passing field interaction. 

 

          (3) 

 

          (4) 

 

From equation (4) sensitivity can be calculated by using Neff val-

ue from the practical graph which is shown in the graph 4. The 

coupling of the complete sensor is done with the help of two struc-

ture explained below: 

A. HEXAGONAL  RESONATOR: 

        Light beam can be passed into a hexagonal waveguide with 

circumference L using MZI. Silicon wave guide  based hexagonal 

structure can be integrated with MZI optical wave guide by using 

mode conversion process.  

B. Mach-Zehnder Interferometer (MZI) : 

       MZI device has been constructed using silicon-on-insulator 

(SOI) [10-12]. MZI is constructed using a strip waveguide and slot 

wave guide.MZI sensor uses slot waveguide instead of conven-

tional sensor of a sensing path to achieved a high sensitivity. Strip 

wave guide is considered as reference arm and slot wave guide is 

considered as sensing arm. Mode converter converts strip wave 

guide into slot waveguide through sensing arm. The visibility 

factor depended on splitting ratios of the input and output Y junc-

tion and on the differential propagation loss of the strip waveguide 

and slot wave guide of the 2 (two) arms[9].  
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3. Sensor Design 

MEEP   simulation tool is applied to design and formed bio and 

chemical sensor.  This kind of sensor is based on two dimensional 

square lattice photonic crystal structure with row defect. A two 

dimensional photonic crystal is periodic along two if its axes and 

homogeneous along the third axis [4].  We have designed a hex-

agonal resonator structure that is sensitive, we proposed two struc-

tures one is hexagonal structure and MZI sensor based on different 

RI value e.g. chemical RI value. 

 Design specification: 

1. Configuration used- Rods in air. 

2. Diameter of the Silicon rods used is = 20 nm.  

3. The dielectric constant of the defect rods used is 12  

4. Tallness of rods used is = infinity.  

5. Beam resource used is: Gaussian Pulse.  

6. Lattice constant of the crystal structure used and is denoted by, 

‘a’= 1 nm  

 

Proposed Structure 

                

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig-2:  Hexagonal structure (Rods In Air)   

 
Fig-3: Structure of photonic Wave guide 

 

 

 
Fig-4: Array structure of wave guide 

 

We have made array structure of photonic crystal sensor of hexag-

onal  resonator to determine the arsenic compound in water. This 

array structure can be used  for  mass volume capacity construc-

tion to determine the large amount of arsenic compound. 

Design description for MZI: 

 
Table-1 Shows the specification of  MZI Construction 

 
Fig -5: Structure  of  MZI and Structure of Strip Waveguide 

 

                                        

 
Fig 6: Strip Waveguide 

Simulation Tool Beam Prop 

Excitation Wave Length 1.55um 

Index Of Background 1.46 

Width Of Component 5 

Dimension 3-Dimension 

Index Difference 1.98 
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From Fig.6 we can observe  the structure of strip wave guide 

which is the part of reference arm of MZI. Fig. 4 shows that  

Material has taken for MZI construction  that is SOI(silicon on 

insulator).To conclude (from the above figure 6) its inferred that 

1.46 value indicate silicon di oxide material and 3.44 value 

indicate si material which is used for MZI construction.  

The sensor MZI is designed and is done using Beam-prop tech-

nology, we carefully look after the manufactured acceptance of the 

MZI, especially with respect to the difference of the waveguide 

size and length and observed fabrication errors. Fabrication error 

variation in terms of width of waveguide causes a change in de-

signed value. The material has taken as SOI for MZI configuration.  

MZI is about 7 nm, which for the two-channel MZI in Fig. 5. 

4. Simulation Results 

 
Table-2 Comparison of water and other arsenic compound and observe 

quality factor 

Name  Of Ar-
senic 

Compound 

Amplitue  (V) 
Frequeny 

(Thz) 
Quality Factor 

Water 0.03 08449 

 
19998 

 

Indium Arse-
nide  

0.031 0.861 

Gallium Arse-

nide 
0.0249 0.854 

 
Table-3 Comparison of water and other arsenic compound and observe 

quality factor 

Name  Of Ar-

senic 

Compound 

Amplitude 
(V) 

Frequency 
(  Thz) 

`Quality Factor 

Water 0.008 0.8179 
 

19998 
 

Cadmium Sul-

fide 
0.000608 0.861 

Zinc Sulfide 0.0104 0.81509 

 
Table-4 Comparison of water and other arsenic compound and observe 

quality factor 

There is a  variations in the resonant frequencies  of arsenic  pre-

sent in  water are obtained by using MEEP simulation tool and are 

shown in Table 2,3,4 and observed quality factor.  Quality factor 

is observed by means of  propagation of light through wave guide . 

we have to make sure that all the way through wave guide during 

propagation  there will be very less loss or less scattering .So that 

we can demonstrate a strong wave guide . 

 
Graph-1: Observe the peak ampitude of normal water and other peak 
amplitude of  arsenic present in waetr with different R.I value of Arsenic 

 
Graph-2: Observe the peak ampitude of normal water and other peak 

amplitude of arsenic present in waetr with different R.I value of Arsenic 

 
Graph-3: Observe the peak ampitude of normal water and other peak 
amplitude of  arsenic present in waetr  with different R.I value of Arsenic 

 

Graphs are presented here to show about  arsenic present in water 

with different peak amplitude. For a particular frequency changes 

we have observed maximum peak value of amplitude  for arsenic 

compound and water .  Different arsenic compound has been 

observed  which is present in the water with the help of  their 

respective RI value . Silicon based material  is used to fabricate  

high sensitive MZI sensor.  RI  value of si and sio2 is 3.45 and 

1.44 has taken . 

 
Fig-7: Light Propagation through MZI and observe the output power with-

out 

                                                                    

 

 

 

 

 

Name  Of Arse-
nic 

Compound 

Amplitude (V) Frequency (Thz) 
Quality Fac-

tor 

Water 0.12390 0.823 
 

19998 

 

Cadmium Tel-
luride 

0.031 0.8231 

Selenium 0.00066 0.8209 
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sensing layer  

                            

 
Graph-4: Observe the Neff value for MZI   calculation of Sensitivity 

 

MZI waveguide sensor was experimented which can determine 

existence of arsenic compound in water.  In this paper we have 

considered fundamental mode .Determination of arsenic com-

pound in water is inevitable for the detection and identification of 

transferable or inborn diseases. By using equation 4 and from 

graph [4] Sensitivity of a common MZI for length of 7 nm of the 

channel length was accounted to be 78.5. So to achieve  high sen-

sitivity of   MZI construction  SOI material is used . 

5. Conclusion 

The design and optimization of a highly sensitive MZI of a wave-

guide biosensor is presented in this paper. MZI Biosensors com-

prises of slot wave guide and strip wave guide. This provides high 

sensitivity and high optical intensity region of MZI. The slot 

wave guide is integrated with sensing arm of MZI. From fig 7 we 

can conclude that this is normalized output power without sensing 

the arm with analyte . But after interact with sensor that is resona-

tor,  there will be change in propagation of light beam .This wave 

guide based MZI sensor has ability to perform in the platform for 

highly sensitive analytical device by combining the MZI’s unique 

characteristic and photonic devices which are easier and simple to 

design. Design of a sensor should be cost effective ,small and 

possible to fabricate lab on chip. Both the proposed sensor are 

highly sensitive and  with the help of both the sensor minute 

change can be detected when input refractive index of arsenic  

that is present in water is applied to the input terminal of sensor . 

Designed a  photonic crystal sensor is part of sensing module  but 

we have to monitor to represent a complete sensor  that is com-

plete lab on chip sensor that can be   possible to implement by 

using MZI sensor. 
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Abstract— An optical photonic crystal sensor design is proposed, 
which contains Silicon (Si) circular rods, made in a square lattice 
structure. The input point has a light source of wavelength 
1.55um and has two output point to observe the output. The 
paper proposed different Photonic Crystal structure and power 
analysis for the same. The calculation for change in Refractive 
index value and power - wavelength shift for various analyte 
(bacteria in water, is analyzed, and plotted. The procedure 
repeated for proposed different structures. The scope of 
applications of the splitter is becoming broader day by day owing 
to fast progress in complementary technologies such as nano-
photonics and integrated photonic sensing. Using a new design of 
2D slab, we have achieved 84.4% power output from a 1×2 power 
splitter.  
 
Keywords— Nanocavity-coupled waveguide; MEEP; Photonic 
crystal; 

I.  INTRODUCTION  
The power splitter is a critical component in a silicon chip. 

The prominent applications of silicon chips include photonic 
computing, long haul fiber communication, and bio-photonic 
sensing. Photonic Crystals (PC) are dielectric formation with 
periodical spatial rotations of the refractive index on the order 
of the wavelength of the light [1, 2]. Photonic bandgap can be 
realized and artificially introduce defects to control the light 
emanation and transmission and the trapping of the photons. 
The photonic bandgap (PBG) formation due to periodicity and 
the electromagnetic waves propagation gets forbidden for all 
wave vectors inside this bandgap. Therefore, the detection of 
the unwanted and harmful content which is present in water is 
a crucial issue in decimating its adverse impact on public 
health and hygiene. So the determination of Escherichia coli 
(E-coli) and observation of the power for a different structure 
is essential. In the paper, we have used RI value of analyte, the 
harmful content present in water. Power splitting technique is 
performed  using 2D and 2D slab PC line defect waveguides 
by investigating different structure for 1x2. For power splitter 
experiment, the required components are input and output 
waveguide channels which act like branches of the splitter. 
The intersect point from where the branches are coming out is 
called a junction [2]. From the intersection of power division, 
one input and two output branches form 120˚ waveguide bend 
with each other [3]. Further, the two output branches make an 
extra 60˚ bend with the input branch. To perform the function 
for the power splitter, the transmission of light power should 
be maximum without suffering any reflection. The efficient 
and well-executed design of waveguide bends is essential to 
achieve the above objectives. 

 

II. THEORY 
Organization of the periodic structure is Photonic crystal 

and it is comprising of different dielectric constants in a 
substrate [4]. Depending on the geometry of the structure, 
photonic are offering three kinds of architecture such as one-
dimensional (1D), two dimensional (2D), and three 
dimensional (3D) arrangements. With the help of Maxwell 
equations, the propagating light within the PC is manipulated. 
Photonic crystal platform is employed to fabricate a large 
number of optical components on a single chip. The frequency 
of the light is not allowed to pass within the PBG range. The 
photons are entirely forbidden within PBG if a particular 
defect is introduced in the PCs structure. In various 
applications, these PC bandgap structures are utilized [5-7]. 
Figure 1 shows the structure of the splitter consisting of two 
parts, the input port and two output ports. The power is given 
to the input port, which is divided equally into two output 
ports without any reflection and radiation loss.  

 

 
 

 

 

 

 

 

Fig. 1. Y-junction power splitter based on Photonic Crystal. 

The Finite Difference Time Domain (FDTD) method  is 
used as a numerical analysis technique to solve the differential 
equations [8].  

 (1)                        ݐ߲ ⃗⃗ܦ߲ + ܬ = ⃗⃗ܪ× ∇ ݐ߲ ⃗ ܤ߲ − = ⃗ ܧ× ∇    
 

The Gaussian pulse is used as a source for this power 
splitter experiment. The frequency response over a wide range 
of this system is possible to obtain. The 2D MEEP method is 
applied to perform the simulation and the propagation of the 
electromagnetic waves can be obtained within the waveguides.  

III. SENSOR DESIGN 
The sensor is designed using Rods in Air configuration in 

both OptiFDTD and MEEP software. The sensor design 
checked for various analyte by changing their R.I. values. 
Here we are analyzing the propagation of the TE polarized 
light in the designed sensor. We are observing the variation in 
the light property after passing through the various refractive 
index of the analyte. Here the relationship between the output 
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power and the wavelength shows the changes recorded for 
different refractive index by the designed sensor. 

 

 

 

 

 

 

 
 

Fig. 2. Proposed Structure Design 1 in MEEP. 

Figure 2 is called Y structure, Figure 3 is called as PI 
structure and Figure 4 is called as Cantilever structure. Light 
propagation is observed from the PBG structure. Port 1 is 
acting as input and Port 2 and Port 3 as output. 

 

 
 
 
 
 
 
 
 
 

 

 

Fig. 3. Proposed Structure Design 2 in MEEP.. 

 
 
 
 
 
 
 

 

 

 

Fig. 4. Proposed Structure Design 3 in MEEP. 

TABLE I.  DESIGN PARAMETER FOR SENSOR 

Sr.  No. Description 

1. Configuration is  rods in air 

2. Lattice constant “a”=1 

3. Structure is square lattice 

4. The radius of rods “R”=0.21um 

5. 0.65um is  the height OF RODS 

6. 12 is dielectric constant of rods 

7. Light source:gaussian source 

IV. SIMULATION RESULTS 

A. Design 1: Y Structure 
 

 

 

 

 

 

 

 

 
Fig. 5. Graph for Transmitted Power vs Wavelength for Structure 1 in  

  OptiFDTD 
 

 

 

 

 

 
 

 

 

Fig. 6. Graph for Amplitude vs Wavelength for Structure 1  

B. Design 2: PI Structure 
 

 
Fig. 7. Graph for Transmitted Power vs Wavelength for Structure 2 in  

  OptiFDTD 

 
Fig. 8. Graph for Amplitude vs Wavelength for Structure 1  

 

 

 

 



C. Design 3: Cantilever Structure  
 

 
Fig. 9. Graph for Transmitted Power vs Wavelength for Structure 2 in  

  OptiFDTD 

 
Fig. 10. Graph for Amplitude vs Wavelength for Structure 1  

TABLE II.  TRANSMITTED POWER OBSERVED  

Name of Structure Name of Analyte Transmitted Power 

Y Structure 
E-coli 

18% 
PI Structure 29% 

Cantilever Structure 28% 

TABLE III.  DETECTION OF E-COLI IN WATER AND OBSERVED QUALITY 
FACTOR 

Name of Structure Name of 
Analyte Amplitude Quality Factor 

Y Structure 
Water 0.34 

5282 
E-coli 0.2 

PI Structure Water 0.66 
21508  E-coli 0.42 

Cantilever Structure Water 0.11 
25954  E-coli 0.25 

 

From Table II, we can come up to the culmination that 
power is considered more for PI and cantilever structure and 
Table III, we can conclude that cantilever structure provided 
more quality factor compared to the other structure hence 

propagation loss though the cantilever structure is less.Hence 
PI and Cantilever structure will be considered to design and 
put on for fabrication as good PBG structure for different 
application like biomedical, networking 

V. CONCLUSION 
The power splitter is a promising topic of research in 

photonics. The development of complementary technologies 
such as nano-photonics, spectroscopy, and optical coherence 
tomography (OCT) accelerates the research in power splitter. 
We briefed the different architectures of the power splitter. 
We have observed the power division method using different 
technology. Further, the realization of the power using analyte, 
which is present in water for the proposed structure. Ecoli that 
is very harmful to human beings is detected through three 
different PBG structures. Also came to the ending decision 
that Y and PI structures are preferable for fabrication to 
discover any analyte. Also, the current developments and 
applications of power splitter are explained. Finally, the 
potential of the splitter in future such as in Smartphone, 
biomedical device, and networking device can be used. 
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Abstract - Eyes are the organs through which one can 
recognize and identify the surroundings with. Sadly, there are 
people deprived of their sight. Sometimes, they can be 
effortlessly confused or obtain inadequate data because of 
which they can't complete their proposed work. This paper 
plans to show light on a proposed smart stick and wearable 
band which can offer help to the visually impaired in their 
movement by giving precise area subtleties and cause them to 
feel free. The Smart E–Cane will involve the essential and 
modern sensors for obstruction discovery and area-based 
input. The Smart E-Cane will also be able to detect a rise in 
surface level as the blind person is walking using machine 
learning and report back what kind of a raised surface is in 
front of him. This would be very useful when the person 
encounters an obstacle that is detected as a raised surface or 
object but doesn’t specify whether it is stairs, or an inclination, 
or a misplaced rock. This Smart E-Cane gives assurance of 
independency along with security when it comes to walking 
without assistance from another person. 

 
Key Words: E-Cane, Blind Stick, Machine Learning, GPS, 
IoT, Voice Assistance, Object Detection 
 

1. INTRODUCTION 
 
Visual impairment or vision loss is a decreased ability to see 
to an extent that causes problems not fixable by typical 
means. The term blindness is for complete or nearly 
complete vision deficit.[1] The World Health Organization 
(WHO) gauges that 80% of visual debilitation is either 
preventable or reparable with treatment. Starting at 2015, 
246 million had low vision and 39 million were visually 
impaired. [2] Hence there is a compelling need to find better 
and much advanced solutions to assist the less fortunate 
individuals who are deprived of their vision.  

In the past, and recent years, there have been many 
advancements towards designing tools through smart 
phones, wearables, smart sticks, etc. With each new product 
being designed and developed, there are new features or 
upgrades being made that aid the visually challenged in a 
much better way. This paper, along with proposing a system, 
will also provide a review of the existing applications and 
models, to give a wider perception of what is in store and 
what can be, for better awareness and implementation. 

 

 

2. LITERATURE SURVEY 
 
A paper based on the recognition/identification of images in 
real-time. They identify, arrange and gauge the rough 
position utilizing raspberry pi as the processor that 
interfaces with the camera to catch the general condition. 
The capacity to make sense of specific obstructions, 
examined later, that are a crucial for the visually challenged 
person to be warned about was lacking in this paper.  

Another paper we came across uses a voice play back 
framework through a mobile android application. Whatever 
the gadget detects and senses, it provides a criticism through 
the android application dependent on Natural Language 
Processing (NLP). 

The concept of utilizing real time video processing is 
likewise applied. The video is processed through Google’s 
Cloud Video Intelligence API, for better navigational 
guidelines. It is a rather cost-effective method for providing 
constant recordings. 

An improvement of the smart walking stick, a device which 
is considered to be a robot cane, screens occasions and 
recognizes impediments just when placed on a level surface. 
The alarm is activated when the visually challenged person 
seems to lose balance and is detected to be falling down.  

3. PROPOSED SYSTEM 
 
3.1 Existing Systems 
 
There are several existing frameworks that were designed in 
such a way that they stood out when it came to assisting the 
blind in moving from one place to another. Not merely do 
these systems help in travelling but additionally in 
distinguishing proof of objects that we use in daily life. They 
likewise provide the facility of voice to text conversion and 
vice versa to allow for a better interaction with the device. A 
few of them are briefly described below: 

One application that allows for ease of wandering about is 
Google Maps. There is an element that furnishes individuals 
with the capacity to get progressively particularized voice 
direction and new types of verbal declarations for on foot 
trips. Google Maps proactively announces the correct route, 
the distance until the next turn and the direction one is 
walking in. As the individual approaches large intersections, 
a heads-up notification is received to cross with added 
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caution. Also, if they accidentally depart from their route, 
they get a spoken notification that they’re being re-
routed.[3] 

A company which helps in assisting the blind using the most 
advanced technologies is an organization called Be My 
Eyes.[4] The manner in which this application works is 
sighted volunteers offer their vision to solve tasks to assist 
the blind and low-vision people. There are numerous ways a 
visually impaired can look for help through this platform. It 
helps them identify packages, identify colour, food, reading 
recipes, setting up gadgets, navigating, coordinating an 
outfit, getting support with Gmail, troubleshooting Skype, 
etc. 

eSight, another product to assist the visually challenged, is 
advanced electronic glasses.[5] It uses a cutting-edge 
camera, smart algorithms and high-resolution screens, to 
create a crystal clear, real-time image of what is in front. It 
utilizes innovation to help distinguish faces, continue with 
normal work or secure positions, feel sure about new 
conditions. It is a lightweight gadget that gives ongoing input 
of the environment around the individual. 

 
3.2 Methodology 
 
The proposed framework includes various sensors and 
specialized ideas that help in making this framework a 
superior model. The use of machine learning concepts is an 
added advantage as the gadget will have the option to not 
just perceive and synchronize information of the 
environment yet in addition learn and store that information 
for future use. The project theoretical implementation is 
divided into obstacle detection and emergency notification. 
The machine learning concepts will be executed in the 
impediment identification part of the framework. Navigation 
in this proposed system will be based on google directions 
API. Different sensors are likewise included to upgrade the 
nature of the framework and provide better feedback and 
feeling of independence.  

3.3 Obstacle Detection 
 
The different segments that ought to be utilized for obstacle 
detection incorporate ultrasonic and infrared sensors to 
ascertain and gauge the separation among objects and the 
individual, and a magnetometer to recognize change in 
surface level, however not in the conventional ways. The 
integration of the information gathered from the sensors 
alongside the magnetometer information will be utilized in 
this prototype. 

First is the utilization of the magnetometer to prepare the 
model to comprehend the normal inclination the stick will be 
positioned in. In this approach, model will initially be 
prepared to distinguish surface level. The information will be 
handled so as to recognize the items, for example, stairs, 
inclinations or pits, and so forth. There will be a scope of 
qualities that will be expressed as expected surface level. 

After that will be a set of recorded values that will be 
founded on different surface level inclinations. Those values 
will be stored on cloud and integrated with the values 
recorded from the ultrasonic and IR sensors. 

At that point there is the information gathered from the 
ultrasonic/IR sensors. Here, as the inclination of the 
magnetometer changes, the ultrasonic and IR sensors will 
likewise distinguish the estimation of the obstacles before 
the individual. Assume there is an inclination, the 
information from the three sensors set before the stick will 
rise linearly. Presently assume there are staircases before 
the stick, the sensors will distinguish the adjustment in a 
step rise. Hence the data is captured for many other 
obstacles and the machine forms an understanding of the 
correlation between the data. This will be done via the 
supervised learning.  

The magnetometer will only be used as a reference. Later an 
addition of a camera which will be integrated along with 
raspberry pi will be present, to help in obstacle 
identification. This information will be contrasted and the 
information obtained from the cloud so as to make the 
framework increasingly dependable. 

3.4 SOS Wearable Band 
 
To help in emergency situations, we have proposed a 
wearable band that will have two buttons. One that will 
locate the position of the stick in case the visually challenged 
person is unable to figure out where he kept the stick. 
Another button that will send the person’s location via IoT 
on the off chance that he is lost. It will likewise provide a 
voice feedback, expressing where precisely the individual is 
and will request for the destination to be entered and 
provide an audio feedback to direct him/her back home. It 
will likewise send the present location by means of IoT to the 
individual's emergency contacts in case they don't have a 
sense of security going back alone. 

4. REPRESENTATION OF PROPOSED SYSTEM 
 
The below framework depicted in figure 1 gives a 
comprehension of the connection of the various components 
in the framework. The primary processors will be the 
arduino, raspberry pi and Node MCU. The arduio will be 
utilized to interface the sensors while the node mcu will be 
used to implement the Smart Band and finally the Raspberry 
pi module will be utilised to implement the machine learning 
part of our framework. 

The ultrasonic sensors will be used for obstacle detection 
and the feedback will be provided via a vibrator whose 
intensity will increase as the stick gets closer to the obstacle. 
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Figure 1 

The water sensor will be used to detect wet areas, potholes 
containing water etc. and the feedback will be provided by a 
buzzer. This concludes the Smart Cane part. 

The smart stick is combined with a smart band for added 
features such as safety and location tracking. It consists of 
two buttons. The first button is connected to an RF 
Transmitter, and the RF Receiver is mounted on to the smart 
stick. This feature would help the user to locate the smart 
stick in the near vicinity and the feedback is provided using 
the same Buzzer. 

The second button is used by the user if they are in a 
situation where they find themselves lost. Here when the 
second button is pressed, it would send the location about 
the user to the concerned people at home as well as provide 
the location feedback to the user via speech playback. 

Finally, one of the most important features of our project is 
to detect any raised surface level such as a staircase, ramp, 
inclined plane using Anomaly Detection which is one of the 
Machine Learning concepts. 

One way to implement the feature is that there would be a 
device such as a Magnetometer which would be used to 
provide a range of reference values. While the camera 
continuously monitors to detect any raised surface level such 
as a staircase, ramp, inclined plane etc., if it does encounter 
any such surface it must send the data and the difference 
value has to be calculated. By having numerous data, using 
the concept of machine learning it should provide the user 
with a cautionary message via speech playback of the type of 
surface it may encounter before the user even steps on it. 

Here the reference data provided by the Magnetometer is 
used against the sudden change in data provided by the 

camera. The difference value or the change in value when 
compared to the reference value is treated as an Anomaly 
and thus the concept of Anomaly detection is used. Along 
with this the machine learns from various data in order to 
give more accurate results, thus the machine learning part is 
also incorporated onto the stick. 

5. CONCLUSIONS 
 
The Smart E-Cane along with the Smart Band will provide 
the visually challenged with much of the important features 
than a modern-day blind stick.  

The location tracking feature along with the detection of any 
raised surface level by machine learning will not only 
provide accurate results with huge number of data learnt but 
also allow a wide range of opportunities for future scope. 
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Abstract: the design and implementation of binary weighted 

charge steering DAC architectures is discussed in this paper. 

Charge steering DAC were designed and successfully 

implemented in CMOS 90nm and 180nm technology. For bigger 

planning contrasts there is an exchange off between powerful 

number of bits, and equipment cost and basic way. Taking 

everything into account, an 8 piece two fold weighted accuse 

directing DAC of coordinated force supply was effectively planned 

in 90 and 180nm CMOS innovation utilizing Cadence 

apparatuses. As indicated by the reproduction results, the 

proposed DAC is exceptionally straight with the most pessimistic 

scenario DNL of 0.99LSB and INL of 0.008LSB, and furthermore 

has low force utilization esteem 96.36mW. 

 
Keywords: DAC, CMOS, DNL, INL.  

I. INTRODUCTION 

In the vast majority of the electronic frameworks the 

information and yield signals are simple in nature. 

Subsequently there are simple preparing gadgets like speakers 

as information and yield gadgets. Anyway Most of the 

changes to be completed on the info flags before getting the 

yields are done in advanced space. Along these lines, there is 

a need to change over the simple information Signals into 

computerized signals at the info end, and in the wake of 

preparing them in the advanced area; they must be changed 

over go into simple signals in the majority of the applications. 

The circuits That convert simple signs to computerized 

signals are known as A/D Converters and the circuits That 

convert advanced signs to simple signs are called D/A 

Converters (DACs) The penetration of electronics into areas 

like computers, communications, instrumentation and 

embedded systems such as mobile phones, camcorders, 

HDTVs has given rise to the need for DACs with stringent 

requirements. The requirements span over features like high 

Accuracy, linearity, reliability, high speed, low power and so 

on. There are various approaches adopted to achieve specific 

characteristics as given below: 

•Speed: - Higher speed is generally achieved by the use of 

current steering DAC architecture. 

•Accuracy: - Accuracy can be improved by adopting the 

segmentation approach in the design of current source array 

architecture where the ratio of transistor widths is not too high 

in each segment. 
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•Power: - Use of low current value for LSB reduces the power 

consumption in the DAC. Also, power consumption can be 

reduced by lowering the supply voltage provided to the DAC. 

The current-controlling DAC as an appropriate contender for 

fast and high-goals correspondence applications. This design 

needn't bother with any yield cradle. It will anyway get touchy 

to limited yield impedance. Further, the current-directing 

DAC can be actualized with MOS-just parts and still arrive at 

rather high exactness. Resistor-string or R–2R stepping stools 

are likewise quick, yet they require high-precision on-chip 

resistors. Rather, we centre on the unadulterated 

current-controlling renditions where various weighted current 

sources are utilized to frame the transformation work 

This paper manages this sort of a video DAC that devours less 

force and least zone while giving a full scale current yield. In 

these sorts of DAC's, static and dynamic exhibitions are 

significant. Along these lines, many blended sign IC 

configuration engineers have directed research on progress of 

CMOS ebb and flow mode DAC. Static mistakes are brought 

about by jumble of transistors inside cells and dynamic 

blunders are created by synchronization of computerized 

input voltages. These blunders limit the general execution of 

DAC. Right now configuration considers the exchange off 

between execution, goals and zone. The proposed circuit 

depends on the notable portioned engineering; comprising of 

current directing structures, for example, parallel weighted 

and thermometer coded. 

II.  CHARGE STEERING DAC 

 
Fig. 1. N-bit charge-steering DAC 
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This architecture consists of weighted currents produced by 

current mirrors, switches to steer the current and an added. 

The reference elements are current sources and sum elements 

are only wire connections. The switches are normally MOS 

transistors. The switches are controlled by the input bits. In 

the figure, binary-weighted current sources are produced by 

the use of current mirrors. This means that every element is 

weighted with 21, 22, 22... 2Nwhere N is the number of bits. 

The output current is given by 

 In Figure 1, an N-bit current-steering DAC is shown. The 

current-steering DAC in the figure is binary-weighted, as can 

be seen from the weighting of the current sources. The 

switches are controlled by the input word. Depending on the 

input word, the current source is switched to the load or to the 

ground which improves the speed of the DAC. The advantage 

of current steering architecture is the ease of implementing the 

elements on the chip. The current sources are current mirrors 

implemented using FETs. The weightage in the current values 

can be obtained by simply varying the widths of the 

transistors. All the switches can also be realized by using 

FETs. Thus, all the elements in current steering DAC can be 

realized using MOSFETs. The power efficiency is also very 

high since most of the power is dissipated in the small load 

resistor at the output. This architecture is thus suitable for 

high speed design and cost-effective to implement.  

The major difficulty is to realize current sources with ideal 

characteristics because of device mismatches, and to avoid 

the switching related glitches suitable for high speed design 

and cost-effective to implement. The major difficulty is to 

realize current sources with ideal characteristics because of 

device mismatches, and to avoid the switching related 

glitches. 

III. PROPOSED CHARGE STEERING DAC 

ARCHITECTURE 

A. 8-bit Charge Steering DAC 

 
Fig. 2. 8 Bit Charge- Steering Architecture 

The block diagram of the DAC with integrated power supply 

is shown in Figure 2, It consists of a highly stabilized power 

supply, a power supply-DAC interface i.e. source follower, 

one 4-bit DAC corresponding to LSBs (segment-I) and 

another 4-bit DAC corresponding to MSBs (segment-II). 

With a view to reduce the total number of transistors, a 

segmentation approach consisting of two current source 

segments has been adopted for implementing the current 

sources. Contingent on the information computerized word, 

separate current sources from both the portions are exchanged 

into the yield load. At the point when the changed flows from 

these two DACs are included, one gets the yield relative to the 

info advanced word. 

B. Current Source 

 

 

 
 

Fig.3. Current source and Current Sources with Parallel 

Transistors Connection 

 

A present source is one of the most significant components of 

the present directing DAC. It creates the necessary current to 

be given at the yield of the DAC. In view of the info word, the 

flows produced by number of current sources are 

appropriately exchanged and added at the yield hub. The 

present source can be acknowledged either by utilizing 

NMOS or PMOS transistors. The simplest current source 

which corresponds to a LSB current source as shown in 

Figure 3 is realized by a single transistor, biased with a fixed 

voltage to provide constant current value. The other current 

sources are simply realized by using the required number of 

transistors in parallel. For example, a current source which 

supplies 8 times the current through the LSB source has 8 

transistors in parallel. The current sources with transistors 

connected in parallel are shown in Figure 3. 

C. DAC Current Source Segments 

 

Fig. 4. Current Peaking Source 
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The stable current source of 2μAhas has been generated using 

peaking current source as shown in Fig. 4.4. Peaking current 

source enables realization of small currents with reasonably. 

Small resistor values. It has been to get an output current of 

2μAwith transistor sizes of W = 1.6μAand L = 0.18μA, and 

resistor values R1 = 500 Ω, R2 = 2 k Ω and R3 = 4.2 k Ω. The 

supply voltage used is 1.8 V. This current source has itself 

been simulated and checked for the stability of the current 

with respect to supply.  

On the same lines, the source current of 32μA is generated. 

These two current sources are mirrored into segments -I and 

segments -II respectively to generate various current sources 

for different outputs of DAC. The stable VDD has been 

generated using a highly stabilized voltage reference. 

D. Current Switches 

 
 

Fig. 5. A Differential Switch 

A current source is supposed to supply current irrespective of 

the load connected. If the current is to flow into the load, the 

current source should be connected to the load. When it is not 

connected to the load, there is a need for diverting this current 

to some other sink. In our case when the source current is not 

flowing in the load, it is diverted to ground, thus ensuring that 

the current flowing through the source is always maintained. 

The circuit diagram indicating the current steering or 

switching mechanism is given in Figure 5. From the figure, it 

may be seen that there are 2 switches used, one 'M1' for 

connecting the current source to the load and the other 'M1l' to 

ground.  

The switches are operated by the corresponding bit in the 

input digital word and its compliment. If the bit is high '1', 

switch M1 is on and switch M1' receives the complement of 

the bit, namely '0' and it is put off. 

E. CMOS Inverter 

As the inverter that has been used to obtain the complement of 

the bit is CMOS inverter as shown in Fig. 4.6. It is the usual 

CMOS inverter with PMOS as load and NMOS as active 

device. The inverter itself has some amount of delay while 

propagating the signal from its input to the output and this 

delay should be as small as possible to improve the speed of 

the DAC without degrading its accuracy. It has been found 

that the width of the inverter transistor is dependent on the 

width of the transistors in differential switch. As the width of 

the switched transistor is increased at higher currents, the 

inverter transistor width is also increased to minimize the 

propagation delay of the inverter. The widths of switches and 

inverter transistors for 8 input bits are given in Table 4.1. This 

arrangement also ensured that glitches due to delay between 

input bit signal and its inverted signal, are reduced. In this 

8-bit DAC, 8 CMOS inverters are used. Since input bit 

voltage, when high is 1.8 volts, the VDD of every inverter is 

also 1.8 volts. The width of the PMOS transistor has been 

taken as 2.5 times the width of NMOS transistor. The 

minimum width of the NMOS transistor in inverter is 3 ¹m and 

the propagation delay of each inverter. 

 
Fig. 6: CMOS inverter 

F. Op-amp 

Operational amplifier (op-amp) is a fundamental building 

block in analog integrated circuit design. Op-amp is one of the 

cores of a whole reference generator circuit. The op-amp 

gives the output to the reference generator circuit. Therefore it 

is important that the op-amp circuit functions well. 

Figure 7 shows the circuit diagram of op-amp. The Op-amp 

used in this circuit is a differential amplifier. In this op-amp, 

input offset voltage and DC gain can be varied by changing 

the values of the parameters in the design. The function of the 

Op-amp is to set the same voltage at the gates of the two 

PMOS devices connected to the bipolar devices. 

 

 
Fig. 7: Op-amp Circuit. 

 

The two PMOS devices connected to the bipolar operate in 

principle as a current mirror to the output node of the PTAT 

circuit. So, the value that appears at the PMOS devices is 

reflected at the output node. 
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G. Reference Generator 

The proposed reference voltage delivers a temperature 

autonomous current which when goes through a resistor gives 

a temperature free voltage. Since, the controlled amount for 

the circuit is current, any reference voltage under 1.2V can 

without much of a stretch be created. In addition, the stockpile 

voltage confinement looked in the ordinary voltage-mode 

circuit is evacuated in the new current-mode design. The 

subtleties of the design are talked 

abouthere.

 
Fig. 8: Reference Generator circuit 

H. Reference Generator with regulated output. 

Low voltage activity and low force utilization are significant 

plan factors for versatile electronic gadgets. Procedure 

innovations are creating and the line widths are decreasing, 

likewise the most extreme passable force supply voltage will 

downsize  

 
 

Fig. 9: Reference Generator with regulated circuit 

 

The figure 9: above shows a reference generator circuit that 

has been chosen to be used as the right architecture for the 

designing a reference generator circuit of the from the text 

book “Behzad Razavi”. Some parameters are included in the 

circuit such as a resistors and CMOS transistor to obtain the 

desired result. Once the circuits has been designed separately, 

the three parts of the circuits are joined together to form a 

reference generator circuit. Then once again a thorough 

design is done according to the desired design. The desired 

current flow and node voltages are check to match required 

expected result. Simulations are done to check on the voltage 

reference when the temperature and supply voltage is varied. 

IV. PROPOSED BINARY WEIGHTED CHARGE 

STEERING DAC WITH INTEGRATED POWER 

SUPPLY 

 
Fig. 10: Binary weighted charge steering DAC with 

integrated Power supply 

Figure 10: shows Proposed Binary weighted current steering 

DAC with integrated power supply which contains reference 

generator circuit, current source and current switches. 

V. SIMULATION RESULTS AND DISCUSSION 

A. Simulation  

1. 8-bit current steering DAC output using 90nm 

CMOS

 
2.  Power Dissipation graph using 90nm CMOS 

 
3. Analysis of INL and DNL using EXCEL work Sheet 

analysis  
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- 

 

VI. LAYOUT IMPLEMENTATION 

Timing is significant, so directing for the comparator and 

multiplexer ought to be same, comparator is a simple square, 

regular centroid is utilized for coordinating information 

transistors and entomb digitisation for current mirrors. 

Operation amp and invertor is an advanced square, so there 

isn't a lot of requirements for it. All resistors are made into 

serpentine structure to diminish the territory. Top level 

steering is troublesome, so metal 4 is utilized. 

 
Fig. 11. Inverter Layout 

 

 
Fig. 12. Op-Amp Layout 

 
Fig. 13. Integrated power supply Layout 

 
Fig. 13. Top Level Layout 
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VII. COMPARISON OF TECHNOLOGY, 

PERFORMANCE AND TRANSISTOR COUNT 

Table No I: Comparison of the performance 

 

 

Table No II: Transistor counts in the proposed design 

 Functional Module No. of Transistors 

1.Integrated power supply 25 

2. current source 36 

3. current switch 32 

Total No. of transistors 93 

Table No III: DAC performance summary 

Parameter Specification 

Architecture Charge steering 

Resolution 8bit 

Power supply 1.8V 

Technology 90nm 

Power Dissipation 96.36mW 

DNL 0.99LSB 

INL 0.008LSB 

output frequency 41.41MHZ 

Input frequency 100MGHZ 

SNR 49.92dB 

Area 0.23mm2 

 

Table No IV: Technology Comparison 

Technology 90nm 180nm 

Architecture Charge-steering Charge-steering 

Resolution 8-bit 8-bit 

Power 

supply 

1.8v 5v 

Power 

Dissipation 

96.36mW 260.80mW 

DNL 0.99LSB 0.16LSB 

INL 0.008LSB 3.6LSB 

Output 

frequency 

41.41MHZ 838.MHZ 

SNR 49.92db 49.92db 

Input 

frequency 

100MHZ 29.3GHZ 

VIII. CONCLUSION 

The plan and usage of parallel weighted current directing 

DAC designs is talked about right now. Current guiding DAC 

were structured and effectively executed in CMOS 90nm and 

180nm innovation. For bigger planning contrasts there is an 

exchange off between successful number of bits, and 

equipment cost and basic way. Taking everything into 

account, a 8 piece twofold weighted current guiding DAC 

with incorporated force supply was effectively structured in 

90and 180nm CMOS innovation utilizing Cadence 

apparatuses. As indicated by the reproduction results, the 

proposed DAC is profoundly direct with the most pessimistic 

scenario DNL of 0.99LSB and INL of 0.008LSB, and 

furthermore has low force utilization esteem 96.36mW.  

  The presentation, innovation rundown demonstrated 

segment VI, Based on the reproduction results current 

controlling DAC structures improve the exhibition regarding 

rate and force utilization. In addition, it is additionally 

accepted that, the proposed DAC engineering is alluring for 

architects from plan intricacy perspective. The format 

photograph of the total converter is appeared in Layout 

Section. Correlation result appeared in Table No 3 and Table 

No 4. The physical design of the coordinated force supply, 

operation amp, complete current controlling DAC as 

appeared in area VII has been drawn utilizing CADENCE 

VIRTUSO LAYOUT EDITOR. 

FUTURE ENHANCEMENT 

As a future work, the presentation of the proposed paired 

weighted current controlling DAC structure will be contrasted 

with elective kinds of current directing DAC execution. 

What's more, further upgrades are arranged in the Dual incline 

DAC engineering.  

In future can even structure and look at these plans in all 

conceivable Nano-meter advancements like 32nm, 22nm, 

14nm, 12nm, etc 

 

 

 

 Proposed 

DAC 
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Charge 
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Charge 
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Abstract 

Embedded Processors demand cache hierarchies which can satisfy needs of industries, improvisation 

in performance and reduction in power requirement. Here, work involves introducing tiled cache 

implementation for high performance processor. Tiled Cache memory implementation involves basic 

operation Search, Transport and Replacement. From VLSI implementation  tiles incur minimal 

latency and area. Tile cache implementation involves search, transport and replacement operations. 

Tile cache improve the performance in multi core processor. We use Xilinx simulation tool to model 

tile architecture for cache. 

Keywords: Cache memory, Multi-core processor, Latency 

Introduction 

As technology scales latency, area are the basic requirements for performance of 

processors. In order to reduce the costs embedded systems integrated SOCs. Tile  

based Cache has recently emerged as architecture of choice for many core processor. 

It has multiple tiles connected over network. Initially cache were designed to have 

uniform search for the data. Alternative is to divide large cache into multiple banks. 

System designs uses Chip multiprocessors as a dominant model[1]. Most of the 

microprocessors includes multiple cores which shares cache in between them. 

Number of cores varies from 2 to 8. As there  is scale of integration, around 64 

processor cores are placed on to chip. Maintaining the homogeneous access time, 

these multi-core systems uses shared caches. Soc's shows CPU follow high 

performance.      

Cache memory first become noticeable in 1968 to improve performance developed 

by IBM system/360 Model 85 computer, which were designed to reduce latency gap 

between the CPU and main memory that helped to increase performance of system. 

Gigantic chip-vendors initiated the use of cache memory in processors[5][6].With 

cache memory ,system consume more energy and system  more 

unpredictable[7][8][9].Multi-core evolved the modern computing. In multi-core 

mailto:suganya.senthil2005@gmail.com
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embedded systems, the cache memory hierarchy and applications effects the 

performance and energy consumptions significantly. There is decrease in 

performance, if there is more cache miss or if required energy is more.Different 

architectures are available to reduce cache miss  frequency. Recent research show that 

by executing multiple instructions per cycle multi-core design improves performance 

[10][11][12], which is called parallel processing.Memory optimization is important 

for performance as we use more number of cores. 

2. Tile Organization 

Tile is the on-chip interconnect. Implementation of tiled cache involves basic 

operation search, transport and replacement. There  is a availability of various 

mapping techniques .Here we are using direct mapping.Search network responsible to 

send miss request to cache tile. When a cache tile receives a search request and 

assumes if cache tile experience miss-data is not found, then it replacement network 

works. Or if the cache  tile found data to be searched-hit, it transport data to 

processor. Search network may send a new request in every cycle to transport 

network.Replacement involves reading data from memory and placing into cache. 

Replacement is based  on LRU policy. It takes three consecutive cycle. One cycle is 

to receive block. Second cycle is to find the target location in cache. During this cycle 

if the target location has valid data, it is removed. During third cycle, write  block to 

target way. 

Mapping Techniques: There are availability of different technique.1)Direct 

Mapping 

 

Figure 1. Address Decoding 

In a direct-mapping technique, the entire cache is arranged into several sets, each 
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set includes one cache line . Memory block is mapped to single cache line depending 

on its address. The cache will have n rows and 1 column.  

1) Write data block to cache: Bits obtained from the address of memory determine the 

set are called I bits. Data block of memory is placed onto recognized set. T bits are 

placed to tag field. If cache has previous data, new data placed in and previous data is 

removed.2)Processor to read word from the cache: I bits determine the set. The T bits 

of the memory block address are compared with the T bits of set in cache memory .  

Cache hit: T address bits of memory block and the tag  address bits of cache 

memory are same, which is called  as cache hit has occurred. 

Cache miss: T address bits of memory block and the tag  address bits of cache 

memory , doesn't match, which called  as cache miss has occurred. Hence, memory 

block is derived from main memory. 

Advantages of using Direct mapping technique: Direct placement of  memory block 

helps to reduce the power requirement. It reduces unnecessary search through all 

cache lines. Hence  data placement and replacement become simple. 

It is cost effective. as hardware required is of low cost because only one tag address 

bit are verified at a time. 

 

Figure 2.Example of main memory mapping 

Disadvantage of Direct mapping: Number hits are less, as there availability of one 
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cache line in each set. There is need to associate a new memory every time to same 

set. which also results clash in miss data.In direct mapping  cache memory has one 

block per set, so it is has equal number of sets and blocks. Consider main memory 

partitioned into d-word blocks. Data block0 of main memory maps to set0  of cache, 

Data block1 of main memory maps to set1  of cache, continued till d-1 block of main 

memory maps to Set d-1 of cache. 

This data mapping technique is discussed with example as shown in Figure(2)  for 

a direct mapping technique. Cache has total 8 sets, where one data word block fits to 

one set. Least significant bits of the main memory address are always zero. 

Considering logarithm base of  8 bits, which is equal to 3. These 3 bits decides, to 

which set memory address maps. Hence , locations with address 4,16,36 locations 

maps to set 0f cache memory 

3. MULTICORE PROCESSOR 

 

Figure 3. Shared cache 

Multi core processors have become necessary in our real life in devices like smart 

phones, tablet etc. More processors require large cache to increase speed by 

supporting the concurrent applications. A multi-core processor is a single calculating 

unit, which has many processing elements, those units can read and execute program 

instructions.  Software and its implementation decides the performance progress while 

using multi-core processors.[13] describes performance improvement by decreasing 

delay in multi-core system.  Also involves  design for the system-wide shared last-

level caches  placed between the memory and the node private cache memories . 

Cache memory is included in almost every PC built. The cache memory appeared 

first time in IBM System in 1968.Usually, multi-core processors  have dedicated 

lower level cache memory and shared  upper level cache memory, where upper level 

cache resides on the motherboard. Along with that upper level cache is also seen on 

the microprocessor itself. In some computers there is connection of microprocessor 

and the upper level cache with a backside bus to improve the performance. Multi-core 
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processors are used by manufacturers in embedded systems to reduce power and to 

increase processing speed. 

Hardware-software methodology is used to make coherency with shared memory in 

heterogeneous multiprocessors[14].This paper Disadvantage of using more hardware 

to gain low miss rate. There by increasing performance. By reducing miss rate latency 

required is reduced. This approach removes the burden of software synchronization 

and hence embedded system designer can clear understand about shared data. This 

methodology is neither applicable for dedicated CL2 architecture nor suitable for 

calculation of power requirement. 

In [15][16], Two ways, which helps handle Forecast problem due to cache in real-

time systems . Cache data is locked, thereby it is possible to predict time required to 

access main memory and cache-related preemption delay . Still more work to be done 

to see the applicability of static cache locking techniques on various level-2 cache 

schemes and the impactof these approaches on delay and power requirement . 

4.PROCESS FLOW 

Here, we are investigating tiled cache area requirement and latency. 

To write the data to  memory, we access the RAM with data and address where we 

want to write. To search the data, we have to address cache. If necessary data is not 

found in cache, then it accesses the RAM by copying data from there. 

Here each individual block is represented as module in verilog As cache is not an 

independent part of fast memory, and for its proper operation it needs to take data 

from another memory RAM. To get results with cache we have to simulate whole 

RAM module which includes cache as well, but actual execution of work involves  

cache simulation. Here we are considering Ram  is of 32-bit wide and it has 4k size. 

Tiled   cache has 64 locations. Here we are XILINX ISE software tool to simulate the 

module 

5.RESULTS 

In this paper, we worked to find the effect of tiled cache on performance of shared 

cache between  multi-core system. We use latency to express performance .We  

developed RAM of size 4k.which is the part of tile. Main component is cache 

memory, which has 64 locations.  

Here mode 1 is used to write data addressed location in memory, where as mode  0 

to fetch  the required data by processor. Latency obtained from XILINX simulation 

software tool .Maximum  output time after clock is 0.723ns. Here we have shown 
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simulation results for mode 1,by which we can write data to memory. 

 

Figure 4. cache memory 

 In simulation results fig(5)we have shown valid array, tag array, address bits 

required for location of cache and in fig shown mode , along with data. 

 

Figure 5. Cache memory with main memory 

6.CONCLUSION 

Tiled cache help to reduce latency to access data. Here as we have used direct 

mapping ,design take the advantage of power efficient, along with the reduction in 

latency. Using Xilinx we model and simulate tiled cache. Experimental results show 

that tiled cache reduces the latency and area. By reducing the latency in accessing 

data from cache, it is possible to speed up the performance of the processor. 

We plan to use this tiled cache for developing an architecture for multiple 

processor. 
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Abstract 

The evolution of wireless communications for the next generation is well beyond 3 Gbps of wireless 

communication standards. Hence, reliable data communication is possible because of Wireless 

communication system. Turbo codes that is used by the Channel decoder delivers good bit rate 

performance and also performs error-correction, making the code widely acceptable by numerous 

wireless communication standard. Wireless communication that is 3G and 4G includes turbo codes 

within it for accurate error correction. The turbo decoder is restricted by the inherent iterative process 

to compile the data at a higher rate. Bit error rate (BER) is calculated depending on the size of the 

frame and the interleaver type that is required in the implementation of encoder and decoder. A coding 

loss of around 0.2 dB is exhibited by the decoder while comparing BER performance with simulated 

BER values. High decoding latency is the major flaw of Turbo coding implementation. The three major 

obstacles faced in turbo coding architecture are: The forward recursions or recursions occurring 

backward in maximum a posteriori (MAP) decoder, the repetitive nature of the decoding algorithm and 

interleaver or de-interleaver units between the MAP decoders. The above-mentioned obstacles are of 

utmost importance when we integrate the codes written using turbo coding in a communication 

standard of throughput which is high like LTE. To predict latency reduction and parallelization methods 

in the implementation of hardware components of Turbo decoder, we fulfill the data rates mentioned 

above. A serial data dependency imposed is the problem of decoding a received signal. The severe 

bottleneck is created conventional turbo decoder by the limited processing throughput of the.  

Keywords-wireless communication; 5G communication; FEC - Forward Error Correcting channel 

Coding; Turbo Codes; LTE - Long Term Evolution; Cellular Technology 

 

I.  THE NEED FOR TURBO CODES  

The easy accessibility of unwired technology has altered the way the world communicates 

today. Technologies like cellular and others makes it possible for individuals to be connected to others 

around the globe from anywhere, at any time. Every wireless network requires transmission of 

information quickly and timely, at a high rate accurately. To ensure that there is optimal accuracy or for 

recovering the unaltered signal at the receiver’s end, there has been implementation of forward error 

correction. There are various categories of techniques for error correction that can be used like 

convolution method of coding. However, this method does not succeed in maintaining the signal’s lower 

bound values to the noise ratio with the increase in code length. To overcome this, turbo coding which 

is a latter version of coding, was introduced which helps in achieving performance levels which is closer 

to theoretical bounds compared to the conventional coding systems. 
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One of the most proficient type of Forward Error-Correcting channel type of coding is Turbo 

coding. With the rise in systems of communication done digitally, there is a need for rectification of 

errors. This issue arises because of the non-idealistic nature of realistic channels for communication, 

often with disturbance caused due to noise. To reimburse for the errors that get produced by this noise, 

there is a requirement for error correction. An effective solution is forward error channel coding. The 

reason turbo code is widely accepted in wireless network of communication that are wireless in nature 

is the power over other correction codes. The turbo encoder and decoder are a recent progress done in 

the area of forward error correction (FEC) codes that is useful in the achievement of Shannon-limit 

performance. This encoder and decoder fulfill the requirement of high throughput in Wimax/LTE 

network by providing a relatively good performance. The key feature of these turbo codes is decoding 

algorithms which improves BER performance of wireless networks. To achieve optimized performance, 

we then will have to find the best option of turbo codes. 

There is no need for a back-channel hence avoiding retransmission of data which can be an 

advantage of forward error correction. Hence where retransmitting can be relatively impossible to be 

done or costly, FEC is applied. The coding scheme for Long Term Evolution (LTE) Turbo coding. 

Some of the characteristic features of turbo codes are its repetitive decoding mechanism, reoccurring 

systematic encoders and also the use of interleavers. This paper presents the structure of turbo encoder 

and decoder and its respective operations. The above-mentioned operations are further defined by 

various techniques. An integral part of wireless communication system is a channel decoder which is 

responsible for communication of data that is reliable in nature. A decoder for channel employing turbo 

codes for correction of errors produces bit-error-rate performance that can be excellent which makes 

various wireless communication standards accept this code [1]. Peak data-rates of standards of 3G and 

4G communication wireless in nature which include turbo codes for the correction of errors are shown 

in Fig. 1 

These components must be created which in turn must incorporate the criteria that can be applicable. 

 

 
Fig 1: Ever increasing peak data rates of various wireless communication standards which include 

turbo code as their error. 

 

II. RELATED WORKS 

Lekha S. Yeldi, Jagdish D. Kene et al [1], proposed the key features of turbo coding method 

are the algorithms for decoding which improve the wireless network’s BER performance. To have an 

optimized performance, the paper attempts to find the best possible option that exists of turbo code. The 

simulation results that are produced that of the BER performance of that of log map and of max-log 
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Map show that these maps of log functions scans be implemented much easily thereby giving a bit error 

rate which has low SNR, desired in nature. This also reduces additional complexity by performing with 

lesser number of states. The paper also shows the results produced in Log-Map which has different 

quantized levels and values of that of forward, backward and branch metric. Log MAP best suits the 

decoding algorithm with low bit error rate in comparison to max-log map and MAP. 

Prabhavathi D Bahirgonde, S K Dixit et al [2], presented that the extremely challenging task is 

to reduce the complexity produced in computation of Turbo decoding implementation in 3GPP-LTE 

that is wireless communication standard. The difficulty in execution of a turbo encoder is much lesser 

than the complexity in that of turbo decoder. This difficulty of Turbo decoder depends on decoding 

algorithm. The performance degrades with less complexity in decoding. The number of iterations also 

influences Turbo decoder performance during decoding. Different types of iterative Turbo decoding 

algorithm are described in this paper. Discussion is done about the factor of correction and how it 

changes when in different algorithms. Different Turbo decoding algorithms go through BER. MATLAB 

simulation is used to show how the number of iterations has an effect on Max-Log-MAP decoding. A 

good method of testing the performance of coding using Turbo code is BER analysis. The number of 

parameters can be used to test the performance over using hardware of Turbo decoder, the BER analysis 

becomes difficult to carry. A simulation tool used for performing BER analysis is MATLAB. BER 

analysis can also be used for algorithms for decoding, the number of interactions and the frame size is 

carried out in this paper. 

Yogesh Beeharry, Tulsi Pawanfowdur, Krishnaraj M. S. Soyjaudah et al [3], proposed that 

between two concatenated decoders, Turbo codes affect a mechanism for message passing which is 

iterative. Code Division and Long-Term Evolution for Multiple Access 2000 are some of the 

communication standards in which there is their widespread adoption due to their astounding 

performance. When there is usage of Sign Difference Ratio, it has been observed that as there is increase 

in Eb/N0, the decoding methods’ complexity decreases strikingly. Moreover, assessment of Bit Error 

Rate performance of these methods was also compared for multiple schemes of modulation. These 

results show that performance differs when varying methods are applied in the waterfall and in the 

error-floor regions with multiple schemes of variation. Moreover, it is also seen that the Method 2 needs 

less overall computation steps when compared to those in Methods 1 and 3 in the computational 

complexity analysis. When considering Binary LTE Turbo codes with BPSK, Binary LTE Turbo with 

Q-PSK and Binary LTE Turbo of 16-QAM, three varying methods of decoding have been shown. These 

methods have performance which is similar in general Eb⁄N0range, with BPSK modulation. With QPSK 

modulation, it is seen that these methods have extremely similar performance over Eb⁄N0 range. 

Gaining 0.1dB avg. when considering the range Eb⁄N0 > 2.4 dB, the method 2 and method 3 perform 

better than method 1, with 16-QAM. 

Zhongfeng Wang, Zhipei Chi, Keshab K. Parhi et al [4], presented that the decoding done by 

turbo decoder have throughput which is low and large decoding inactivity due to decoding iteratively. 

Decoding schemes that are high speed in nature must be used to increase this low throughput and to 

reduce the value of latency. Comparison on the number of units of computation, the general inactivity 

in decoding and storage requirement is also mentioned in this paper for different decoding schemes 

which have different parallelism levels. For the implementation of  very high level parallelism, an 

attractive solution  are Hybrid parallel decoding schemes. While some overhead must be paid when it 

comes to power and area, Turbo decoders which employ these decoding schemes are presumed to gain 

multiple times the value of throughput of a serial decoding decoder. Simulation results have shown that 

performance degradations do not occur when considering decoding schemes that are parallel and area-

efficient. 
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Rahul Shrestha, Roy P. Paily et al [5], focused their work on the design aspect concerning the 

VLSI of maximum a posteriori (MAP) probability decoders that are high-speed in nature which are 

also are intrinsic building-blocks of parallel turbo decoders. For the computation of backward state 

metrics, the paper has presented a non-grouped backward recursion technique for the algorithm used in 

MAP decoders which is logarithmic-Bahl–Cocke–Jelinek–Raviv (LBCJR). To achieve higher clock 

frequency, based on this technique, MAP decoder can be extensively pipelined and retimed which is 

unlike such conventional decoder architectures. Additionally, in the state metric normalization 

technique, there has been reduction critical with 8 and 64 parallel MAP decoders in 90nm CMOS 

technology, which is employed in designing an add-compare-select-unit (ACSU). An achievement of 

maximum throughput of the rate 439 Mbps with 0.11 nJ/bit/iteration energy-efficiency was received in 

an 8-parallel turbo-decoder with VLSI implementation. Similarly, maximum throughput of 3.3 Gbps 

was achieved in 64 parallel turbo-decoder which has an energy-efficiency of 0.079 nJ/bit/iteration. 

3GPP-LTE’s peak data-rates and that of LTE-Advanced standards have been met by these high - 

throughput decoders. 

Ardimas Andi Purwita, Arnaud Setio, Trio Adiono et al [6], presented that coding using Turbo 

code is able to closely reach Shannon limits’ channel capacity which is also a high-performance channel 

coding. A new architecture of encoder based on Turbo coding which is based on 3GPP standard is also 

mentioned in the paper. By the implementation of dual RAM in internal interleaver, with an optimized 

parallel architecture that has 8-level, this architecture is developed. To simulate the system and to profile 

the system, the paper also uses MATLAB software which ensures functionality of the algorithm being 

proposed and even the architecture. To increase hardware implementation performances of system, 

compare the performance between un-optimized, un-parallelized, and an optimized encoder of turbo 

coding which is 8 level. Parallel processing architecture is employed in the algorithm defined to improve 

inactivity of the clock and to reduce the encoders’ size. In order to reduce clock latency, double RAM 

has also been implemented in internal interleaver of the type turbo coding, When compared to 

conventional architecture with size smaller than 50%, this proposed architecture increases the efficiency 

of the encoder by increasing its’ speed by 16 times.  

Liang Li, Robert G. Maunder, Bashir M. Al-Hashimi, Lajos Hanzo et al [7], recently they have 

considered turbo codes for the application of wireless communication that can be restrained by energy, 

as turbo codes help in low energy consumption when it comes to transmission. Here, the usage of 

magnitude which is a few gates lesser than the architectures  of latest LUT-Log-BCJR, which further 

facilitates a reduction in the consumption of energy by 71%, 71% lower of 0.4 nJ/bit/iteration in this 

architecture is demonstrated.  

Cristian Anghel, Constantin Paleologu et al [8], presents that advantage was taken of the 

quadratic permutation polynomial (QPP) interleaver proprieties and also when a few of the 

characteristics of FPGA block memory were considered, a simplified parallel decoding architecture are 

proposed in this paper. When high decoding latency is introduced by the serial decoding, it should be 

especially used for large data blocks. N, that is the parallelization factor is usually in the powers of two, 

8 is the maximum considered value. The serial decoding latency is N times greater than the received 

parallel decoding latency. Only one interleaver is used with the cost of very low latency added to 

proposed parallel architecture, independent of  N’s value. The serial wise implemented turbo decoder 

architecture was implemented and developed in a methodical manner, which especially is done from 

the view of the interleave or the deinterleaver. To make sure the interleaver process works effectively 

when implemented other than in the process of a decoder especially, the interleaver memory ILM was 

introduced. The data fed as input together with ILM was typed, whereas the block predecessor to the 

current block was still decoding. Using this method, the architecture shifted to parallel wise by the use 

of concatenated values only when in similar memory locations. 
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Lohith Kumar H G, Manjunatha K N, Suma M S, C K Raju, Prof. Cyril Prasanna Raj P. et al 

[9], presented in the paper for a turbo decoder that is 3GPP advanced by the use of an interleaver 

convolutional in nature, proposed to design and to develop VLSI architecture that is efficient in nature. 

This advanced Turbo code needs implementation of turbo decoder to produce high throughput. The 

main obstacle to the decoder implementation is an interleaver and the introduction of latency which 

arises due to the collisions that occur during memory access. This paper also places a proposition of a 

Soft Input Soft Output (SISO) turbo decoder which has low complexity for the architecture of memory 

which thereby  enables the decoding to achieve least latency. Trade-offs that occur in design in terms 

of throughput efficiency and area are then explored to find the architecture optimal in nature. Simulink  

is used to model the proposed Turbo decoder; and to estimate the performances various test cases are 

used. The Bit Error Rate (BER) and Turbo decoder and channel specifications are analysed for the rate 

of 3 samples which is 0.000254 which is of the order of (10-3).  

Guohui Wang, Aida Vosoughi, HaoShen, Joseph R. Cavallaro, and Yuanbin Guo et al [10], 

present that there is a need for parallel architecture to produce a high throughput using a decoder; this 

can be implemented to meet the requirements of the data rate of the communication systems that are 

wireless in nature. However, the major challenge that causes the desired interleaver designs’ throughput 

to become unachievable is due to conflict in memory. Furthermore, the hardware for generation of 

parallel interleaving address becomes difficult to execute because of the increasing complexity of the 

interleaver algorithm. An interleaver architecture that is parallel in nature and can generate multiple 

addresses of interleaving is proposed in this paper. A scheduling scheme is proposed which has better 

and efficient buffer structures that can be used to get rid of contention of memory. The produced results 

show that with new scheduling scheme, proposed architecture can reduce complexity in hardware and 

usage of memory significantly. Great flexibility along with scalability  can be shown in proposed 

architecture. 

             Samir Jasim Mohammed, Ansam Abbas Obaid et al [11], proposed that after many decoder 

types have been introduced which include multiple parameters, with work design and implementation 

of turbo code, obtain the Ber for each of the cases, and comparing the results. To study each of the 

parameters’ effect on the turbo codes’ performance, multiple parameters have been described that give 

the desired result of these codes. The UMTS interleaver and the BPSK modulation are assumed for the 

proposed system. After that, changing many parameters,  many types of decoders were done from this 

work and the results conclude that BER decrease for the same and the performance improves when the 

number of iteration increased the. The increase in length of code and number of frames improves the 

performance, different code length applied (256,512,1024 and 4096) and number of frame (512 and 

1024) were performed and comparison was done between the results obtained for each case. The results 

of the SOVA and MAX-Log-MAP is in comparison worse than other types of decoding techniques 

applied (SOVA, Log-MAP and MAX-Log-MAP) by using log–MAP technique when applied for the 

same conditions of the system (512 b/f, 1024 f, 4 iterations and), also the gain is obtained about in log-

MAP compare with SOVA and in log-MAP comparison with MAX-Log-MAP. To increase the rate of 

the system, puncturing technique was used, but the BER degrades by increasing the rate. Also the 

generator polynomial of the system was changed and compared with the standard generator polynomial, 

where two addition generators polynomials are used, finally two types of channel used in this simulation 

obtained results for each case and comparison as done when using AWGN channel the performance is 

best than the fading channel. 

      Christoph Studer, Christian Benkeser et al [12], proposed the use of turbo decoding for 3GPP 

LTE standard for communication that occurs in wireless way is a challenging task when considering 

consumption of power and complexity in computation of the related cellular devices. The 

implementation aspect of the turbo decoders occurring parallelly that cross 326.4 Mb/s LTE peak data-
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rate using various Soft Input Soft Output decoders that work parallelly are also researched in this paper. 

When a more realistic 100 Mb/s LTE milestone is considered that is required by the industry today, the 

decoder implementing turbo code only consumes 69 mW. On analysing the throughput/area trade-offs 

that are usually associated with the parallelly implemented turbo decoders, it is noticed that in the 

combination of radix-4 and instances of eight M-BCJR are needed to reach maximum data rate of 0.13 

μm in LTE in CMOS technology. There was achievement of parallel access and access of interleaving 

to memory spaces with high throughput by developing master-slave Batcher network. Optimizing the 

radix-4 M-BCJR unit has caused to reach a performance higher and lesser area of architecture of turbo 

decoder ; including the setting record in the throughput achieved which are both ultralow-power and 

cost effective in implementation. 

Prabhavati D. Bahirgonde, Shantanu K. Dixit et al [14], implemented trellis of 8 state which is 

of the form of radix-2 and the radix-4 form. When considering a system that is practical, the foremost 

MAP algorithm is much more difficult to implement. To calculate LLR values, all the branch metrics 

required are stored in a RAM. There is implementation of the Max function to increase the performance 

with the correction factor. The algorithm defined when implemented is similar to the max. function. 

While there is increase in the need for various rates of data and services that come with system of 

communication re-configurability becomes necessary. Constant Log-MAP algorithm is proposed to use 

the MAP algorithm in the domain of log, and this produces result that are extremely similar to those 

produced by max Log-MAP algorithm. 

       Shivshankar Mishra et al [15] presents a paper that implements Turbo encoding algorithm, 

where two parallel concatenated RSC codes are used to design 1/3 rate encoder. MAX-LOG-MAP 

algorithm is used for decoding along with Turbo, results of simulation were obtained as expected at the 

side of the receiver. The paper also analyzes and simulates the mentioned algorithm and the observation 

was made with the increase in number of iterations, the BER gets better. This performance of BER 

depends on even the type of interleaver and the size of the frame that has been used for implementing 

decoder and encoder. 

Cristin Anghel et al [16] proposed with the use of decoding architecture that is parallel in nature, 

the main methods used for sorting is turbo codes that are used in LTE systems. Mostly, the number of 

required interleavers is represented by the parallelization factor N. The paper proposes an architecture 

of a decoder which has a single Quadratic Permutation Polynomial (QPP) interleaver. On same memory 

location, every interleaved address is then placed as a result of the properties of algebraic QPP 

interleaver. But there must be sorting to be performed before the correct should be sent to each of the 

decoder unit. Comparison is done for all the methods of sorting to find the one that suits implementation 

of Field Programmable Gate Array (FPGA) mostly. 

III. OBJECTVIES OF THE RESEARCH WORK 

A. Need for the Research Problem 

A major drawback of implementation of turbo code is its high inactivity in the decoding. There 

are three important issues which are presented in architectures of turbo codes : the recursions that take 

place both in forward and backward direction in the maximum a posteriori (MAP) decoders in this 

repetitive process, the repeating nature of the algorithm for decoding, and the interleaver and the 

deinterleaver units that are present between the MAP decoders. When there is integration of turbo in 

the codes of high throughput standard of communication like LTE, these above mentioned challenged 

become important. To fulfill the rate of data that is mentioned, there must be foretelling of 

parallelization and reduction in inactivity techniques in turbo decoders’ implementation of hardware. A 

serial data dependency is imposed to overcome the problem of decoding received signal; a severe 
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bottleneck is imposed by limiting the throughput of procession of the standard implementation of the 

turbo decoder upon the general throughput of the schemes of communication in real-time. 

 Decoding algorithm 

 Signal to noise ratio (Eb/No) 

 BER 

 Frame size 

 Puncture/un-puncture 

 Maximum iterations 

 Number of errors in the frame that need to be terminated 

B. Primary Objective 

The primary objectives of this proposed research work are to develop efficient Turbo Decoder 

Architecture when considering the throughput of processing, the inactivity of processing, the energy 

consumed by each frame and normalized core area. Another objective is for reviewing literature on 

Turbo Decoder Architecture in LTE communication based on BER. This objective also focuses on 

validation of effective Turbo Decoder Architecture when con considering processing of the throughput, 

the latency’s processing, consumption of energy in every area along with normalized core region. This 

primary objective includes evaluation of efficiency of Turbo Decoder Architecture when considering 

the throughput processed, procession of latency, energy taken by the individual frames with the 

normalized care but definitely not limited to these above-mentioned objectives. 

IV. RESEARCH CONDUCTED 

This section discusses about the work carried out till date. The entire work is classified into 

Preliminary Review, Research methodology, and Possible Outcomes.  

A. Preliminary Review 

The preliminary research phase is the phase where the motive was to investigate the existing 

issues that are associated with turbo decoder’s performance analysis and to propose areas in which the 

execution of the turbo decoder may be further upgraded by in turn improving BER performance of 

wireless networks, by ensuring balance in the network and for obtaining better performance for turbo 

decoders.  

The study outcome of the preliminary phase of research performed is published in a review 

paper titled “Evolution of Wireless Communication Along with Encoders”. In “International Journal of 

Innovative technology and Exploring Engineering (IJITEE)”, the paper is published.  

B. Research Methodology 

The methodologies adopted by the proposed system are as listed below: 

 Conduction of literature surveys on different Architectures of Decoders implemented using 

Turbo Coding in LTE Communication (as per BER) and then will be carried out from IEEE 

papers, white papers and journals. 

 Development of efficient architecture of turbo decoder for wireless LTE communication 

standards must also be carried out. 

 Literature survey on LTE Communication and challenges that can be faced in LTE 

Communication (asper BER) must be carried out from different IEEE papers, white papers and 

journals. 

 Validation of efficient Turbo Decoder Architecture when considering processing latency, 

processing throughput, energy consumption for each frame and area of the core that is 

normalized will be carried out. 
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 Evaluating and optimization the Turbo Decoder Architecture when considering to process the 

throughput, the latency, and the consumption of energy by each and normalized core area must 

also be carried out.                              

C. Possible Outcomes 

In all wireless telecommunications systems, the channel coding procedure which is also known 

as Forward Error Coding (FEC), is used in such a way to identify and also correct any potential errors 

which may occur during radio transmission the constituent encoder and the interleaver are the main 

components of a turbo code. Turbo codes are used in Long Term Evolution (LTE) systems and 

Universal Mobile Telecommunications Systems (UMTS), respectively. Parallel decoding architectures 

are considered to solve this problem.  

       We propose an architecture that are decoding in nature with just a single Quadratic 

Permutation Polynomial (QPP) interleaver. On the same memory location, every address interleaved 

are placed as a result of algebraic properties of QPP interleaver, but this needs the data to be sorted 

before the correct data is sent to each unit of decoder. Comparison of these methods of sorting are 

performed to find the most fitting for Field Programmable Gate Array (FPGA) implementation. The 

method of sorting selected is even-odd merge sorting method, and the results that are found are in terms 

of resources occupied and maximum speed.  

The performance measured based on the Bit-error-rate (BER) of the decoder implemented has 

shown coding loss of approximately 0.2 dB when compared with the simulated BER values.  

V. FURTHER RESEARCH  

With the discussion and researched carried out, it is seen that the proposed study has helped in 

accomplishing the first objective of the study designing of low BER turbo decoder. Hence, the next phase 

that must be accomplished will be focusing on achieving the remaining objective of the study, which 

also includes focusing on three different challenges that become very important to focus on when 

integration of codes produced by turbo coding must be performed in standards of communication that 

has high throughput such as LTE. To fulfil the data rates that are mentioned, one must foretell 

parallelization and methods for reducing the latency in the implementation of hardware/e of turbo 

decoders. 

A. Implementation Techniques 

The proposed solution must perform implementation on MATLAB for software side and 

CMOS VLSI architecture will be used for hardware side. The proposed communication system must 

follow the following block diagram which includes stages such as Formatting Digitization, Source 

Coding, Channel Coding, Multiplexing, Modulation and Access techniques. The data transmission and 

receiving order is represented with the help of arrows. 

 

 
Fig 2: Communication System 
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The proposed channel encoder performs encoding using an input sequence of k bits and 

encoding to to produce an output sequence of k bits with a code rate k/n and the redundancy factor of 

(n-k). The diagram of the encoder block of the channel is represented below 

 

 
Fig 3: The channel encoders’ block diagram 

 

The encoding performed by the channel encoder faces challenges in the form of 

1. The performance of error vs. Bandwidth with High redundancy consumption bandwidth 

2. Power vs. Bandwidth that has Reduction in Eb/N0 

3. The data rate vs. Bandwidth in a Higher Rate 

 

               In the architecture represented below, the inputs pass through the Recursive Systematic 

module which then generates systematic code word. This is again passed through an Interleaver module 

and then Recursive Systematic module for further systematic code word. 

 

 
Fig 4: Coding Architecture 

 

To develop the system model of iterative turbo code decoder, attesting frames are generated 

which are an integer to a vector of binary bits. At the receiver’s end, serial to parallel de-multiplex has 

been designed. to encode the frames, recursive Systematic Convolutional encoder has been developed 

which uses turbo encoding process. To complete the decoding process, the encoded data is converted 

from vector of bits to integer, and set up trellis for the encoded data. For the simulation of the turbo 

encoding and turbo decoding system, assuming a uniform distribution, the information bits are 

randomly generated. There is generation of a random interleaver for bits of each frame. The code 

performance is calculated from the average performance among all interleavers. 
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VI. RESULTS 

                 The performance of turbo decoder has been realized on developed communication model 

with AWGN channel. Number of iterations has been tried on developed communication model. Plotted 

result has been shown in in Fig 5.  Fig 5 shows  the bit error rate gradually reduces with increase of 

signal to noise ratio.  Number of iteration affects the bit error rate as shown in fig 5.  

 

 
Fig 5 : Turbo decoder performance for BPSK modulated system over AWGN channel. 

 

                   Developed communication model of turbo decoder is verified with different AWGN 

channels and different iterations. Result has been plotted and shown in Fig 6. In Fig 6 bit error rate 

behaviour are almost same in different AWGN channels, The SNR value increases when compared to 

the initial channel.  

 
Fig 6 : Comparison between SNR(x-axis) and BER(y-axis) in AWGN channel 

 

                 The number of iterations can be then adjusted to acheieve better performance and complexity 

trade – off. The coding system comparision graph of BER (bit error rate) and SNR(signal to noise ratio) 

obtained from the coding architechture is shown below. 
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Fig 7 : Comparision of the SNR and BER of Coding system 

 

CONCLUSION 

                   Cellular and other technology makes it possible for people to be connected to the rest of the 

world from anywhere, anytime. All these wireless networks demand for high rate of transmission 

quickly, timely and accurately. For providing the good accuracy or to recover the original signal at the 

receiver end, forward error correction codes have been implemented. There are several types of error 

correcting techniques used like convolution coding, but it fails to maintain the lower values of signal to 

noise ratio as the length of code increases. So a new version of coding called turbo coding was 

introduced that can achieve a level of performance that comes closer to theoretical bounds than more 

conventional coding systems. The inherent iterative process of decoding restricts turbo decoder to 

process data at higher data-rate. BER performance also depends on frame size and interleaver type used 

for implementation of encoder and decoder. Bit-error-rate (BER) performance of the implemented 

decoder has shown a coding loss of approximately 0.2 dB in comparison with the simulated BER values. 

We have investigated the techniques of message ling and state metric normalization, which improve the 

BER performance and prevent potential overflow, respectively. Furthermore, a bypass mechanism is 

proposed for allowing a hard-wired interleaver to support the decoding of frames having different 

lengths and interleaver patterns. In order to fulfil the data rates mentioned above, The performance of 

turbo decoder has been realized on developed communication model with AWGN channel and The 

problem of decoding in received signal has been realized.for further hardware implementation of turbo 

decoder for LTE standard communication with efficient hardware architecture. 

 REFERENCES 

[1] Rashmi R and Manju Devi , "Evolution of Wireless Communication along with Encoders" 

International Journal of Innovative Technology and Exploring Engineering (IJITEE), Volume 9, 

Issue 1, November 2019,Page No 2589-2593. 

[2] Lekha S and Jagdish D. kene, "Review on Role of Turbo Encoder and Decoder in LTE Network" 

International Journal of Science, Engineering and Technology Research (IJSETR), Volume 5, 

Issue 1, January 2016. 

[3] Prabhavati D. Bahirgonde and S. K. Dixit, "BER Analysis of Turbo Decoding Algorithms" 

Foundation of Computer Science FCS, New York, USA Volume 4– No.3. 26-29, 2016. 



International Journal of Future Generation Communication and Networking 
Vol. 13, No. 1, (2020), pp.732 -744 

 

743 
ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 

[4] Yogesh BEEHARRY, Krishnaraj M. S. SOYJAUDAH and Tulsi Pawan FOWDUR, 

"Performance of Bit-Level Decoding Algorithms for Binary LTE Turbo Codes with Early 

Stopping" Yogesh BEEHARRY et al. / IU-JEEE Vol. 17(2), 3399-3415, 2017. 

[5] Zhongfeng Wang, Zhipei Chi and Keshab K. Parhi, "Area-Efficient High-Speed Decoding 

Schemes for Turbo Decoders" IEEE transactions on very large scale integraton(VLSI systems, 

VOL. 10, NO. 6. 902-912, 2002. 

[6] Rahul Shrestha and Roy P. Paily, "High-Throughput Turbo Decoder with Parallel Architecture 

for LTE Wireless Communication Standards" IEEE transactions on circuits and systems-1: 

REGULAR PAPERS. 1-12, 2017. 

[7] Ardimas Andi Purwita, Arnaud Setio and Trio Adiono, "Optimized 8-Level Turbo Encoder 

Algorithm and VLSI Architecture for LTE" I2011 International Conference on Electrical 

Engineering and Informatics. 17-19, 2011. 

[8] Liang Li, Robert G, Maunder, Bashir M. Al-Hashimi and Lajos Hanzo, “A Low-Complexity 

Turbo Decoder Architecture for Energy-Efficient Wireless Sensor Networks" 1-9. 

[9] Cristian Anghel and Constantin Paleologu, "Simplified Parallel Architecture for LTE-A Turbo 

Decoder Implemented on FPGA" Advances in Circuits, Systems, Signal Processing and 

Telecommunications. 102-111, 2009. 

[10] Lohith Kumar H G, Manjunatha K N, Suma M S, C K Raju and Prof.Cyril Prasanna Raj P, 

"Design and Performance analysis of a 3GPP LTE/LTE-Advance turbo decoder using software 

reference models" International Journal of Scientific & Engineering Research Volume 2, 1-4, 

July-2011. 

[11] Guohui Wang, Aida Vosoughi, Hao Shen, Joseph R. Cavallaro, and Yuanbin Guo, "Parallel 

Interleaver Architecture with New Scheduling Scheme for High Throughput Configurable Turbo 

Decoder". 

[12] Samir Jasim Mohammed and Ansam Abbas Obaid, " Design and Implementation Different Types 

of Turbo Decoder with Various Parameters ", International Journal of Computer Applications 

(0975-8887), Volume 166 –NO 11, May 2017. 

[13] Christoph Studer, Christian Benkeser, Sandro Belfanti and Qiuting Huang Fellow” Design and 

Implementation of a Parallel Turbo-Decoder ASIC for 3GPP-LTE" ITO APPEAR IN IEEE 

JOURNAL OF SOLID-STATE CIRCUITS, 1-9, 2011. 

[14] Prabhavati D. Bahirgonde, Shantanu K. Dixit, " Low Complexity Modified Constant Log-   Map 

Algorithm for Radix-4 Turbo Decoder" 2015 International Conference on Pervasive Computing 

(ICPC) 

[15]  Shivshankar Mishra and Harshit Shukla and Suneel          Madhekar,” Implementation of Turbo 

Decoder Using MAX-LOG-MAP Algorithm in VHDL " IEEE INDICON 2015 1570169743. 

[16] Cristian Anghel and Cristian Stanciu and Constantin Paleologu, " Sorting Methods Used in 

Parallel Turbo Decoding for LTE Systems ". 

[17]   C. Berrou, A. Glavieux, and P. Thitimajshima, “Near Shannon Limit Error-Correcting Coding 

and Decoding: Turbo-Codes,” in Proc. 1993 InternationalConference   on Communications 

(ICC ’93), Geneva, Switzerland  May 1993, pp. 1064–1070. 

[18] Claude Berrou, Alain Glavieux and Punya Thitimajshima  “Near shannon limit error – correcting 

Coding and decoding turbo-codes” IEEE Transactions on Communications, 44:1261 –

1271,Oct.1996. 

[19] Third Generation Partnership Project, “3GPP home page”  www.3gpp.org. 

[20] Vogt.J and Finger.A, “Improving the max-log-MAP turboDecoder,” Electron. Lett., vol. 36, 

no.23, pp.1937 1939, Nov 2000. 



International Journal of Future Generation Communication and Networking 
Vol. 13, No. 1, (2020), pp.732 -744 

 

744 
ISSN: 2233-7857 IJFGCN  

Copyright ⓒ 2020 SERSC 

 

[21] K. Loo, T. Alukaidey, and S. Jimaa, “High performance parallelised 3GPP turbo decoder," in 

IEEE Personal Mobile Communications Conference, April 2003, pp. 337- 342. 

[22] A.J. Viterbi. An intuitive justification and a simplified  implementation of the MAP decoder for 

convolutional codes. IEEE J.Sel. Areas Commun., vol.16:pp.260–264,Feb.1998. 

[23] R. Dobkin, M.Peleg, and R.Ginosar. Parallel interleaver design and vlsi architecture for low-

latency map turbo decoders. IEEE Trans.VLSI Syst., 13(4):427–438,200. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

8 VI June 2020

http://doi.org/10.22214/ijraset.2020.6316



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 8 Issue VI June 2020- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 
 

1923 

Voice Assisted Smart E-Cane for the 
Visually Challenged using Machine 

Learning 
Adam Filbert Ashwal1, Kimberly Claudia Dsouza2, Meghana S3, Muhammad Hashim Iqbal Husain4, Manju Devi5 

1, 2, 3, 4Dept of Electronics and Communication Engineering, The Oxford College of Engineering, Bangalore, India 
5Head of Department, ECE, The Oxford College of Engineering, Bangalore, India 

Abstract: This prototype device focuses on aiding the visually challenged in terms of movement. The device includes a Smart E-
Cane implemented using Raspberry Pi and sensors for obstacle, water detection and vibration, buzzer as feedback respectively. 
The device also includes a Smart Band implemented using Node MCU which provides safety and security features such as 
sending the location to the user’s relatives at home and locating the Smart E-Cane within the user’s vicinity. The prototype is 
trained to detect staircase in real-time using YOLOv3, deep learning concept and report back to the user via speech playback. 
This Smart E-Cane promises independency along with security in terms of walking without assistance. 
Keywords: Blind Stick, Staircase Detection, Raspberry Pi, Node MCU, IoT, YOLOv3, Deep Learning. 

I. INTRODUCTION 
There are many people who suffer from visual impairment and need to go through expensive treatments or mental and physical 
challenges to cope with their disability. This was the ideology behind our project. The prototype consists of a Smart E – Cane and a 
Smart Band. The Smart E – Cane is to assist the visually challenged while the Smart Band provides safety and security features to 
the user.  
The Smart E – Cane is implemented using Raspberry Pi microprocessor and incorporates with various sensors and feedback 
mechanisms that will aid the user for navigation and alerting purposes. While the most important is the detection of raised surface 
level such as a staircase using Raspberry Pi and Pi Camera. 
The prototype also focuses on providing accurate location information when needed to the user’s contacts. It includes a wearable 
Smart Band for emergencies. The Smart Band is implemented using NodeMCU. The framework detects an ascent in surface level 
such as a staircase as the individual is walking, using deep learning and reports back what sort of raised surface is ahead. This Smart 
E – Cane not only provides independency but security too in terms of walking without any sort of assistance. 

II. LITERATURE SURVEY 
After referring many papers, we found umpteen devices that aid the visually challenged and blind to go about their daily life. Few of 
the implementations that stood out were: 
“Real Time Object Detection Using YOLOv3” by Omkar Masurekar, Omkar Jadhav, Prateek Kulkarni, Shubham Patil. They have 
created a model to distinguish only three objects which can be scaled additionally to detect manifold quantity of objects. In this, they 
had used the Bounding box method for localization of the objects to overcome the drawbacks of the sliding window method. [1] 
“Smart Stick for Blind using Machine Learning” by Mohamedarif Regade, S Bibi Ayesha Khazi, Sushmita Sunkad, Mrityunjay C.K, 
Sharda K.S. A wall-following platform is overlaid so the user will walk straight in a passage in an inhouse environment. Head level 
obstacle recognition can also be carried out.  
Programmable wheels to be inured to steer the stick off from the obstructions. [3] “Electronic Smart Canes for Visually Impaired 
People” by Dimitra P. Marini in her B.Sc Thesis book, mentioned that this project includes capturing the background via a camera 
and estimating the background details to form required path to be taken for the blind person. This path is then provided to the user 
through auditory response. [4] “Smart Walking Stick for Blind integrated with SOS Navigation System” by Saurav Mohapatra, 
Subham Rout, Varun Tripathi, Tanish Saxena, Yepuganti Karuna. It is a device that integrated a blind stick with Smart navigation 
system for emergency situations. It assists in identifying obstacles through live streaming system and directs the users next move 
based on the obstacle in front of them. [5] 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 8 Issue VI June 2020- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 
 

1924 

III. TOOLS AND TECHNOLOGIES 
A. Hardware Tools Used in Smart E-Cane 
The different hardware tools that are used in the Smart E-Cane are as follows: 
1) Raspberry Pi: The Raspberry Pi microprocessor is like a credit card size computer capable of controlling the various I/O 

devices connected to it. The main processor which is used to control the various hardware components used in the Smart E – 
Cane is the Raspberry Pi 3 model B microprocessor. The Raspberry Pi 3 is interfaced with ultrasonic sensor (HC-SR04), 
moisture sensor and moisture meter (YL-69 & YL-38), Raspberry Pi camera (rev 1.3, 5MP), motor driver board (L293D-R1), 
2.4 GHz RF receiver, vibrator motor and magnetic buzzer. 

2)  Ultrasonic Sensor: An ultrasonic sensor is a device which is used in measuring distance or sensing objects. When triggered, the 
ultrasonic transmitter transmits 8 ultrasonic pulses which travel in air and the echo pin is kept at a high logic state. When the 
transmitted waves are reflected by an object, they are reflected back towards the sensor and are received by the ultrasonic 
receiver. At this instant the echo pin is brought back to the low logic state. The amount of time during which the echo pin stays 
high is measured by the microprocessor as it gives the time taken for the ultrasonic waves to return back to the sensor. Using 
this value, the distance of the obstacle can be measured using the simple speed-distance formula. We have used HC-SR04 
ultrasonic sensor to detect obstacle on the path. 

3)  Moisture Sensor and Moisture Meter: The presence of wet surface is detected by using a moisture sensor along with a moisture 
meter. We have used a combination of YL-69 moisture sensor and YL-38 moisture meter to detect wet surfaces such as water 
puddles. The moisture sensor acts as a variable resistor whose resistance varies inversely according to the water content in 
water puddle. The YL-38 moisture meter which is attached to the moisture sensor produces a voltage (analog) which is 
equivalent to the resistance value. The LM393 comparator chip which is incorporated in the moisture meter is used to digitize 
the analog voltage signal. 

4)  Raspberry Pi Camera: The Raspberry Pi camera is a portable light weight camera module which is compatible with the 
different Raspberry Pi microprocessor models. It communicates with the Raspberry Pi processor using the MIPI camera serial 
interface protocol. We have used Raspberry Pi rev 1.3 5MP camera as the input device to record the images of the environment 
so that these recorded images can be processed to detect the presence of staircase in the environment. 

 
B. Hardware Tools Used in Smart Band 
The different hardware tools that are used in the Smart Band are as follows: 
1) Node MCU: Node MCU is the pairing of firmware and hardware based around the ESP8266-12E module which is a low cost 

Wifi enabled microchip with a full TCP/IP stack and microcontroller capabilities. Node MCU is the main microcontroller 
which is used to control the various hardware components used in the Smart Band. Node MCU is interfaced with GPS module 
(SKG13BL), 2.4GHZ RF transmitter and the two 4-pin push buttons. 

2)  GPS Receiver Module: GPS (Global Positioning System) is a satellite-based system that sends a signal to the GPS receiver. 
This signal contains information such as exact time of signal transmission, orbital position of the satellite, etc. The GPS receiver 
uses the received information signals to calculate its distance from the GPS satellites. This is done by measuring the time 
required for the signals to travel from GPS satellites to the GPS receiver and then multiplying the measured time with speed of 
light. The GPS receiver requires signals from at least 4 GPS satellites to calculate its location accurately. We have incorporated 
GPS receiver module (SKG13BL) in our Smart Band to help the visually impaired user to determine and send the location 
details to user’s relative’s mobile in the case of emergency.  

3)  RF Transmitter and Receiver Modules: RF modules (transmitter and receiver) are small size electronic devices that are used to 
aid in wireless communication between an embedded system and another device. This communication is accomplished by using 
radio frequency signals. Communication over radio frequency is advantageous as it doesn’t require a line of sight connection 
between the transmitter and receiver and the range of RF communication is very high when compared to IR communication. 
We have used 2.4 GHz RF transmitter and receiver modules in order to establish wireless communication between the Smart E 
– Cane and the Smart Band. 

 
C. Software Tools 
The major software tools which were used to program the different sensors, output devices, microprocessor and microcontroller 
used in our entire project are as follows: 
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1) Anaconda: Anaconda is an open source distribution of the Python and R programming languages for scientific computing that 
aims to simplify package management and deployment. It includes a desktop graphical user interface called Anaconda 
Navigator. Package management in Anaconda is done by using conda which is an open source, cross-platform package 
manager and environment management system that installs, runs, and updates various packages and their dependencies. We 
have used conda package manager to install various libraries and their dependencies which were needed in implementing 
staircase detection. 

2)  Blynk App: Blynk is an IoT (Internet of Things) platform which enables users to control hardware components such as different 
sensors remotely, display sensor data, store the sensor data and visualize it using android devices. We have used this app to 
display the location details of the user in the user’s relative’s mobile.  

3)  VOTT: VOTT (Visual Object Tagging Tool) aids user to label different objects in different images. These labelled images can 
be then used to train object detector models. We have used VOTT to annotate staircases in different images (250 images). 

4) VNC Viewer: VNC (Virtual Network Computing) is a graphical desktop sharing system that uses the RFB (Remote Frame 
Buffer) protocol to remotely control another computer by transmitting the keyboard and mouse events from one computer to 
another and relaying the graphical screen updates back in the other direction over a common network. We need a VNC server 
application for the computer which we want to control and a VNC viewer application for the computer we want to control from. 
We have used VNC viewer to control Raspberry Pi 3 Model B microprocessor remotely. 

 
D. Software Libraries 
1) Keras: Keras is an open source neural network library written in Python. It is capable of running on top of TensorFlow, 

Microsoft Cognitive Toolkit, R, Theano, or PlaidML libraries. Keras library contains numerous implementations of commonly 
used neural network building blocks such as layers, objectives, activation functions and optimizers. It also contains a host of 
tools to make working with image and text data easier to simplify the coding necessary for writing deep neural network code 
[22]. 

2)  OpenCV: OpenCV (Open Source Computer Vision Library) is an open source computer vision and machine learning software 
library [23]. This library includes a set of both classic and state-of-the-art computer vision and machine learning algorithms 
which are used in real time image and video processing.  

3)  TensorFlow: TensorFlow is an end-to-end open source platform for machine learning [24]. This library uses data flow graphs 
to build models and also allows developers to create large-scale neural networks with many layers. TensorFlow library is 
mainly used for classification, perception, understanding, discovering, prediction and creation. It provides a variety of toolkits 
that allow users to construct models at their preferred level of abstraction. The library is written using python programming 
language and is built to run on multiple CPUs or GPUs. 

4)  YOLOv3: You Only Look Once (YOLO) is a state-of-the-art, real-time object detection system. It applies a single neural 
network to the full image. This network divides the image into regions and predicts bounding boxes and probabilities for each 
region. These bounding boxes are weighted by the predicted probabilities [16]. YOLOv3 is an updated version of YOLO that 
includes additional features such as multi-scale predictions and a better backbone classifier. YOLOv3 predicts an object 
likelihood score for each bounding box using logistic regression. Each box predicts the classes the bounding box may contain 
using multi label classification [25]. One of the salient features of YOLOv3 is that it makes detections at three different scales 
[27]. YOLOv3 is a very strong detector that excels at producing decent boxes for objects [25]. 

5)  gTTS API: gTTS (Google Text-to-Speech), a Python library and CLI tool to interface with Google Translator’s text-to-speech 
API [26]. There are several APIs available to convert text to speech in python. One of such APIs is the Google Text to Speech 
API commonly known as the gTTS API. gTTS is a very easy to use tool which converts the text entered, into audio which can 
be saved as a mp3 file. It features flexible pre-processing and tokenizing. The speech can be delivered in any one of the two 
available audio speeds, fast or slow. 

IV. DESIGN AND IMPLEMENTATION 
A.  Design 
The prototype model consists of a Smart E-Cane and a Smart Band as in figure 1. The Smart E-Cane’s main processor is the 
Raspberry Pi and consists of Ultrasonic sensor, Moisture sensor, Raspberry Pi Camera, Vibrator Motor, Magnetic Buzzer, RF 
Receiver module and a Motor Driver. The ultrasonic sensor and moisture sensor implement the obstacle detection and wetness 
detection respectively.  
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The feedback for obstacle detection is provided via a vibrator motor and feedback for wetness detection is provided via a magnetic 
buzzer. The Smart Band main controller is the Node MCU and consists of a GPS module, two push buttons and a RF Transmitter 
module. The Smart Band provides safety and security features to the user. The two push buttons are utilised to provide these 
features. Finally, the most important feature of our prototype model is the detection of staircase using Deep Learning. Here we use 
YOLOv3 for staircase detection while the core libraries include Keras, TensorFlow and for image processing, OpenCV is used. 

 
Fig. 1: Generalized Block diagram of Voice Assisted Smart E – Cane for the Visually Challenged Using Machine Learning 

B.  Implementation  
1) Hardware: The Smart E – Cane which contains the ultrasonic sensor, moisture sensor, RF receiver module, the Pi camera and 

the Raspberry Pi microprocessor (shown in figure 2) is the main processing unit of this project. When the device is connected to 
the power source, the sensors are all active and provide constant feedback. 

 
TABLE I. Hardware Components List 

Raspberry Pi 3 Model B 
Microprocessor 

Node MCU ESP-12E 

HC-SR04 Ultrasonic Sensor YL-69 Moisture Sensor 
YL-38 Moisture Meter Magnetic Buzzer 

Vibrator Motor 4 Pin Push Button 
Raspberry Pi Camera Rev 1.3 GPS Module SKG13BL 

9V Power Supply Radio Frequency TX/RX 2.4GHz 
L293D R1 Motor Driver  

 

 
Fig. 2: Smart E – Cane pin diagram 
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The ultrasonic sensor uninterruptedly measures the distance to sense if there are any obstacles present in front of the user. To 
measure the distance the sound has travelled in air we use the formula: Distance = (Time x Speed of Sound in Air) / 2. The "2" 
represents the sound travelling back and forth. To read the distance as centimetres we use the formula: Centimetres = 
((Microseconds / 2) / 29). Here, we take into consideration the temperature while calculating the speed of sound in air. On detecting 
an object within the range of 100cms, the vibrator motor is turned on and alerts the user. If the user approaches the object closer 
than 50cms, the intensity of vibrations increases. The moisture sensor also continuously provides feedback if in contact with water. 
The feedback is given via the buzzer to differentiate between obstacles.   
The reason we use these two different feedback mechanisms by two different sensors is because, the probability of obstacles being 
detected is more compared to wet areas, hence to avoid causing disturbances to surrounding people the feedback from ultrasonic 
sensor (obstacle detection) is provided by vibrations by the vibrator motor as it is sound-free (sound of vibrations compared to that 
of the magnetic buzzer is assumed to be negligible). Moreover, the possibility of confusion is much greater when the sensors are 
connected to the same feedback device. 
The raised surface detection is implemented using the Raspberry Pi microprocessor on the Smart E – Cane. The Raspberry Pi 
microprocessor receives data from the image captured by the Pi camera. Deep learning is a subset of machine learning that uses 
multi-layered neural network to progressively extract higher level features from the raw input data. Since this is a prototype model, 
only staircase detection has been trained into the machine by data sets and the deep learning mechanism is used on various staircase. 
The flowchart for the staircase detection is explained in the figure 3. A threshold value of 0.25 is set, so that images detected as 
staircases below 25% confidence value are discarded. The feedback from this process is provided via speech playback using a 
speaker or earphones. 

 
Fig. 3: Staircase Detection Using Deep Learning Flowchart 

Once the code is dumped onto the processor and a power supply is provided, the Smart Band which contains the NodeMCU, the 
GPS module, RF transmitter module and the push buttons (as shown in figure 4) is turned on. The code contains the 
BlynkSimpleEsp8266 header file which was included to provide access to the Blynk app. Another library called TinyGPS is 
included for parsing NMEA data streams provided by GPS modules. This library provides compact and easy-to-use methods for 
extracting position, date, time, altitude, speed, and course from consumer GPS devices. 
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Fig. 4: Smart Band pin diagram 

As seen, there are two push buttons. One works as an SOS button and the other is used to locate the Smart E – Cane. When the user 
presses Button 2 (the SOS button), the GPS module collects the location information and send it to Blynk (latitude first, then 
longitude), along with a “HELP!!!” message indicating the user is in some kind of situation that needs the attention of his contacts. 
The emergency contacts will be able to view his location on a map. When Button 1 is LOW, the RF transmitter sends a signal to the 
RF receiver on the Smart E – Cane, which activates the buzzer. 
2) Software: The software part of our project is based on image processing using deep learning and machine learning algorithms. 

We use yolov3 which is a quick, real time, image processing tool. 
 

TABLE II 
Software Components List 

Python 3 OpenCV 
TensorFlow YOLOv3 

Blynk Vott 
Keras Arduino IDE 

VNC Viewer Anaconda 
Raspberry Pi OS gTTS API 

a) Step 1: Image Annotation 
For detecting staircases in pictures, it needs to be fed with labelled training data. For accurate results, we labelled about 250 objects. 
Labelling is done using Microsoft’s Visual Object Tagging Tool (VoTT). Once the images are classified and the coordinates are 
established, and we export it as csv file shown in figure 5.   

 

 
Fig. 5: Annotations_export.csv 



International Journal for Research in Applied Science & Engineering Technology (IJRASET) 
                                                                                           ISSN: 2321-9653; IC Value: 45.98; SJ Impact Factor: 7.429 

                                                                                                                Volume 8 Issue VI June 2020- Available at www.ijraset.com 
     

 ©IJRASET: All Rights are Reserved 
 

1929 

In the final step, we convert the VoTT csv format to the YOLOv3 format by, running the conversion script within the 
Image_Annotation folder: 
>>> python Convert_to_YOLO_format.py 

 
Fig. 6: data_train.txt 

This script generates two output txt files: data_train.txt and data_classes.txt. The data_train file is shown in figure 6 and the 
data_classes.txt contains the class of the recognizable images which, in our project, is the staircase. 

b) Step 2: Training 
By means of the training images and the annotation file data_train.txt which we have created in the earlier step we now train our 
YOLOv3 detector. Before this we download the pre-trained YOLOv3 weights and convert them to keras format. These weights are 
pre-trained under ImageNet 1000 dataset and thus work quite well for object detection that are very similar to the images and 
objects in the ImageNet 1000 dataset. The final weights are saved in Model_weights. 
 
c) Step 3: Inference 
In this step, we test our detector on staircase images located in Test_Images. The outputs are saved and stored into the 
Test_Image_Detection_Results. The outputs include the original images with bounding boxes and confidence scores as well as a file 
called Detection_Results.csv containing the image file paths and the bounding box coordinates. 

C.  Sequence Flow 
When the device is ON, the Raspberry Pi runs the scheduled processes. Once the Ultrasonic sensor detects the object that is 
in its range, it activates the vibrator through the Raspberry Pi. A similar process takes place when the moisture sensor comes in 
contact with water; it activates the buzzer through the processor. When the Pi camera captures an image, it stores the image. Based 
on the parameters and trained model sets, the image is processed by yolov3 and if the staircase is detected, it sends the feedback to 
the processor which then activates a voice message stating the obstacle that is detected. 
When the Button 1 on the Smart Band is pressed, it activates the buzzer through Radio frequency transmission. When the Button 2 
on the Smart Band is pressed, it initiates the GPS module to send location via IoT back to the NodeMCU which then sends that 
location with an alert message to the application of the contacts having the Blynk application. 

 
Fig. 7: Sequence Flow of Raspberry Pi and NodeMCU 
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V. RESULTS 
The Smart E – Cane and Smart Band devices are powered on when a power source of 9V or more is provided to them. In order to 
initiate the working of Smart E – Cane and to view the output from various sensors along with the status of output devices they are 
connected to, we execute the run command in the terminal window of Raspberry Pi. 

  
Fig. 8: (Left) Output of Ultrasonic sensor showing distance from object with vibrator status. (Right) Output on command prompt 

showing water detected by moisture sensor 

When Button 1 on the Smart Band is pressed to locate the Smart E – Cane, the receiver on the Smart E – Cane receives the signal 
from the transmitter on the Smart Band and activates the buzzer on the Smart E – Cane. This is depicted in figure 9. 

 
Fig. 9: Button 1 on Smart Band pressed, activating buzzer on Smart E – Cane 

When the Button 2 on the Smart Band is pressed, the GPS module obtains and sends the location to the NodeMCU which then sends 
it to the Blynk app, which alerts the respective contact of the user. When the button isn’t pressed, the status is left blank as shown in 
figure 10. 

  
Fig. 10: (Left) Location of user with alert notification on Blynk app of the emergency contact. (Right) Location of the user with 

blank status on Blynk app 
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When the user comes in front of an obstacle such as the staircase, the processor detects it and produces an output as shown in figure 
11. A voice message alerts the user if the staircase is detected. We have used YOLOv3 object detection algorithm in our project to 
detect staircase. YOLOv3 produces a confidence score beside the object class when detecting an image. The score is a number 
between 0 and 1 that indicates confidence that the object was genuinely detected [24]. The closer the number is to 1, the more 
confident the model is. In our staircase detector model, we have defined cut-off threshold level as 0.25. In that case, we would 
ignore the remaining objects because those confidence scores are below 0.25.  

 
Fig. 11: Staircase detection with a confidence score of 0.80 or 80%. 

 
Fig. 12: Prototype model of Voice Assisted Smart E-Cane for the Visually Challenged Using Machine Learning 

VI. CONCLUSIONS 
Voice Assisted Smart E-Cane for the Visually Challenged Using Machine Learning, this prototype model is a great electronic aid 
for the visually challenged and the blind. It not only alerts the user if the obstacle is detected but also provides security for the user. 
The Smart E-Cane with Raspberry Pi microprocessor detects the obstacles using ultrasonic sensors and alerts the user by vibrator 
motor. Intensity of the vibrations depends on how far the obstacle is located, if the obstacle is far the intensity is low otherwise the 
intensity is high. 
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 The Smart E-Cane detects the water in the surrounding using moisture sensor and alerts the user by buzzer sound. Most important 
feature is the detection of staircase and it is done using Deep Learning and Neural Network concepts, where it uses YOLOv3 the 
latest, popular object detection algorithm. If the staircase is detected the voice playback saying “STAIRCASE FOUND” is played. 

VII. FUTURE SCOPE 
Our prototype model can further be powered by solar cells instead of Li-ion battery as they have to be replaced often. Can establish 
wireless communication between the components to achieve the compactness of the system. As the prototype model only detects 
staircase, further it can be trained to detect other elevated surfaces like ladder, an inclined plane, ramp etc. To increase the 
processing speed and to reduce the delay occurred, one can go with GPU (Graphical Processing Unit) or high-speed processors. 
Moreover, earphones can be made use for the better clarity of the voice playback and to speak to the concerned person at any 
location. 
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I. INTRODUCTION 
Aluminum matrix composites are under consideration in aerospace, automotive and military industries, because 

of their low weight, high strength and excellent abrasion resistance [1]. Stir casting is a preferred method for 

fabrication of aluminum matrix composites due to its low cost, simplicity, flexibility and capability of mass 

production. However, this method has always been accompanied by the formation of lots of structural defects in 

composite materials. Poor wettability and nonuniform distribution of reinforcing particles, segregation and 

agglomeration of the reinforcement particles in the matrix, weak matrix-reinforcement interface and presence of 

porosity and destructive phases are some important structural defects of stir casted composites [2]. 

Poor wettability of reinforcements in the melt means that the molten matrix cannot wet the surface of 

reinforcement particles. Therefore, when the reinforcement particles are added into the molten matrix, they float 

on the melt surface [3, 4]. Poor wettability of reinforcing particles in the molten metal could be a cause of oxide 

films on the melt surface or presence of a gas layer on the ceramic particles surface. More importantly, very 

large specific surface area and increased surface energy during combining two different phases lead to reducing 

the wettability of ceramic particles within the molten matrix [5]. 

Various techniques are used for increasing the wettability of reinforcing ceramic particles inmolten metal. 

Modification of surface oxide layer on the molten metal by addition of some alloying elements such as 

magnesium and calcium and heat-treating the particles for desorption of gases adsorbed on the particles are 

appropriate techniques for improving the reinforcement’s wettability [6]. Metal coating of the reinforcement 

particles is known as the most favorite techniques for improving the ceramic particulates wettability trough 

modification of surface tension. A considerable focus of studies on fabrication of metal matrix composites using 

coated reinforcing particles were carried out in recent years. In this study, nickel coating of B4C reinforcement 

particles is considered for successful fabrication of aluminum matrix composites, free of any structural defects. 

Coatings enhance the mechanical and tribological properties of the base material. Electroless Ni coating is one 

of the popular techniques used in scientific as well as in industrial domains [7, 8]. Recently the electroless 

coatings have gained wide popularity in automobile, chemical, mechanical, and aerospace industries due its 

ability to produce hard, wear resistant, friction resistant, and corrosion resistant surface. Completely new 

material concepts are successfully used, especially for coatings, to implement key optimizations of properties 

often with reduced material consumption, with low technical effort, and at low process costs. The electroless 

ABSTRACT: In the present work investigations have been made on effect of nickel coated B4C 

particulates addition on the tensilebehavior of Al7020 alloy. Nickel coating on the B4C particles was 

done by using electroless coating method.Composites were prepared by using liquid melt method, 6 

and 8 wt.% of B4C particulates were used to fabricate the Al7020 alloy composites. Samples were 

tested for microstructural characterization by using scanning electron microscopeand X-Ray 

diffraction. Mechanicalbehaviors like hardness, ultimate tensile strength, yield strength and 

percentage elongation were evaluated as per ASTM standards. Scanning electron micro 

photographs revealed the uniform distribution of nickel coated B4C particulates in the Al7020 alloy 

and confirmed XRD patterns. Further, hardness and tensile properties of base matrix Al7020 alloy 

was enhanced with the addition of B4C particulates and ductility was slightly reduced. Fractography 

study was conducted on the tensile fractured specimens. 

Keywords: Al7020 Alloy, Nickel Coated B4C particulates,Microstructure, Hardness,Tensile 

Strength, Fractography 
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deposition of metallic nickel from aqueous solution in the presence of hypophosphite was first noted as a 

chemical accident by Wurtz in 1844 (Mallory and Hajdu 1990). Electroless plating is an autocatalytic process, 

where the substrate develops a potential when it is dipped in electroless solution called electroless bath, which 

contains a source of metallic ions, reducing agent, complexing agent, stabilizer, additives, and wetting agents 

etc. 

The present study is to synthesize Al7020-B4C particulate MMC using stir casting method, by taking uncoated 

and nickel coated B4C particulates as the reinforcement material. In order to improve wettability and distribution 

of reinforcing particles a novel two stage mixing combined with preheating of the reinforcing particles is being 

adopted and the as cast Al7020 and 6 and 8wt. % of B4Cparticulates of the prepared composites were subjected 

to metallographic studies, hardness and tensile behavior as per ASTM standards. 

 

II. EXPERIMENTAL DETAILS 
Materials Used 

In the present study Al7020 is used as the matrix material, most of the applications in areas such as aerospace, 

automobile, marine make use of 7xxx series, aluminium zinc series alloys. Al7020 normally has 5% zinc. The 

theoretical density of Al7020 is taken as 2.84 g/cm
3
. 

 

Table 1: Chemical composition of Al7020 Alloy 
Element Si Cu Mg Mn Fe Zn Cr Al 

Wt. (%) 0.35 0.2 1.2 0.50 0.40 5.0 0.30 Balance 

 

In the present work, micro B4C particulates are used as the reinforcement materials, 80 to 90 micron particulates 

were used procured from Speedfam Ltd., Chennai. The density of boron carbide is lesser than the matrix 

material, which is 2.52 g/cm
3
. 

 

III. METHODOLOGY 
In the present study B4C particulates were used as the reinforcement particles. These B4C particles were coated 

by nickel by using the electroless coating process to enhance the wettability between the matrix and the 

reinforcement. The fabrication of Al7020-B4C composites were carried out by liquid metallurgy route via stir 

casting technique.Calculated amount of the Al7020alloy ingots are charged into the furnace for melting. The 

melting point of aluminium alloy is 660 °C. The melt superheated to a temperature of 730°C. The temperature 

was recorded using achrome-alumel thermocouple. The molten metal is then degassed using solid 

hexachloroethane (C2Cl6) for 3 min. A stainless-steel impeller coated with zirconium is used to stir the molten 

metal to create a vortex. The stirrer will be rotated at a speed of 300rpm and the depth of immersion of the 

impeller was 60 percent of the height of the molten metal from the surface of the melt. Further, the nickel coated 

B4C particulates were preheated in a furnace upto500 °C will be introduced into the vortex. Stirring is continued 

until interface interactions between the reinforcement particulates and the matrix promotes wetting. Then, 

Al7020- 6wt. %B4C mixture was poured into permanent cast iron mold having dimensions 120mm length and 

15mm diameter. Similarly, composites are prepared for 8weight percentage of nickel coated B4C particles 

reinforced composites. 

 

Evaluation of Properties 

The castings thus obtained were cut to appropriate size of 15 mm diameter and 5 mm thickness which is then 

subjected to different levels of polishing to get required sample piece for microstructure study. Initially, the 

sliced samples were polished with emery paper upto 1000grit size followed by polishing with Al2O3 suspension 

on apolishing disc using velvet cloth. This was followed by polishing with 0.3 microns diamond paste. The 

polished surface of the samples etched with Keller’s reagent and finally subjected to microstructure study under 

the scanning electron microscope. 

Hardness test was conducted by using Brinell hardness testing machine as per ASTM E10 standard. The 

tensilestudy was carried out on the cut specimens as per ASTM E8 [9]standards using Electronic Universal 

Testing machine at room temperature to study properties like tensile strength, yield stress and percentage of 

elongation. 

 

IV. RESULTS AND DISCUSSION 
Microstructural Study 

Figure 1a and b-c shows the SEM micrographs of as cast alloy Al7020 and the composites of 6 and 8 wt. % of 

nickel coated B4C reinforced with Al7020 alloy composites. These two examined samples were chosen from the 

middle segment from the cylindrical specimens. The microstructure of as cast Al7020 alloy comprises of fine 

grains of aluminium solid solution with an enough dispersion of inter-metallic precipitates. 
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Fig. 1 Scanning electron micrographs of (a) as cast Al7020 alloy (b) Al7020-6 wt. % Nickel coated B4C (c) 

Al7020-8 wt.% Nickel coated B4C particles reinforced composites 

 

The strong interfacial bonding between the Al7020 alloy and B4C particulates obtained due to the addition of 

nickel coated B4C particles. Fig. 1b-c represents the SEM micrographs of 6 and 8 wt. % nickel coated B4C 

particulates reinforced composites. From the micrographs, it is revealed that the composites are free from pores 

and other surface damages. Nickel coated particles are uniformly distributed all over the Al7020 alloy matrix. 

This is mainly due to the enhanced wettability of the B4C particulates due to the nickel coating. 

 

 
Fig.2: X-ray diffraction pattern of Al7020-8 wt.% of Nickel coated B4C particulates reinforced composites 
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Fig. 2 shows the X-ray diffraction (XRD) pattern taken for Al7020 alloy with 8 wt.% of B4C particulates 

reinforced composites It can be observed that peak height increases and then decreases on 2-theta scale 

indicating the presence of different phases of material. In fig. 2 it is visible that X-ray intensities of peak are 

higher at 38
˚
, 65

˚
, 78

˚
& 83

˚
indicating the presence of aluminium phase. Similarly, B4C particulates phases are 

identified at 31
˚
, 37

˚
, 50

˚
 and 53

˚
. 

 

Hardness Measurements 

From the fig.3, it is observed that there is an increase in the hardness of Al7020 with addition of 6 and 8wt % of 

nickel coated B4C particulates addition. The graph shows the variation of hardness of Al7020 alloy with B4C 

reinforcement particulate. It can be concluded that the addition of wt. % of B4C particulate results in increasing 

the hardness. The hardness of a soft material such as Aluminum matrix is increased when it is reinforced with a 

hard particulate i.e., B4C [10, 11]. 

 

 
Fig. 3: Hardness measurements of Al7020-6 and 8 wt.% of Nickel coated B4C composites 

 

Ultimate Tensile Strength 

Fig.4 shows the variation of ultimate tensile strength (UTS) of base alloy, when reinforced with 6 and 8 wt. % of 

nickel coatedB4C particulates. The ultimate tensile strength of Al7020- B4C composite material increases as 

compared to the cast base Al7020 alloy. The microstructure and properties of hard ceramic B4C particulates 

control the deformation of the composites. Due to the strong interface bonding, load from the matrix transfers to 

the reinforcement resulting in increased ultimate tensile strength. This increase in ultimate tensile strength 

mainly is due to presence of B4Cparticleswhich are acting as barrier to dislocations in the microstructure [12]. 

The improvement in ultimate tensile strength may also be due to alloy strengthening of the matrix, followed 

with a reduction in grain size of the composites, and the formation of a high dislocation density in the Al7020 

alloy matrix due to the difference in the thermal expansion between the metal matrix and the B4C reinforcement. 

Further, the enhanced strength is mainly due to the addition of nickel coated B4C particulates, which created the 

strong interfacial bonding between the Al7020 alloy and the 90 micron size nickel coated B4C particles. 

 

Fig. 4:Showing the ultimate tensile strength of Al7020 alloy-6 and 8 wt.% of nickel coated B4C composites 
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Yield Strength 

Fig.5 shows variation of yield strength (YS) of Al7020 alloy matrix with 6 and 8 wt. % of micro B4C particulate 

reinforced composite. By adding 6 and 8 wt. % of nickel coatedB4Cparticulates yield strength of the Al alloy 

increased from 162.80 MPa to 241.7MPa and 291.25 MPa respectively.This increase in yield strength is in 

agreement with the results obtained by several researchers, who have reported that the strength of the particle 

reinforced composites is highly dependent on the volume fraction of the reinforcement. The increase in YS of 

the composite is obviously due to presence of hard nickel coated B4Cparticles which impart strength to the soft 

aluminum matrix resulting in greater resistance of the composite against the applied tensile load [13]. In the case 

of particle reinforced composites, the dispersed hard particles in the matrix create restriction to the plastic flow, 

thereby providing enhanced strength to the composite [14]. 

 

 
Fig. 5:Showing the yield strength of Al7020 alloy-6 and 8 wt.% of nickel coated B4C composites 

 

Percentage Elongation 

Fig. 6 demonstrating the impact of microB4C content on the elongation (ductility) of the composites. It can be 

seen from the chart that the flexibility of the composites diminish essentially with the 6 and 8 wt. % B4C 

fortified composites. This diminishing in rate prolongation in correlation with the base amalgam is a most 

usually happening detriment in particulate fortified metal lattice composites [15]. The lessened pliability in 

composites can be ascribed to the nearness of B4C particulates which may get broke and have sharp corners that 

make the composites inclined to restricted split start and proliferation [16].  
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Fig. 6 Showing the percentage elongation of Al7020 alloy-6 and 8 wt.% nickel coated B4C particulates 

reinforced composites 

Fracture Studies 

Fracture mechanisms of as cast alloy and composite samples after tensile testing were studied by using SEM 

images of fracture surfaces (figure 7a-c). The as cast Al7020 alloy fracture mode is a ductile fracture mode as 

shown in figure 7-a, which has large number of dimple shaped structures, no crack can be seen. 

Figure 7b and 7c shows that 6 and 8 wt. % B4C reinforced MMCs fracture structures have less ductile failure. 

During tensile test it is accepted that particle cracking along with matrix material fracture, de-bonding between 

the alumina particles and Al matrix alloy interface are some of the reasons for failure MMCs. Small voids 

observed in the case of 8 wt. % B4C composites, fractured surfaces showed local stresses at the interfaces is 

more and so crack at reinforcement particles mechanism is observed. 

 

 
  

 
Fig. 7:Showing the SEM micrographs of tensile fractured surfaces of (a) as cast Al7020 alloy (b) Al7020-6 

wt.% of Nickel coated B4C (c) Al7020-8 wt.% of Nickel coated B4C particulates reinforced composites 
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V. CONCLUSIONS 

In this research, Al7020 alloy with 6 and 8 weight % of nickel coated B4C particles reinforced composites have 

been fabricated by stir casting method. The microstructure, ultimate tensile strength, yield strength, percentage 

elongationand fractography of prepared samples are studied. The matrix is almost pore free and uniform 

distribution of micro particles, which is evident from SEM microphotographs. The XRD analysis confirms the 

presence of B4C particles in the Al alloy matrix. The hardness andtensile properties of Al7020-6 and 8 wt. % 

nickel coated B4C composites are superior to those of unreinforced material. There was slight decrease in the 

ductility of the composites as compared to the base Al7020 alloy matrix. The fracture surface of the composite 

material consists of voids which formed by the strain localization. These voids were then coalesced during 

tensile loading, resulting in the formation of dimple appearance at the fracture surface. 
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Abstract 
Micro particulates reinforced metal matrix composites are well 

suited for large number of automotive and marine applications. In 

the current study, an investigation made on fabrication of B4C 

reinforced Al7020 alloy composites and evaluation of properties. 

Al7020- B4C composites were synthesized by melt stirring process. 

The weight percentage of B4C particulates were varied in steps of 

2 and 4 %. Microstructural characterization was carried out by 

using scanning electron microscope and energy dispersive 

spectroscope. Prepared composites were evaluated for hardness 

and tensile strength as per ASTM standards. Scanning electron 

micro photographs revealed the distribution of B4C particulates in 

the Al matrix and were confirmed by EDX analysis. B4C 

particulates reinforced composites were shown more enhanced 

properties as compared to A7020 alloy.  

Keywords: Al7020 Alloy, B4C particulates, Microstructure, 

Hardness, Tensile Strength 

 

1. Introduction 
 

Aluminium matrix composites AMCs have 

evolved as a potential materials to alternate 

conventional monolithic aluminium alloys in many 

applications owing to its high specific strength and 

stiffness, low density, low thermal expansion coefficient 

and high wear resistance [1]. AMCs are used in 

numerous industries that are not limited to aerospace, 

automotive, defense, naval and electronic packaging. 

For structural applications, the strength of 

aluminium is enhanced by alloying or reinforcing with 

ceramic particles. However, the strength obtained by 

alloying is limited to lower temperatures whereas the 

dispersion of inert hard particles helps in getting high 

strength not only at low temperature but also retaining 

it at high temperature. Several aluminium matrix 

composites have been developed for a wide range of 

applications with reinforcements of SiC, TiC, Al2O3 and 

B4C [2]. Amongst these reinforcements, boron carbide is 

the lightest (density 2.52 g/cc) and the hardest 

material. B4C is known to be neutron absorber and so 

the Al-B4C composite is used as a nuclear fuel storage 

material. Also, due to its light weight and high wear 

resistance, this composite finds application as armour 

plates [3].  

An important issue in the production of metal 

matrix composites is the chemical compatibility 

between the matrix and the reinforcement, particularly 

when using liquid metal processes [4, 5]. Casting of 

MMCs is an attractive processing method since it is 

relatively inexpensive and offers a wide selection of 

materials and processing conditions. But poor wetting 
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between Al and B4C below 1100˚C means that it is 

difficult to produce Al-B4C composites by mixing 

particles into the liquid phase. In order to enhance the 

wettability of ceramics and improve their incorporation 

behavior into Al melts, particles often heat treated or 

coated. 

Therefore, K2TiF6 flux is used in order to 

increase the wetting between Al and B4C and facilitate 

the incorporation of B4C particles into molten 

aluminium. To avoid insufficient reaction phase at the 

interface and to lower the processing cost, no additional 

processes except the traditional casting methods were 

used in this study. 

In this study, an attempt has been made to 

prepare Al7020 alloy composites by adding 2 & 4 wt. % 

of B4C particulates into matrix by using a novel two 

stage reinforcement addition method. Further, the 

prepared Al7020 – B4C composites were studied for 

hardness and tensile behavior. 

EXPERIMENTAL DETAILS 

Materials Used 

Metal matrix composites containing 2 and 4 

weight rates of B4C particles were created by liquid 

metallurgy course. For the generation of MMCs, an 

Al7020 alloy was utilized as the framework material 

while B4C were utilized as the fortifications. The 

theoretical density of grid material Al7020 amalgam is 

2.80g/cm3 and support particulates B4C is 2.52g/cm3. 

The chemical substance of Al7020 composite utilized as 

a part of the work is given in the table 1. 

Table.1 Shows the chemical composition of the Al7020 

alloy used in the present study. 

 

Elements Si Fe Cu Mn Mg Cr Zn Al 

Percentage 0.35 0.4 0.2 0.5 1.2 0.3 5.0 Balance 

 

Preparation of Composites 

The B4C particle reinforced Al7020 alloy metal 

matrix composites have been produced by using a 

vortex method. Initially calculated amount of Al7020 

alloy was charged into SiC crucible and superheated to a 

temperature 730˚C in an electrical resistance furnace. 

The furnace temperature was controlled to an accuracy 

of ±10 degree Celsius using a digital temperature 

controller. Once the required temperature is achieved, 

degassing is carried out using solid hexachloroethane 

(C2Cl6) to expel all the absorbed gases. The melt was 

agitated with the help of a zirconia coated mechanical 

stirrer to form a fine vortex. A spindle speed of 300 rpm 

and stirring time 3-5 min. were adopted. The B4C 

particulates were preheated to a temperature of 500 

degree Celsius in a pre-heater to increase the 

wettability. The pre-heated B4C particles introduced 

into melt in steps of two at constant feed rate of 1.2-1.4 

g/sec. After holding the melt for a period of 5 min., the 

melt was poured from 710 degree Celsius into a 

preheated cast iron mould having dimensions of 

120mm length x 15mm diameter. 

Testing 

Metallographic test specimens of 5mm 

thickness were prepared by cutting the as cast and B4C 

strengthened Al7020 combination composites. Test 

samples were polished according to the standard 

metallographic methodology and etched with Keller's 

reagent. The microstructure was viewed utilizing 

scanning electron microscope instrument. 

The tensile properties of the example were 

measured by utilizing a universal testing machine at 

room temperature in light of ASTM E 8 standard. 

Hardness of as cast Al7020-B4C amalgam composites 

were directed to know the impact of small scale B4C 

particles in the network material ASTM E 10 standard. 

The cleaned examples were tried for their hardness, 

utilizing Brinell hardness testing machine having ball 

indenter for 250 kg stack and abide time of 30 sec., 
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three arrangements of readings were taken at better 

places of the example and a normal esteem was utilized 

for figuring.  

RESULTS AND DISCUSSION 

Microstructural Studies 

 (a)                                                                  (b) 

 

 

 

 

 

 

 

                (c) 

 

 

Fig. 1.  a-c Showing the scanning electron 

microphotographs of (a) as cast Al7020 alloy (b) with 2 

wt.% of B4C & (c) with 4 wt.% of B4C 

 

Figure 1 (a-c) shows the SEM microphotographs of 

Al7020 alloy as cast and Al7020 with 2 and 4 wt. % of 

B4C particulate composites. This reveals the uniform 

distribution of B4C particles and very low 

agglomeration and segregation of particles, and 

porosity. 

Fig. 1 b-c clearly show and even distribution of 

B4C particles in the Al7020 alloy matrix. In other words, 

no clustering of B4C particle is evident. There is no 

evidence of casting defects such as porosity, shrinkages, 

slag inclusion and cracks which is indicative of sound 

castings. In this, wetting effect between particles and 

molten Al7020 alloy matrix also retards the movement 

of the B4C particles, thus, the particles can remain 

suspended for a long time in the melt leading to uniform 

distribution. 

 

 

 

 

 

                            Fig. 2 EDS spectrum of (a) as cast Al7020 

alloy (b) Al7020-4% B4C composites 

 

In order to confirm the presence of B4C energy 

dispersive spectroscope analysis was carried out at the 

edge of the B4C particle and Al alloy matrix. The EDS 

spectrum reveals the presence of Al, Zn, Cu, Mg, B and C 

in the interface reaction layer (fig. 2-b). 

 

Hardness Measurements 

Hardness is a property of a material that 

indicates the ability of the material to resist local plastic 

deformation. Fig. 3 shows the influence of the micro B4C 

particle contents on the hardness of the Al7020 alloy. 

The hardness values are positively correlated with the 

weight percentage of micro particles, because particles 

strengthened the matrix. Furthermore, the results show 

that B4C reinforced MMCs harder than Al7020 alloy due 
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to Hall-Petch and Orowan strengthening mechanisms as 

well as the good interface between the reinforcement 

and matrix [6]. Al7020-4 wt.% B4C composites shows 

more hardness, the increase in hardness of these 

composites as the B4C fraction increases can be 

attributed to the dispersion strengthening effect [7]. By 

adding 4 wt. % B4C particulates into the Al7020 alloy, 

the hardness increased of Al7020 alloy increased to 85 

BHN from 63 BHN. 
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                    Fig. 3 Shows the hardness of Al7020 alloy 

and B4C reinforced composites 

Tensile Behavior 

Fig. 4 and 5 shows the ultimate and yield 

strength of aluminium matrix composites (AMCs) 

reinforced with 2 and 4% micro B4C particles. The 

ultimate tensile and yield strength of the composite 

increases as the content of reinforcement increases to 

4%. The increase in tensile strength of AMCs containing 

B4C is mainly due to the load bearing effect and 

mismatch of the strengthening mechanism. The 

difference between the co-efficient of thermal 

expansion of B4C (5x10-6/˚C) and the aluminium matrix 

(25x10-6/˚C) results in a high dislocation density and 

thermally induced residual stresses [8-10]. These 

induced dislocations and thermal stresses act as a 

barrier to the dislocation movement. Hence, the 

strength of the AMCs containing micro sized B4C 

increases.  
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Fig. 4 Shows the ultimate tensile strength of 

Al7020 alloy and B4C reinforced composites 

The increase in the ultimate tensile strength 

and yield strength upon the addition of B4C particles is 

18.5% and 17.7% respectively. This is mainly due to 

Hall-Petch strengthening mechanism, which results 

from grain size refinement, the load bearing effect, and 

the Orowan and mismatch strengthening mechanisms 

[11, 12].  
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         Fig. 5 Shows the yield strength of Al7020 alloy and 

B4C reinforced composites 

CONCLUSIONS 

The present work entitled, “Microstructure, hardness 

and tensile behavior of micro B4C reinforced Al7020 

alloy composites” has led to the following conclusions: 

• The liquid metallurgy technique was 

successfully adopted in the preparation of 
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Al7020 alloy reinforced with 2 and 4wt. % B4C 

particulates. 

• The micro structural studies from scanning 

micro photographs revealed the uniform 

distribution of the B4C particulates in the 

Al7020 alloy matrix. 

• The Energy Dispersive (EDS) analysis 

revealed the presence of B4C particles in 

Al7020 alloy composites. 

• Hardness of the Al7020-B4C composite was 

found to be more than base Al matrix. 

• The ultimate tensile strength of the composites 

was found to be higher than that of base 

matrix. The improvements in UTS by adding 4 

wt. % of B4C was increased by 18.5 %. 

• The yield strength of the composites found to 

be higher than that of base matrix. The yield 

strength of base matrix Al7020 is increased 

from 162.8 MPa to 191.7 MPa after addition of 

4 wt. % of B4C particulates. 
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Abstract
Nano particulates fortified metal lattice composites are finding extensive variety of utilizations in car and
sports hardware fabricating businesses. In the present investigation, an endeavor has been made to create
copper-zinc-nano ZrO  particulates strengthened composites by utilizing fluid liquefy technique. 4, 8 and 12
wt. % of nano ZrO  particulates were added to the Cu-Zn base grid. Microstructural studies were finished by
utilizing SEM and EDS examination. Mechanical behavior of Cu-Zn-4, 8, 12 wt. % of nano ZrO  composites
were assessed according to ASTM benchmarks. Checking electron micrographs uncovered the uniform
dispersion of nano ZrO  particulates in the copper zinc composite network. EDS examination affirmed the
nearness of Zr and O components in nano ZrO  strengthened composites. Further, it was noticed that
hardness, UTS, yield quality of Cu-Zn composite expanded with the expansion of 4, 8 and 12 wt. % of nano
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Estimation of genetic diversity for yield and yield 

attributing traits in rice (Oryza sativa L.) 

 
Manjunatha B, Nagaraja Kusagur and Niranjana kumara B 

 
Abstract 

The present investigation was carried out in Agricultural and Horticultural Research Station, Kattalagere. 

The nature and magnitude of genetic divergence were estimated in 23 rice genotypes in six environments 

using Mahalanobis D2 – statistics by considering 13 quantitative characters. D2 analysis revealed 

considerable amount of diversity in the material. The genotypes were grouped into six clusters. Cluster I 

constituted maximum number of genotypes (16). The genotypes falling in cluster II had the maximum 

divergence. The inter cluster distance was maximum between cluster I and IV (10.34) followed by cluster 

III and V (9.82), suggesting that the genotypes constituted in these clusters may be used as parents for 

future breeding programme. Traits like; days to maturity, plant height(cm), Number of grains per panicle, 

Test weight (g), Harvest Index (%), Days to 50% flowering, Panicle length (cm) were the major 

contributors to genetic divergence. 

 

Keywords: Estimation of genetic attributing traits in rice horticultural Oryza sativa L 

 

Introduction 

Rice (Oryza sativa L.), belongs to the family Graminae, recognized as “millennium crop” 

expected to contribute towards food security in the world, as it is one of the staple cereal crops 

of the world and a primary source of food for more than half the world’s population. With an 

alarming increase in the population throughout the world, the demand for rice will continue to 

increase in near future. Therefore, rice breeders across the world aim at increasing the grain 

yield of rice (Song et al., 2007). Genetic diversity is pre-requisite for any crop improvement 

programme, as it helps in the development of superior recombinants (Manonmani and 

Fazlullah Khan, 2003) [3]. Genetic divergence among the genotypes plays an important role in 

selection of parents having wider variability for different characters (Nayak et al. 2004) [4]. 

Genetic divergence is the total number of genetic characteristics in the genetic makeup of a 

species. It serves as a way for populations to adapt to changing environments. Information on 

the nature and degree of genetic divergence would help the plant breeder in choosing the right 

parents for breeding program. The D2 technique based on multivariate analysis developed by 

Mahalanobis (1936) [2] had been found to be a potent tool in quantifying the degree of 

divergence in germplasm. 

 

Material and methods: The present investigation was carried out in Agricultural and 

Horticultural Research Station, Kathalagere. The experiment was laid out in Randomized 

Complete Block Design (RCBD) with two replications in puddle field at all locations. Seeds of 

rice genotypes were sown on 22nd of June 2018 at Kattalagere in raised beds of one sq m each. 

Twenty days old seedlings were transplanted to the main field at the rate of one seedling per 

hill by following Randomized Complete Block Design. The recommended packages of 

practice were followed to get a normal healthy crop. List of advanced breeding lines (F6) used 

under present investigation including checks (Table 1). Genetic diversity was assessed using 

Mahalanobis’ (1936) [2] D2 statistics using WINDOSTAT software. 

 

Results and discussion: The amount of diversity available in the crop decides the success of 

any crop improvement programme with manifold objectives. Assemblage and assessment of 

divergence in the germplasm is essential to know the spectrum of diversity. Improvement in 

grain yield is normally attained through involvement of the genetically diverse parents in 

breeding programmes. For identifying such diverse parents for crossing, by means of 

Mahalanobis’s D2 statistics has been used in several crops. It is a powerful tool used to 

quantify the genetic divergence between the genotypes and to relate clustering pattern with the 

geographical origin. The present study was focused to assess the genetic diversity in twenty 

http://www.phytojournal.com/
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three rice advanced breeding lines using Mahalanobis’ D2 

statistics. Of the several methods available, Mahalanobis’ 

generalized distance estimated by D2 statistic (Rao, 1952) [5] 

is a unique tool for discriminating populations considering a 

set of parameters together rather than inferring from indices 

based upon morphological similarities, eco- geographical 

diversity and phylogenetic relationship. So as to enumerate 

the diversity in twenty advanced breeding lines of rice, 

thirteen quantitative characters were studied and their fitness 

was assessed using the concept of Mahalanobis’ generalized 

distance (D2). Genetic diversity analysis assists in studying 

nature of diversity among the advanced breeding lines. With 

the purpose of finding the genetically diverse genotypes for 

their uses in recombination breeding programme, 

Mahalanobis’ generalized (D2) analysis was carried out with 

thirteen characters studied. Advanced breeding lines 

distributed into five clusters. This cluster pattern showed that 

cluster I consists of maximum of sixteen number of advanced 

breeding lines, cluster II consists of three, cluster IV consists 

two and remaining two clusters are solitary. The distribution 

pattern of rice advanced breeding lines into five clusters is 

shown in Table 2. Intra and inter relation of clusters judged by 

average D2 values. The maximum intra cluster distance 

noticed in cluster IV (1.58). Diversity among the clusters was 

in the range of 1.47 to 10.34. Cluster I and cluster IV showed 

maximum inter cluster distance (10.34) followed by the 

cluster III and cluster IV (9.82). The lowest inter cluster 

distance was observed between cluster I and cluster III (1.47). 

The average D2 values of intra and inter clusters distances are 

mentioned in Table 2. The cluster means regarding thirteen 

characters across the five clusters are mentioned in Table 3. 

The advanced breeding lines with respect to days to fifty per 

cent flowering belongs to cluster IV showed highest mean 

value of (104.63), while cluster III showed the least mean 

value days to fifty per cent flowering (85.75). The advanced 

breeding lines belong to cluster III showed the least mean 

value days to maturity (125.00). While cluster IV showed 

highest mean value for days to days to maturity (131.63). 

With respect to plant height, advanced breeding lines belongs 

to cluster I showed highest mean value of (86.06 cm), while 

cluster II showed the least mean value of plant height (76.72 

cm) Table 4. Across the thirteen characters with the five 

clusters, the cluster II with total score of 36 secured first rank 

followed by cluster III and cluster V with 38 score secured 

second rank. Cluster IV with two advanced breeding lines is 

the most divergent group with a maximum intra-cluster 

distance (1.58) and these results are on par with the results of 

Tuhina et al. (2012) [7] as they obtained five clusters for forty 

three upland rice accessions and they had noted the highest 

number of advanced breeding lines (14) in cluster I and 

lowest in cluster II, III and IV (01). The clustering pattern of 

the genotypes revealed that the clustering did not follow any 

particular patterning clustering with respect to the origin 

(Ushakumari and Rangaswamy, 1997). It is desirable to select 

advanced breeding lines from these clusters showing high 

inter cluster distance and also with high grain yield as parents 

in recombination breeding programme for obtaining wide 

variability and desirable segregants. Sixteen advanced 

breeding lines were present in cluster I. likewise in cluster II, 

two in cluster IV and one genotype each were present in III 

and V clusters. These results are in conformity with the 

observations made by Sohrabi et al. (2012) [6]. 

Proportion of contribution of each character to total D2 

statistics showed significant differences and they are 

mentioned in Table 2 The selection and choice of parents 

mainly depends upon contribution of characters towards 

divergence (Nayak et al., 2004) [4]. The most important 

character contributing to the divergence among the thirteen 

quantitative characters studied was days to maturity which is 

more responsible for increasing grain yield. This was 

followed by plant height (cm), number of grains per panicle, 

test weight, harvest index, days to fifty per cent flowering,), 

panicle length (cm), number of tillers per plant, number of 

spikelets per panicle, panicle fertility (%), straw yield (kg/ha), 

grain yield (kg/ha), days to maturity and number productive 

of tillers per plant. These observations are in accordance with 

the findings of Banumathy et al. (2010) [1]. 

 
Table 1: List of advanced breeding lines (F6) used under present investigation including checks. 

 

Cross combinations Code Advanced breeding lines Grain shape Grain color 

Jyoti X Biliya 

G1 JB-1-11-7 Medium slender Light red 

G2 JB-1-20-2 Medium slender Light red 

G3 JB-1-22-1 Medium slender Light red 

G4 JB-1-22-2 Medium slender Light red 

G5 JB-1-22-3 Medium slender Light red 

Jyoti X Kesari 

G6 JK-1-7-5 Medium bold Dark red 

G7 JK-1-11-8 Medium bold Light red 

G8 JK-1-12-1 Medium bold Light red 

G9 JK-1-13-1 Medium bold Light red 

G10 JK2-2-1-8-1 Medium bold Light red 

G11 JK2-1-12-1 Medium bold Light red 

Jyoti X Akkalu 

G12 JA-4-1 Medium slender Light red 

G13 JA-4-2 Medium slender Light red 

G14 JA-4-3 Medium slender Light red 

G15 JA-6-2 Medium slender Light red 

G16 JA-6-3 Medium slender Light red 

G17 JA-6-4 Medium slender Light red 

Jyoti X Tunga 

G18 JT-2-15-1 Medium slender Light red 

G19 JT-2-16-1 Medium slender Light red 

G20 JT-2-22-5 Medium slender white 

Jyothi G21  Bold Red 

KHP-2 G22  slender Red 

Tunga G23  Bold white 
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Table 2: Per cent contribution of character towards divergence of twenty advanced breeding lines of rice. 

 

S. No. Characters Contribution (%) 

1. Days to maturity 54.1 

2. Plant height (cm) 9.88 

3. Number of grains per panicle 5.14 

4. Test weight (g) 5.14 

5. Harvest Index (%) 4.74 

6. Days to 50% flowering 4.35 

7. Panicle length (cm) 4.35 

8. Number of tillers per plant 3.16 

9. Number of spikelets per panicle 2.37 

10. Panicle fertility (%) 2.2 

11. Straw yield (kg/ha) 1.8 

12. Grain yield (kg/ha) 1.58 

13. Number of productive tillers per plant 1.19 

 
Table 3: Distribution of twenty advanced breeding lines of rice into different clusters. 

 

Clusters Number of advanced breeding lines Advanced breeding lines 

I 16 
JB-1-20-2, JB-1-22-1, JB-1-22-2, JB-1-22-3, JK-1-7-5, JK-1-11-8, JK-1- 12-1, JK-

1-13-1, JK2-2-1-8-1, JK2-1-12-1, JA-4-1, JA-4-2, JA-4-3, JA-6-2, JA-6-3, JA-6-4. 

II 3 JT-2-15-1, JT-2-16-1, JT-2-22-5. 

III 1 JB-1-11-7. 

IV 2 KHP-2, Tunga. 

V 1 Jyothi 

 
Table 4: Average intra and inter cluster distance values of twenty 

advanced breeding lines of rice 
 

Cluster I II III IV V 

I 0.65 6.34 1.47 10.34 4.84 

II  0.33 7.86 3.56 8.12 

III   0.00 9.82 5.37 

IV    1.58 7.44 

V     0.00 
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Introduction 
 

Rice (Oryza sativa L.) is regarded as one of 

the major cereal crops with high agronomic 

and nutritional importance. It is a major 

source of human food for more than half of 

the world’s population (1). Rice is one of the 

food crops for which complete genome 

sequence is available. Therefore, it is an ideal 

model plant for study of grass genetics due to 

its relatively small genome size of 430 Mb 

compared to other plants (2). Rice is a self-

pollinated cereal crop belonging to the family 

Gramineae (synomym-Poaceae) under the 

order Cyperales and class Monocotyledon 

having chromosome number 2n=24 (1). The 

genus Oryza includes a total of 25 recognized 

species out of which 23 are wild species and 

two, Oryza sativa and Oryza glaberrima are 

cultivated (2).It can survive as a perennial 

crop and can produce a ratoon crop for up to 

30 years but cultivated as annual crop and 

grown in tropical and temperate countries 

over a wide range of soil and climatic 

condition. Rice and agriculture are still 

fundamental to the economic development of 

most of the Asian countries. In much of Asia, 

rice plays a central role in politics, society and 

culture, directly or indirectly employs more 

people than any other sector. A healthy rice 

industry, especially in Asia’s poorer 

countries, is crucial to the livelihoods of rice 
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The experiment was composed of thirty five advanced rice genotypes with 

two replications in Randomized Complete Block Design conducted in 

Agricultural and Horticultural Research Station, kathalagere, University of 

Agricultural and Horticultural Sciences, Shivamogga in kharif 2018.  The 

traits panicles per square metre and yield kg/ha had higher GCV and PCV 

as well as high genetic variability and phenotypic variability. Yield kg/ha 

had high heritability coupled with GCV and PCV. 
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producers and consumers alike. Farmers need 

to achieve good yields without harming the 

environment so that they can make a good 

living while providing the rice-eating people 

with a high-quality, affordable staple. 

Underpinning this, a strong rice research 

sector can help to reduce costs, improve 

production and ensure environmental 

sustainability. Indeed, rice research has been a 

key to productivity and livelihood. 

 

Rice is the second largest produce cereal in 

the world in 158.3million hectare area with 

annual production of about 685.24 

millionmetric tons (3) and also the staple food 

for over one third of the world’s population 

(4) and more than 90% to 95% of rice is 

produced and consumed is Asia (5). Rice 

(Oryza sativa L.) is the staple food in india 

and grown in a wide range of environments 

ranging from the upland areas like Chittagong 

Hill Tracts, Sylhet and Garo Hills, with little 

moisture, to situations where the water is 3-4 

meter deep(6).  

 

Yield enhancement is the major breeding 

objective in rice breeding programmes and 

knowledge on the nature and magnitude of the 

genetic variation governing the inheritance of 

quantitative characters like yield and its 

components is essential for effective genetic 

improvement. Acritical analysis of the genetic 

variability parameters, namely, Genotypic 

Coefficient of Variability (GCV), Phenotypic 

Coefficient of Variability (PCV), heritability 

and genetic advance for different traits of 

economic importance is a major pre-requisite 

for any plant breeder to work with crop 

improvement programs. The present 

investigation was under taken in this context to 

elucidate information on variability, heritability, 

genetic advance, character associations and path 

of effect in promising rice genotypes. A good 

knowledge of genetic resources might also help 

in identifying desirable genotypes for future 

hybridization program. 

Materials and Methods 

 

The experiment was carried out during kharif, 

2018 at Agricultural and Horticultural 

Research station, kathalagere under 

University of Agricultural and Horticultural 

Sciences, Shivamogga, Karnataka. The 

material comprised of thirty five advanced 

rice genotypes own in a randomized complete 

block design with two replications with 

spacing of 20 X 15 cm. Data were recorded 

on five randomly selected plants in each entry 

in each replications for the traits days to 50% 

flowering, Plant height (cm), Productive 

tillers/m
2
 and Yield kg/ha. The data subjected 

to INDOSTAT software to estimate Genetic 

coefficient of variation (%), phenotypic 

coefficient of variation (%), Heritability (%) 

(Broad sense), Genetic Advance and Genetic 

Advance as percent of mean. The estimates 

for variability treated as per the categorization 

proposed by Siva Subramanian and 

Madhavamenon (4), heritability and genetic 

advance as percent of mean estimates 

according to criteria proposed by Johnson et 

al., (2). 

 

Results and Discussion 

 

In the present study analysis of variance 

revealed the existence of significant 

differences among genotypes for all traits 

studied. The mean, variability estimates i.e., 

Genetic coefficient of variation (%), 

phenotypic coefficient of variation (%), 

Heritability (%) (Broad sense), Genetic 

Advance as percent of mean are presented in 

table 1. All traits under studied have higher 

phenotypic coefficient of variation than 

genotypic coefficient of variation. The 

magnitude of phenotypic coefficient of 

variation and genotypic coefficient of 

variation was moderate to high for the traits 

panicles per square metre and yield (3, 5). 

The high PCV observed for yield per hectare 

(5).  
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Table.1 Variability, heritability and genetic advance for quantitative traits in rice 

 

Character Mean Genetic 

coefficient of 

variation (%) 

Phenotypic 

coefficient of 

variation (%) 

Heritability 

(%) 

Genetic 

advance (%) 

Genetic 

advance as 

percent mean 

Days to fifty percent 

flowering 

117 9.90 11.04 0.98 25.88 21.46 

Plant height(cm) 76 17.78 17.40 0.93 23.18 33.44 

Panicles per m
2
 389 22.05 20.65 0.80 155.00 34.66 

Yield kg/ha 3558 30.6 30.36 0.95 2258.00 53.54 

 

The high GCV obtained for number of 

panicles per square metre indicating the 

improvement is possible through selection. 

Genotypic coefficient of variation measures 

the extent of genetic variability percent for a 

trait but does not assess the amount of genetic 

variation which is heritable. Heritability 

estimates were high for all the characters.  

 

The heritability estimates along with genetic 

advance can be useful to predict effect of 

selection in selection programmes. The traits 

like days to fifty percent flowering, yield (7) 

and plant height exhibited high magnitude of 

genetic advance as percent of mean.  

 

The traits plant height, days to fifty percent 

flowering, panicles per square metre and yield 

have high heritability along with genetic 

advance as percent of mean indicate that these 

characters attributable to additive gene effects 

which are fixable revealing that improvement 

in these characters would be possible through 

direct selection. 
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Abstract 

An Analog VLSI Implementation of an on-chip learning neural 

network is described in this paper. The network considered comprises 

an analog feed forward network with digital weights and update 

circuitry. The chip consists of a comparator, incrementer and 

decrementer circuit to update the weights. The training algorithm used 

is Random Perturbation Algorithm. From experimental results it is 

seen that the weights are updated as per the algorithm. Intense 

simulations were carried out in HSPICE simulation tool using 0.18µm 

technology to verify its functioning. 

Keywords : Neural Networks, Perturbation Algorithms, Incrementer, 

Data Connectivity, Image Transformations 

1. Introduction

One of the major impediments to implement an 

artificial neural network is the complexity of the 

hardware required to implement the training 

algorithm.[1,2]. A VLSI neural network can be 

applied in many situations requiring fast, low power 

operations [3]. 

Artificial Neural Networks require to be trained 

to solve any problem. The training can be either 

offline or online. The offline training involves using 

the weights generated by simulation. The weights are 

represented using fixed number of bits for hardware 

implementation. This results in quantization error. On 

chip learning can adjust the weights to obtain the 

desired functionality and reduce the quantization 

error. 

 The back propagation method as well as Random 

Perturbation has been used in  hardware 

implementation for training the network. The back 

propagation method involves implementation of 

circuits to estimate mean square error and derivatives 

of the error function[4]. This results in a complex  

circuit. A simple method of implementing training by 

Random Perturbation has been reported by Kush etal. 

The neural network is implemented as mixed signal 

circuits using multiplying DAC. The analog circuit is 

used to implement the weight perturbation method. 

Here we report an alternative method to perturb the 

weight using partly digital implementation based on  

incrementer and decrementer circuits. The weights are 

stored as charge on capacitors. This requires frequent 

refreshing as capacitors loose their charge over time. 

The weights are updated bit by bit and are stored in 

the memory. Thus the network needs to be trained 

only once or only when a new number needs to be 

solved. The second section gives the basic algorithm 

of Random Perturbation. Third section looks into the 

hardware implementation of the training algorithm. 

The fourth section analysis the test results obtained 

and the finally the conclusion is provided in the 5
th

 

section. 

2. Random Perturbation Algorithm

The artificial neural network consists of a processor, 

control circuit, a training algorithm and a memory to 

store the weights as shown in figure 1. 

Figure 1: Neural Network Block Diagram 
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The processor consists of an analog multiplier and a 

summer. There are different architectures of analog 

neural network reported earlier in literature [5,6,7]. 

The control circuit decides whether neural network 

will be operated in user mode or training mode. Once 

training mode is selected the training algorithm is 

executed and finally the updated weights are stored in 

memory. 

The neural network is trained here by using the 

Random Perturbation Algorithm also called as parallel 

weight update rule[8]. The algorithm begins with the 

generation of random weights and then adjusts the 

weights during every iteration. The following is an 

outline of the algorithm [1] 

 

Initialize Weights; 

Get the error; While (error > error goal); 

Perturb Weights; 

Get New Error; 

If (New Error < Error), Weights=New Weights; Error 

= New Error; Else Restore Old Weights; End End 

The flow of the algorithm has been implemented 

using the flow chart shown in figure 2. 

 
Figure 2:  Flowchart of  RPA 

 

Hardware implementation 

The hardware implementation of the algorithm 

includes an operational amplifier, and an incrementer 

and decrementer circuits as shown in figure 3. 

 

 

Figure 3: Hardware implementation of RPA 

 

Op Amp as a Comparator 

The circuit diagram of the two stage Op Amp is 

shown in figure 4. 

The two stage Op Amp is used as a comparator. 

The first Op Amp is used to compare the input voltage 

V1 with the target plus tolerance voltage V2. The 

output OUT1 of this Op Amp is high if the V1 is 

greater than the V2. Else it is low. 

The second Op Amp is used to compare the input 

Voltage V1 with the target minus tolerance Voltage 

V3. The output OUT2 of this Op Amp is high if the 

V1 is greater than the V3. Else it is low. The 

operational amplifier is designed to meet low power 

dissipation requirements of analog circuits [9]. 

 
 

Figure 4:Two Stage Op Amp 

 

Decrementer Circuit (DEC) 

The gate level description of a one bit incrementer is 

shown in figure 5. 

 
Figure 5: One bit Decrementer Circuit 

 

The decrementer circuit has been implemented to 

carry out two’s complement subtraction. The circuit 

decrements the LSB bit of the weight one bit every 

iteration if the input is higher than the target plus 
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tolerance voltage. If the input voltage V1 is greater 

than target plus tolerance voltage V2 then it V1 is also 

greater than target minus tolerance VoltageV3. Thus 

if OUT1 and OUT2 are both high then the 

decrementer is executed and the weight is 

decremented by one bit. 

 

Incrementer Circuit (INC) 

The gate level description of a one bit Incrementer is 

shown in figure 6. 

 
 

Figure 6: One bit Incrementer Circuit 

 

The circuit increments the LSB bit of the weight one 

bit every iteration if the input is lesser than the target 

plus tolerance voltage. It is obvious that if the input 

voltage V1 is lesser than target minus tolerance 

voltage V3 then V1 is also lesser than target plus 

tolerance VoltageV2. Thus if OUT1 and Out2 are 

both low then incrementer is executed and the weight 

is incremented by one bit. 

The incrementer and decrementer circuit consist of a 

series of Half Adders (HA) arranged in a carry ripple 

fashion. In this work the Random Perturbation 

Algorithm is implemented to update 5 bit weight 

[5,6,7 Hence five Half Adders are used in the 

incrementer and decrementer circuits. 

 

3. Test Results 

Intense simulations were carried out in HSPICE 

simulation tool using 0.18µm technology to verify the 

functioning of the hardware mentioned in section 3 of 

this paper. For various combinations of the input 

voltage, the various outputs have been recorded as 

shown in table 1. 

 

Table 1: Output details at each stage of RPA 

 

V1 V2 V3 OUT1 OUT2 A B 

       

1.5 1.1 0.5 3.3 3.3 3.3 0 

1.1 1.1 0.5 -0.23 3.3 0 0 

0.5 1.1 0.5 -3.3 -0.55 0 0 

0.4 1.1 0.5 -3.3 -3.3 0 3.3 

 

Hardware Implementation 

As explained in section 3, the weights have to be 

updated if the new error is greater than old error. Here 

the weight is decremented if the above mentioned 

case is true as is seen in table 1 where when V1 is 

greater than V2, V1 is also greater than V3 and so 

OUT1 is and OUT2 are high indicated by 3.3V (logic 

1) and hence A is high and B is low triggering the 

decrementer circuit to decrement the weight. Also the 

weights are updated if the input voltage V1 is lesser 

then target minus tolerance Voltage V3 and hence V1 

is also lesser than V2, in which case the weight is 

incremented by one as is obvious from the table1, 

when V1 0.4V and V2 is 1.1V and V3 is 0.5V, OUT1 

and OUT2 both are low (-3.3V Logic 0) and B is high 

and A is low. This triggers the incrementer circuit and 

the weight is incremented by one bit. If the input 

voltage is anywhere in between the target minus 

tolerance Voltage and target plus tolerance Voltage, 

the outputs A and B both are zero and neither the 

incrementer nor the decrementer are executed. Thus 

the old weights are retained as per the Random 

Perturbation Algorit. 

 

4. Conclusion 

A VLSI implementation of an on Chip training 

algorithm for artificial neural network is demonstrated 

in this paper. The Random Perturbation Algorithm is 

implemented using Op Amp as a comparator and the 

decrementer and incrementer to decrease and increase 

the weights respectively. The simulation results show 

that the training circuit follows the algorithm to a 

large extent. The can be extended to update the 

weights constantly and on the fly. 
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Abstract 

Simulation is necessary to identify the defects in most of the digital circuits before the final unit is 

formed. The process of simulation generally caters for displaying logic analysis. Usually, discrete 

logic circuits which are complex in nature are verified by input simulation and testing of outputs by 

boundary scan methods. Logic analysers used for such purposes may uncover hardware defects that 

are not found in simulation. This work covers design and simulation of Digital logic analyser and its 

sub modules Dual Port Random Access Memory (DPRAM), Parallel to serial converter (PTSC), Multi 

Standard Baud Rate Generator and Universal Asynchronous Receiver Transmitter (UART). 

Simulation is done using Xilinx ISE 14.5v EDA tool and FPGA implementation is carried out on 

Xilinx Spartan3 FPGA board. 

 

Keywords: Digital Pattern Generator, Digital Logic Analyser, Dual port RAM, Baud Rate Generator, 

UART.  

 

 

1. Introduction 

Multiple analysis of signals from various digital circuits and systems can be analysed using an 

electronic instrument called logic analyser. These instruments converts the captured information 

to protocol decodes, timing diagrams machine traces and assembly language. When the users required 

to have relationships between many signals in digital systems [1], [2], there are advanced capabilities 

of triggering features in logic analysers. The overall ATE (Automatic Testing Equipment) system 

consists of Digital Pattern Generator (DPG), Digital Logic Analyser (DLA), Controller to configure 

DPG and DLA as per CUT (Circuit under Test).Whenever CUT is changed, controller will configure 

DPG and DLA accordingly to make ATE effective). Figure 1 shows the design of proposed Digital 

Test Pattern Generator (DTPG) implemented on Xilinx Spartan FPGA.  

 

 
 

Figure 1. Digital Pattern Generator. 

 

https://en.wikipedia.org/wiki/Boundary_Scan
https://en.wikipedia.org/wiki/Digital_timing_diagram
https://en.wikipedia.org/wiki/State_machine
https://en.wikipedia.org/wiki/Assembly_language


International Journal of Future Generation Communication and Networking  

                                     Vol. 12, No. 5, (2019), pp. 306- 318 

 

 

            ISSN: 2233-7857 IJFGCN                                                     307    

            Copyright ⓒ 2019 SERSC  

The design and simulation results of all individual sub modules; Digital Frequency Synthesizer, 

Pattern Generator, Switch Matrix and DUT of the FPGA based DTPG was published in IEEE Digital 

Library Journal. 

   When the system is under test, the logic analyser can be triggered to capture the data in a larger 

scale from the digital systems to analyse the complicated sequences of data. At the time when the 

logic analyser was put into use, it was a tradition to attach several hundred clips to a digital system. 

Later, due to the applications of specialized connectors, the development of probes of logic analysers 

have resulted to a common footprint that support multiple vendors, which enhanced added freedom to 

consumers. The connector less technology was demonstrated in 2002 and which was recognized by 

various vendors specifically with trade names such as Soft Touch, D-Max and Compression Probing 

[3]. Later they became very become popular also. These provided a strong, durable and reliable 

electrical and mechanical connection between the circuit board and probes with less than 0.5 to 0.7 pF 

loading per signal. Once the information is captured, logic analysers can present it in so many ways 

starting from simple like displaying waveforms or listing of states etc., to complex way i.e. displaying 

traffic of decoded Ethernet protocol. Similarly, some of the logic analysers can also work in a 

compare mode. In this case, captured data will be compared with previously loaded data set. This is 

helpful for the testing of empirical data for long time. Recent developed logic analysers can even 

adjusted to set to email a copy of the test information to the in charge on a successful trigger [4], [5]. 

 

2. Related Work 

In 1960’s integrated circuits and digital computing process started and at the same time, a new and 

complex issues have begun to file up because of inability of oscilloscopes for handling troubles. Early 

solutions made an attempt to combine hardware from multiple oscilloscopes into single unit, but a 

lack of definite data interpretation, screen clutter and the constraints of probes made this solution 

applicable for only marginal usage. 

     In 1973, the HP 5000A logic analyser was introduced, this was published in Hewlett Packard 

newsletter. Probably this was the first instrument commercially available namely Logic Analyser. 

However, the HP 5000A was limited to only two channels and information was usually presented by 

means of 32 LEDs with two rows. The HP 1601L was the first truly parallel instrument which has 12 

channel. This was a plug-in for the HP 180 series oscilloscope mainframes and used the oscilloscope 

screen to present 16 rows of 12 bit words as 1s and 0s.  

      At present, there are 3 varieties of logic analysers are available in the market. The first one is the 

modular logic analyser which consist of either a chassis or mainframe and logic analyser modules [6]. 

In this case, the mainframe or chassis has display, controls, computer control and also multiple slots 

where the actual data capturing hardware is installed. In the modules, each have a specific number of 

channels and multiple modules may be combined to get a very high channel count. This type of logic 

analysers are generally very expensive. The cost justification for higher performance logic analysers 

depends on the ability to combine multiple modules to yield for the higher channel count. The user 

often must provide their own host PC or purchase an embedded controller compatible with the system 

for the very high end modular logic analysers [7], [8]. 

     Portable LAs, are also called as standalone logic analysers [9], [10]. These analysers combines 

everything into a single unit, with options installed at the factory. But, portable logic analysers have 

lower performance as compared to their modular counterparts, they are often applied for general 

purpose debugging by cost conscious users. 

     In case of PC based logic analysers, the hardware connects to a computer through 

a USB or Ethernet connection and transmits the signals which are captured to the software on the 

computer. These devices are generally much smaller and cost effective because they make use of 

existing keyboard, display and CPU of personal computers. 

 

3. Proposed Approach  

The figure 2 shows the design of proposed Digital Logic Analyser (DLA) to be implemented on 

FPGA. The design consists of following blocks; Dual port RAM with simultaneous READ and 

https://en.wikipedia.org/wiki/LED
https://en.wikipedia.org/wiki/Logic_analyzer#cite_note-3
https://en.wikipedia.org/wiki/USB
https://en.wikipedia.org/wiki/Ethernet
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WRITE, Parallel to serial converter, UART, MAX232 level converter and RS232 cable. The design 

consideration of DLAL is as follows. 

• The width of the FIFO DPRAM is fully programmable and is dependent on processor data 

bus. 

• If there is a difference between the width of FIFO and processor data memory latency will be 

more 

• In DPRAM, there is a  separate port for data read & write with the condition with the 

condition first read and then write 

• RS232 has a fixed frequency i.e., around 5KHz 

• If processor speed is in KHz then DPRAM can be replaced by a single row shift register of 

data bus width. 

• If processor is 10MHZ (data writing speed), data reading speed is 10KHZ, then data reading 

is slower by 103 compared to writing speed. Hence 103 rows of DPRAM is required for data 

missing. 

    
 

Figure 2. Proposed block diagram of Digital Logic Analyser. 

 

4. Design and Simulation Results of DLA 

 

4.1 DPRAM 

Figure 4 (a) shows the RTL schematic of DPRAM (16x8) with 16 locations of each 8 bits, 2 separate 

ports, 2 address buses and 2 clocks for reading and writing data into the memory. This will perform 

read and write memory operations from the single RAM, with a condition that reading and writing 

operations will happen from different memory locations. There is a minimum prescribed data settling 

time (latency) of 3 write clocks time, before reading data from various locations of the RAM. The 

input and output pins/buses and their respective functionalities are as follows. 

• data_in[7:0] – 8 bit input data bus or input data port to write data into the memory location as 

per corresponding write address. 

• data_out[7:0] - 8 bit input data bus or input data port to read data into the memory location as 

per corresponding read address. 

• read_addr[3:0] - 4 bit read address bus that specifies the memory location, from where the 

data is read 

• write_addr[3:0] - 4 bit write address bus that specifies the memory location, from where the 

data is written 

• clk_read - clock frequency at which data will be read from the memory 

• clk_write - clock frequency at which data will be written into the memory 

• rd_en- read enable signal to activate memory read operation 

• wr_en–write enable signal to activate memory write operation 
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                  (a)                                                                                 (b) 

 

Figure 4. (a) RTL schematic of DPRAM and (b) Simulation waveform of DPRAM. 

 

This latency time between successive write and read operation can be noted only in post layout timing 

simulation and not indicated in behavioural simulation. The simulation waveform of DPRAM is 

illustrated in figure 4(b). As can be seen from the simulation waveforms, 

• Write clock is running at 200MHz frequency or t=10ns. 

• Read clock is running at 100MHz frequency or t=20ns. 

• Write enable and read enable signal are held high from 0 to 400ns, all through the simulation 

snapshot window. 

• Write clock frequency is more than read clock frequency. 

• Between 0 to 150ns, 4 bit Write address is incremented in DPRAM and the write address is 

varied from 0 to 14, for each of the 14 clock pulses. 

• During the same duration of 0 to 150ns, 8 bit-14 different data are written into respective data 

locations of DPRAM as per the addresses. 

• Between 0 to 300ns, 4 bit read address is incremented in DPRAM and read address varied 

from 0 to 14, for each of the 14 clock pulses. 

• During the same duration of 0 to 300ns, 8 bit-14 different data are read from respective data 

locations of DPRAM as per the addresses. 

• DPRAM is having Dual ports and facilitate simultaneous read and write from different data 

locations and different read and write clock rates. 

• Hence, the DPRAM successively designed, coded in Verilog and simulated in Xilinx ISE 

simulator is working and the functionality is fully verified. 

 

4.2 Parallel to Serial Converter 

In figure 5, the digital design of parallel to serial converter is described. This design contains 4 D-type 

flip-flops connected in cascade (output of each flip-flop is connected to input of next flip-flop via 

mux). Mux provides for serial or parallel loading of input data to each of the flip-flops. For serial 

input data loading, the select line of the mux [cntl =0], then, at the next active clock edge d[2]=q3=d3 

i.e., d3 data is loaded to d2 and with next successive clock pulses, d3 will move from q3 to q2 to q1 

and finally to q0, the last flip-flop in the 4 flip-flop cascade. 

• If cntl=1, mux data [md] inputs - md2, md1 and md0 will be applied directly to flip-flop 

inputs d2, d1and d0 respectively and hence this method of data loading  to a converter is 

called Parallel data loading. During the next immediate active clock edge, q3=d3, 

q2=d2=md2, q1=d1=md1 and q0=d0=md0. 

• If the data output is read out from the 4 flip-flop outputs [q3, q2, q1 and q0] during this 

immediate active clock edge, we get parallel data output. 

• If the data is parallel loaded and parallely read out, then such a system is called parallel in and 

parallel out converter (PIPO). 

• If the data is loaded parallely with cntl=1 and data is read out from q0, after every active edge 

of  4 clock cycles, such a system is called Parallel to Serial converter. 
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Hence using the above circuit, we can realize SISO, PISO, SIPO and PIPO. But in the proposed 

research experiment requirement will be to implement parallel to serial converter only.  

 

 
 

Figure 5. Digital circuit diagram of Parallel to Serial converter. 

 

If the data is loaded parallelly with cntl=1 and data is read out from q0, after every active edge of  4 

clock cycles, such a system is called Parallel to Serial converter. Hence using the above circuit, we 

can realize SISO, PISO, SIPO and PIPO.  

 

   
(a)                                                                           (b) 

Figure 6. (a) RTL schematic of Parallel to serial converter and (b) Simulation result of Parallel 

to Serial Converter. 

 

But our research experiment requirement will be to implement Parallel to Serial converter only. The 

figure 6(a) shows the RTL schematic of PISO after synthesis using Xilinx ISE tool.  As can be seen,  

• Data_in[3:0] is 4 bit data input to the PISO 

• P_out[3:0] is 4 bit parallel output 

• Serial_out is 1 bit serial output of PISO 

• Cntl is 1 bit input signal to control the mux. [If cntl =0, serial in & if cntl=1, parallel input] 

• Reset signal=1 will clear all 4 flip flops & Reset signal=0 will allow PISO to function 

normally. 

The table1 shows data transition happening through all 4 flip-flops with respective parallel inputs is 

applied at various clock edges and the corresponding serial outputs, at various values of cntl signals 

and corresponding clock transitions. 
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Table 1. Truth table for all 4 flip-flops. 

 

Clk Cntl Data in D3 D2 D1 D0 Serial Out 

1 1 0101 0 0 0 1 - 

2 0  0 0 1 0 1 

3 0  0 0 0 1 0 

4 0  0 0 0 0 1 

5 0  0 0 0 0 0 

6 1 1111 1 1 1 1 - 

7 0  0 1 1 1 1 

8 0  0 0 1 1 1 

9 0  0 0 0 1 1 

10 0  0 0 0 0 1 

 

The following aspects can be observed from the simulation waveform. 

• 500MHZ frequency Clock  is applied to the PISO converter 

• Reset is held low all through the simulation. 

• From 270ns to 400ns, parallel input data_in[3:0]  is held at 0101. 

• Cntl is held high initially between 270 to 280ns and parallel data output pout [3:0] is tristated. 

• From 280ns to 400ns, Cntl =0, to facilitate serial loading of data to the cascade of 4 flip-flops 

in the PISO converter 

• At 280ns, parallel data input data_in[3:0]=0101,  pout[3:0]= 0101 and serial_out=0. 

• At the clock edge of 290ns, parallel data input applied at 270ns will get shifted right once or 

by 1 bit and hence pout= 0010 and serial_out=1. 

• At the clock edge of 310ns, parallel data input applied at 290ns will get shifted right once or 

by 1 bit and hence pout= 0010 and serial_out=0. 

• At the clock edge of 330ns, parallel data input applied at 310ns will get shifted right once or 

by 1 bit and hence pout= 0010 and serial_out=1. 

• And the similar chain of events repeats. Thereby converting 4 bit parallel data input applied 

into 4 bit serial data output.  

• The total number of clock pulses required to convert parallel input data into serial output 

data= the number of bits of parallel data. 

• Hence PISO functionality is verified. 

 

4.3 Standard Baud Rate Generator for FPGA 

The multiple standard baud rate generator (BRG) for the FPGA board having 10 MHz as master clock 

is used in the design of DLA. The table 2 indicates multiple standard baud Rates and strategy to 

derive the multiple specific baud clocks from master clock on the FPGA board of 10MHz.  

For instance, to transmit data from UART at 1200bps, a baud rate clock of 600Hz has to be derived 

from the master clock of 10MHz. This is achieved by dividing master clock of 10MHz by a factor of 

16666 and thereby the duration between pulses of 1.66ms is achieved. Likewise, all other standard 

baud rates can be achieved by using suitable dividing factor, to thereby achieve respective baud rates 

and pulse duration. 

 

Table 2. Multiple Standard Baud Rates and Clock for FPGA. 

 

Standard Baud 

Rate in bps 

Master clock to be 

divided a factor 

Specific Baud clock  

in HZ 

Duration b/w 

pulses 

1200 16666              600 1.66 ms 

2400 8333 1200 0.833ms 

4800 4167 2400 0.416 ms 
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9600 2083 4800 208.35 µs 

19200 1041 9600 104.14 µs 

38400 520 19200 52.0 µs 

57600 260 38400 26.05 µs 

115200 174 57600 17.45 ms 

 

The figure 7 shows multiple BRG clock design wherein master clock is divided by suitable division 

factor to achieve required baud clock.  

 

 
Figure 7. Baud Rate Generator (BRG) clock Design.  

 

4.3.1 Simulations results for different Baud rate and Baud rate clock 

 

A. Baud rate 1200 bps and baud rate clock 600 Hz 

     The simulation of Baud rate generator (1200 bps) of baud clock 600 is shown in                figure 8. 

The following are the simulation results implications. 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 1200bps [frequency=600Hz], hence the clock has to be divided by a 

factor of 16666. 

• Using multiple clock dividers, the master clock is divided by 16, again divided by 10 three times. 

• Alternative method a 16666 counter’s terminal counter signal will provide the required 9600bps 

or 4800Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 16666 clock pulses and are indicated by B_clk dotted signals. 
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Figure 8. Simulation of Baud rate generator of baud clock 600. 

 

B. Baud rate 2400 bps and baud rate clock 1200 Hz 

The simulation of Baud rate generator (2400 bps) of baud clock 1200 is shown in                   figure 9.  

 

 

 
 

Figure 9. Simulation of Baud rate generator of Baud clock 1200. 

 

The inferenceof the simulation results are as follows 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 2400bps [frequency=1200Hz], hence the clock has to be divided by a 

factor of 8333. 

• Using multiple clock dividers, the master clock is divided by 8, again divided by 10 three 

times. 

• Alternative method 8333 counter’s terminal counter signal will provide the required 2400bps 

or 1200Hz more accurately. 

• As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated 

after every 8333 clock pulses and are indicated by B_clk dotted signals. 

 

C. Baud rate 4800 bps and baud rate clock 2400 Hz 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 4800bps [frequency=2400Hz], hence the clock has to be divided by a 

factor of 4167. 
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• Using multiple clock dividers, the master clock is divided by 4, again divided by 10 three 

times. 

• Alternative method a 4167 counter’s terminal counter signal will provide the required 

4800bps or 2400Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 4167 clock pulses and are indicated by B_clk dotted signals. 

 

 

 
 

Figure 10. Simulation of Baud rate generator of Baud clock 4800. 

 

D. Baud rate 9600 bps and baud rate clock 4800 Hz 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 9600bps [frequency=4800Hz], hence the clock has to be divided by a 

factor of 2083 [approximately 2000]. 

• Using multiple clock dividers, the master clock is divided by 2, again divided by 10 three 

times. 

• Alternative method a 2083 counter’s terminal counter signal will provide the required 

9600bps or 4800Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 2083 clock pulses and are indicated by B_clk dotted signals. 

 

 

 

 

 



International Journal of Future Generation Communication and Networking  

                                     Vol. 12, No. 5, (2019), pp. 306- 318 

 

 

            ISSN: 2233-7857 IJFGCN                                                     315    

            Copyright ⓒ 2019 SERSC  

 
 

Figure 11. Simulation of Baud rate generator of Baud clock 4800. 

 

E. Baud rate 19200 bps and baud rate clock 9600 Hz 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 19200bps [frequency=9600Hz], hence the clock has to be divided by 

a factor of 1041. 

• Using multiple clock dividers, the master clock is divided by 10 three times. 

• Alternative method a 1041 counter’s terminal counter signal will provide the required 

19200bps or 9600Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 1041 clock pulses and are indicated by B_clk dotted signals. 

 

 

 
 

Figure 12. Simulation of Baud rate generator of Baud clock 9600. 

 

F. Baud rate 38400 bps and baud rate clock 19200 Hz 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 38400bps [frequency=19200Hz], hence the clock has to be divided by 

a factor of 520. 

• Using multiple clock dividers, the master clock is divided by 5, again divided by 10 two 

times. 

• Alternative method a 520 counter’s terminal counter signal will provide the required 

38400bps or 19200Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 520 clock pulses and are indicated by B_clk dotted signals. 
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Figure 13. Simulation of Baud rate generator of Baud clock 19200. 

 

G. Baud rate 57600 bps and baud rate clock 38400 Hz 

 

• Master Clock frequency is 10 MHz=20Mbps. 

• BRG to be generated at 57600bps [frequency=38400Hz], hence the clock has to be divided by 

a factor of 260. 

• Using multiple clock dividers, the master clock is divided by 2, divided by 13 and again 

divide by 10. 

• Alternative method a 260 counter’s terminal counter signal will provide the required 

57600bps or 38400Hz more accurately. 

 

 

 
 

Figure 14. Simulation of Baud rate generator of frequency 38400. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 260 clock pulses and are indicated by B_clk dotted signals. 

H. Baud rate 115200 bps and baud rate clock 57600 Hz 

• Master Clock frequency is 10 MHz=20Mbps. 
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• BRG to be generated at 115200bps [frequency=4800Hz], hence the clock has to be divided by 

a factor of 174. 

• Using multiple clock dividers, the master clock is divided by 13, again divided   by 13. 

• Alternative method a 174 counter’s terminal counter signal will provide the required 

115200bps or 57600Hz more accurately. 

As can be seen from the simulation waveforms, Baud rate pulses or frequency are generated after 

every 174 clock pulses and are indicated by B_clk dotted signals. 

 

 

 
 

Figure 15. Simulation of Baud rate generator of Baud clock 57600. 

 

4.4 UART Design 

The top level block diagram of UART is depicted in figure 16. It consists of digital modules, Parallel 

to serial converter, Multiple Baud Rate Generator which provides Universal data rates 

[1200, 2400, 4800, 9600, 19200, 38400, 57600 and 115200]. In UART, the transmission Buffer 

Register [TBR] sends transmission data serially at desired baud rates and the Baud Rate select Mux is 

used to select required Baud clock for data transmission based on specified Baud rate. 

 

       
 

Figure 16. Block diagram of UART. 
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5. Conclusion 

In this paper, novel and innovative design was undertaken to implement all the sub modules of a 

Digital Logic Analyzer. Multi Baud rate generator is a specialized module that would make this DLA 

acquire data from low or high frequency DUT channels and enable high speed data acquisition and 

display. Till date, several products are available in the market with varied specifications and 

functionalities with respect to Digital Logic Analyzers. But no research has been undertaken to design 

and develop a Digital ATE on FPGA. Hence this research experiment is very unique and important as 

compared to the existing systems. 
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Abstract: In this paper, we attempted to describe the outbreak of Severe Acute Respiratory Syndrome 

(SARS) Coronavirus 2 (COVID-19) via various compartmental models. We first simulate the              

COVID-19 situation in India. Dynamics of the models are presented. The basic reproduction number R0 

is determined for real data and finally reviewed the comprehensive stability analysis. The data used 

from health care agencies, the Government Organizations and the Planning Commission 

www.worldometers.info/coronavirus, www.covid19india.org/ and www.mygov.in/covid-19 to make 

suitable arrangements to fight the pandemic. 

Keywords: Novel Coronavirus, compartmental models, reproduction number, epidemiological 

parameters, stability analysis. 

1. Introduction 

The novel coronavirus disease (COVID-19) was first confirmed in the Chinese city of 

Wuhan, late December, 2019. The rapidity of its spread in many countries around the globe 

made the World Health Organization (WHO) declare it as a global pandemic and public health 

emergency, raising concerns that if countries with robust healthcare systems to detect and 

control disease outbreak are having challenges managing the disease, countries with weak 

healthcare system need to put adequate measures in place to contain the spread [1]. The 

coronavirus disease (COVID-19) caused by the Severe Acute Respiratory Syndrome 

Coronavirus-2 (SARS-CoV-2) presents clinical features which are similar to the diseases 

caused by other coronaviruses, Severe Acute Respiratory Syndrome (SARS) and Middle East 

Respiratory Syndrome such as lower respiratory illness with fever, dry cough, myalgia, 

shortness of breath etc. The Coronavirus disease is “novel” in the sense that, it is a new strain 

of zoonotic origin which has not been previously discovered to affect humans. Historically, 

the COVID-19 pandemic is a major human coronavirus epidemic in the last two decades aside 

SARS [2] and MERS [3, 4] respectively. The incubation period of COVID-19 is between            

2-14 days with symptoms averagely between 5-7 days. Its basic reproduction number is 

averaged 2.2 [5] and even more ranging from 1.4 – 6.5 in [6].  

The COVID-19 outbreak is currently on-going and the number of infections has been 

fast growing since the onset of the epidemic. As on June 18, 2020, 17:07 GMT, the virus had 

affected 213 countries and territories globally with 8,512,149 confirmed cases, of which 
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453,425 have passed away, 4,455,403 recovered, 3,548,708 (98%) are in Mild condition and 

54,613 (2%) cases are in critical condition (worldometers.info). 

The first case of the COVID-19 pandemic in India was reported on 30 January 2020, 

originating from China. As on 18th June 2020, the Ministry of Health and Family Welfare 

have confirmed a total of 377,122 cases, 200,358 recoveries and 12,501 deaths in the country. 

India currently has the Fourth largest number of confirmed cases in world with number of 

cases breaching the 400,000 mark on 18th June 2020. The highest single day surge in new 

cases was 12,881 cases were reported recorded on 17th June 2020. India's case fatality rate is 

relatively lower at 3.09%, against the global 6.63% as of 18th June 2020. Five cities account 

for around half of all reported cases in the country – Mumbai, Delhi, Ahmedabad, Chennai 

and Pune. As of 18th June 2020, only a region, Lakshadweep has not reported a case. 

Due to lack of appropriate vaccination and its highly contagious nature, there is still a 

possibility that the outbreak could become more intense and cause high mortality around the 

world.  There is no doubt that the pandemic has profound effects on world economy and our 

private and professional sectors. To avoid the risk of worst condition of this pandemic 

outbreak, the central government and local governments of all the infected countries had 

tightened preventive measures and large-scale movement of population is strictly prohibited. 

As the outbreak grows to a greater extent, severally infected areas are imposing a more 

massive quarantine. 

Recent analysis by the World Health Organisation (WHO) suggests that out of total 

infected cases, 80% of infected patients are asymptomatic or at an initial stage, 15% are 

severely infected, suffering from dyspnoea and 5% are requiring ventilation as they are at 

critical stage. Mainly two types of human to human virus transmission are reported, 

symptomatic, pre-symptomatic transmission. Symptomatic transmission occurs while exposed 

individuals come in contact with the infected respiratory droplets spread through coughing or 

sneezing by symptomatic individuals. 

The incubation period for COVID-19 is on usual 5-6 days, and can be extend up to 14 

days, which makes it hard to find and quarantine infected individuals before symptoms onset. 

The duration of this pre-symptomatic period which is more hazardous, since some infected 

persons can be contagious in this duration and they can infect others unknowingly. 

The outbreak has been declared an epidemic in more than a dozen states and union 

territories, where provisions of the Epidemic Diseases Act, 1897 have been invoked, and 

educational institutions and many commercial establishments have been shut down. India has 

suspended all tourist visas, as a majority of the confirmed cases were linked to other countries. 

Mathematical formulation of disease models is very effective to understand 

epidemiological prototypes of diseases, as well as it helps us to take necessary measures of 

public health intrusions by controlling the spread of the diseases. In this paper, we briefly 

discussed about the basic terminologies, epidemiological characteristics, various 

compartmental SIR/SIRS, SEIR/SEIRS, SEQIR and SEQIDR models to study the 

transmission of the COVID-19 infection in India. Its basic reproduction number is calculated 

using real data and reviewed the comprehensive stability analysis. 

2. Basic Terminologies 

Pathogen: a bacterium, virus, or other microorganism that can cause disease. 

Susceptible: A person who is not infected but is at a risk of catching infection. 

Exposed: A person who has contracted the infection but does not have visible symptoms. 
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Infectious: A person who has the disease with symptoms and is capable of passing infection 

to others. 

Recovered/Removed: After treatment, the symptoms are gone and the person is no more 

infectious. 

Incubation period: It is the duration between exposure to the infection and having first 

apparent symptom of the disease.  

Endemic: A disease is said to be endemic if it is regularly found in a population or a particular 

area. 

Epidemic: A disease is said to be in epidemic stage if the number of cases substantially 

increases within a short duration in a given population. 

Pandemic: A disease is said to be pandemic if it is prevalent in the entire country or the 

world. 

Isolation: Infected people are isolated from contact with other people. Only sanitary 

professionals are in contact with them. However, contamination of those professionals also 

occurs. Isolated patients receive an adequate medical treatment that reduces the COVID-19 

fatality rate. 

Quarantine: Movement of people in the area of origin of an infected person is restricted and 

controlled (e.g. quick sanitary check-points at the airports) to avoid that possible infected 

people spread the disease. 

Tracing: The objective of tracing is to identify potential infectious contacts which may have 

infected a person or spread COVID-19 to other people. Increase the number of tests in order to 

increase the percentage of detected infected people. 

Interquartile range (IQR): It is a measure of variability, based on dividing a data set into 

quartiles. Quartiles divide a rank-ordered data set into four equal parts. The values that divide 

each part are called the first, second, and third quartiles; and they are denoted by Q1, Q2, and 

Q3, respectively. 

 Q1 is the "middle" value in the first half of the rank-ordered data set. 

 Q2 is the median value in the set. 

 Q3 is the "middle" value in the second half of the rank-ordered data set. 

In order to find the difference between the upper and lower quartile, you'll need to subtract the 

25th percentile from the 75th percentile. The formula is written as: IQR = Q3 – Q1. 
Basic reproduction number: The average number of secondary cases generated by a single 

case in an entirely susceptible population is called a basic reproduction number and is denoted 

by R0. For a pathogen with direct person-to-person transmission.  

i.e., R0 = Rate of transmission  Infectious period  Population size 

Mortality rate or death rate: It is a measure of the number of deaths in a particular 

population, scaled to the size of that population, per unit of time. 

3. Epidemiological parameters 

In the early days of the pandemic, limited data availability led the first generation 

epidemiological models to predict that hundreds of millions would be infected with the virus, 

and millions of lives lost. Fortunately, the reality so far has turned out to be very different. 

However, the situation is still worrisome. From 657 cases on March 25, India has more than 

285,000 cases today. Even more troubling are those active cases continued to grow, despite a 

significant slowdown since the national lockdown. 

GIS SCIENCE JOURNAL

VOLUME 7, ISSUE 6, 2020

ISSN NO : 1869-9391

PAGE NO: 377



To understand the future trajectory of the pandemic and to frame appropriate policy 

responses, we need granular data based on contact tracing at the level of a city or district to 

provide information on three important epidemiological parameters. 

1. Incubation period, which is the interval between infection and symptoms. The 

distribution of this parameter helps the government and experts understand the nature, 

extent and possible future scenarios of the outbreak. It also informs in the evaluation 

of the disease-control strategy. 
2. The serial interval, which is the time between the onset of the illness in the primary 

case (infector) and illness onset in the secondary case (infectee). If the estimated 

average of the serial interval is shorter than the estimated average incubation period, 

then pre-symptomatic transmission is more likely to happen than symptomatic 

transmission. Research from Japan has indicated that the median serial interval for 

Covid-19 is 4.1 days, which is less than the mean incubation period of approximately 

five days. The public policy implication of this is that containment via case isolation 

might be a challenging task. Containment would, therefore, require to be guided by an 

aggressive testing and rapid contact tracing strategy. 
3. The basic reproduction ratio (also popularly known as R0), which is the average 

number of secondary cases per primary case. There has been a great deal of focus on 

this parameter, because if the R0 is greater than one, then the probability that there will 

be an outbreak is extremely high. 
The importance of the parameter R0, one has to exercise great caution in interpreting and 

estimating it. Most models that estimate this parameter assume that all individuals have a 

homogenous transmission and constant recovery rate. Therefore, a population-based R0 is 

estimated with the implication that if this is greater than one, then outbreaks from a single 

infected person is highly likely to happen. However, research based on the previous Severe 

Acute Respiratory Syndrome (SARS) epidemic in 2003 has shown that there is a great deal of 

variability in individual infectiousness. The variability of R0 plays an important role in the 

dynamics of an outbreak. Models that account for individual variability show that even if the 

population-based R0 is greater than one, an outbreak could still be a low-probability event. 

In the Indian context, this might explain why Mumbai is experiencing an explosive 

outbreak, while many other large, highly-dense cities with significant populations dwelling in 

slums, are not experiencing such an outbreak. 

Crude mortality rate (CMR) is not really applicable during an ongoing epidemic. And to 

reach herd immunity for COVID-19 and effectively end the epidemic, approximately two 

thirds (67%) of the population would need to be infected. 

The patients affected in India had a median age of 36 years with IQR of 25-54 years. 

Largest percentage of affected patients was in the age group of 20-39 years. There were 

66.34% male patients and 33.66% female patients. The median age for affected males was 35 

years (IQR 25-50) and for females was 40 years (IQR 24.5-59). Both in male patients and 

female patients the largest number of affected patients was in the 20-39 years age group 

accounting for 54.38% of males and 41.01% of females. This was followed by the age group 

40-59 years accounting for 25.91% of males and 26.62% of females. According to the data, 16 

patients out of 413 had died accounting for 3.8 % cases, with 68.75% of all the deaths among 

60-79 years, accounting for 11 deaths. The median age of deceased patients was 65 years with 

IQR 59.25-69. The mortality rate in male patients was 4.38% and for female patients was 

2.88%. For recovered patients, most were in the 20-39 age group followed by the 40-59 years 

age group. Median 36 years with IQR 21.75-56.25.  
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4. Model formulation  

Disease models play an important role in understanding and managing the 

transmission dynamics of various pathogens. We can use them to describe the spatial and 

temporal patterns of disease prevalence, as well as to explore or better understand the factors 

that influence infection incidence. Modelling is a key step in understanding what treatments 

and interventions can be most effective, how cost-effective these approaches may be, and 

what specific factors need to be considered when trying to eradicate disease. Mathematicians, 

data scientists and statisticians have proposed various models called compartmental models to 

decipher and predict the behaviour of the epidemic in various environments in the early 20th 

century; these models stratify a population into groups, generally based on their risk or 

infection status. Underlying these models is a system of differential equations that track the 

number of people in each category over time.   

4.1. Formulation of SIR/SIRS models 

In SIR models, individuals in the recovered state gain total immunity to the pathogen 

whereas in SIRS models, that immunity wanes over time and individuals can become 

reinfected. 

The SIR/SIRS diagram below shows how individuals move through each 

compartment in the model. The dashed line shows how the SIR model becomes an SIRS 

(Susceptible - Infectious - Recovered - Susceptible) model, where recovery does not confer 

lifelong immunity, and individuals may become susceptible again. 

 

Figure 1: SIR/SIRS Model 

The infectious rate , controls the rate of spread which represents the probability of 

transmitting disease between a susceptible and an infectious individual. Recovery rate,                  

 = 1/D, is determined by the average duration, D, of infection. For the SIRS model,  is the 

rate which recovered individuals return to the susceptible statue due to loss of immunity. 

4.1.1 SIR - Model 

A starting point for the use of mathematical models to study the spread of epidemics was 

the SIR (Susceptible-Infected-Recovered) model developed in 1927 by Mc KendricK and 

Kermack [1]. The model studied a population in which an epidemic could develop and divided 

the population into three groups: 

 S(t): the number of susceptibles 

 I(t): the number of infectives 

 R(t): the number recovered (recovered, died, or naturally immune to the disease) 
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The population is considered closed for any time, that is to say, neither births nor migrations 

are taken into account, in such a way that  

N = S(t) + I(t) + R(t) 

where N is the total population of India (N is itself a variable, but treated as a constant in this 

model consistent with the fact that the course of this epidemic is short compared with the 

lifetime of an individual). 

The flow of transitions from one group to another follows the scheme below: 

  
Figure 2: SIR Model 

 

From what is known about corona viruses (COVID-19), it is evident that the per 

capita rate of increase in the number of infectives is directly proportional to the number of 

susceptible in the vicinity of an infective and hence, the total intake in the first compartment 

looks like (S)I , where  signifies the rate of transmission indicated by the average number of 

people who will catch the virus from one infected person. 

Recovery rate: It takes on the average about 14 days to recover. Then (1/14)th of the infected 

population will recover per day.  

i.e., 
1

14

dR
I I

dt


 
  
 

, where  is the recovery rate constant. 

Transmission rate: First let us consider a single susceptible person on a single day and let I 

number of sick people in the population on that day. We expect only a couple of persons will 

be in the same place with average susceptible. So the fraction of contacts is p = 2/I 

The 2 contacts themselves can be expressed as  

2 = (2/I)I = pI contacts per day per susceptible.  

Number of daily contacts the whole susceptible population is pIS. Not all contacts lead to new 

infections; only a certain fraction q does, we can expect pqSI new infections per day. This 

becomes SI, if we define , for convenience, to be the product pq. Every time a person 

becomes sick the number of susceptible persons decreases by one. So the rate of change of the 

susceptible population is the negative of the transmission rate. i.e., 
dS

SI
dt

   

 Infection rate: The rate of change of the infected population is affected by the transmission 

rate as well as the recovery rate. i.e., 
dI

SI I
dt

    

In the deterministic form, the SIR model without vital dynamics (birth and death can be 

ignored) can be written as the following ordinary differential equation (ODE): 

dS
SI

dt

dI
SI I

dt

dR
I

dt



 



 

 



        (1) 
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where  is the rate at which infectives recover or die; and clearly, these individuals can no 

longer remain infective. In a closed population with no vital dynamics, an epidemic will 

eventually die out due to an insufficient number of susceptible individuals to sustain the 

disease. Infected individuals who are added later will not start another epidemic due to the 

lifelong immunity of the existing population. Looking at the statistics worldwide 

(https://www.who.int/) the value of  is somewhere between 1.4 and 2.5. For the sake of 

visualization let us take the total world population to be 100 and a single infective to begin 

with. A plot code in Mathematica for  = 2 (which is much lower than the actual  for many 

countries at present) gives a striking sketch (Figure 3). 

 

 

Figure 3: SIR outbreak 

Starting with just a single infective, the infection peaks up to almost the total population size 

before starting to fall down. The situation in India is summarized in the following website 

https://www.mohfw.gov.in/.   

At present, community transmission has not been validated and the  value is significantly 

less than 1 in India. The infection will still continue growing initially before attaining a peak 

lower than the total susceptible population this time, as indicated by Figure 4. 

 

 

Figure 4: SIR 
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To contain the transmission of this virus, it is extremely important to contain the value 

of . This  value is supposedly dependent on many factors that involve both natural 

(temperature, humidity) and non-natural factors or personal provisioning measures such as 

physical distancing, infectives wearing masks, good hygiene practices such as washing hands 

with soap for 20 seconds, and so on. 

If   is greater than 1, then the disease will grow exponentially after a critical stage 

and becomes an epidemic. The average number of secondary cases generated by a single case 

in an entirely susceptible population is called a basic reproduction number and is denoted by 

R0. The R0 for measles is around 12, the R0 for COVID19 is around 2.6, and for seasonal flu it 

is around 1.3. Figure 5 shows how the number of new cases (per transmission) for seasonal flu 

is negligible as compared to COVID19. 

 

Figure 5: Seasonal flu Vs COVID19 

SIR with vital dynamics 

 Figure 6: SIR with vital dynamics 

However in a population with vital dynamics, new births can provide more susceptible 

individuals to the population, sustaining an epidemic or allowing new introductions to spread 

throughout the population. In a realistic population like this, disease dynamics will reach a 
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steady state. This is the case when diseases are endemic to a region. Let  and  represent the 

birth and death rates, respectively, for the model. To maintain a constant population, assume 

that  = . In steady state 0
dI

dt
 . The ODE then becomes: 

dS
SI S

dt

dI
SI I I

dt

dR
I R

dt

 

  

 

   

  

 

       (2) 

where the parameter  represents the population influx i.e., N  . 

4.1.2 SIRS – Model 

The SIRS model is used to allow recovered individuals to return to a susceptible state. 

 

Figure 7: SIRS model 

SIRS without vital dynamics 

If there is sufficient influx to the susceptible population, at equilibrium the dynamics will be 

in an endemic state with damped oscillation. The ODE then becomes: 

dS
SI R

dt

dI
SI I

dt

dR
I R

dt

 

 

 

  

 

 

       (3) 

SIRS with vital dynamics 

We can also add vital dynamics to an SIRS model, where  and  represent the birth 

and death rates, respectively. To maintain a constant population, assume that  = . In steady 

state 0.
dI

dt
 The ODE then becomes: 
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dS
SI R S

dt

dI
SI I I

dt

dR
I R R

dt

  

  

  

    

  

  

      (4) 

where the parameter  represents the population influx i.e., N  . 

The graph below show damped oscillation due to people losing immunity and 

becoming susceptible again. 

 

Figure 8: SIRS damped oscillation 

For a pathogen with direct person-to-person transmission. Control policies optimally 

reduce transmission so that R0 < 1, since at that level epidemic cannot sustain itself. Hence 

control policies need to eliminate a fraction of transmission. i.e., 33% for R0 = 1.5 or 50% of 

R0 = 2. This can be achieved by  

 Reducing contact (quarantine, increasing social distances) 

 Reducing susceptibility (Vaccination) 

 Reducing infectiousness (treatment) 

We do care about R0 so much, because 

 R0 is threshold parameter, which determines whether disease will persist in the 

population or not? 

 R0 determines the initial rate of increase of an epidemic.   

 R0 determines the control effort required to achieve eradication. 

However, the exponential growth process can only continue  

1) If there are sufficiently many susceptible individuals available. Once a larger fraction 

of the population has gone through the infection and has become immune, the 

probability of an infected person transmitting the infection decreases. But as shown in 

the previous figures, in every transmission from person to person, the numbers 
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increase exponentially, and we would not have enough hospitals beds, medical staff 

and equipment to treat all infected individuals if exponentially increasing number of 

people have to be admitted in hospitals every day! We cannot risk such a situation 

because any healthcare system (of even the richest and most developed country) will 

breakdown and we would have unnecessary deaths. As humans, we have the 

knowledge to overcome such situations. We have the knowledge of science, and we 

should use this to avoid unnecessary deaths. This is where the second option becomes 

important to practice, that is  

2) Physical distancing to ensure we do not spread (or receive) the virus to (or from) other 

people. This way, the virus surviving within the bodies of already infected individuals 

can no longer survive by jumping to other persons. The viruses would stop surviving 

in the infected persons’ bodies after its 14-day incubation period in that host. This 

way, we can reduce the number of deaths, and also reduce the number of infected by 

blocking the virus from spreading. 

Though the transmission rate is very low in India now, the number of infectives is bound 

to increase with time. The only way to get the graph of infectives as a decreasing function of 

time as per this model is that the interaction term SI in the equation (1) tends to zero. That 

can only happen when infectives are totally isolated from the susceptible population. The 

variables will keep on changing with each passing day as the virus has just reached stage 2 of 

its disease cycle where there are no mass causalities and things are under control. 

3.2. Formulation of SEIR/SEIRS models 

In this category of models, individuals experience a long incubation duration (the 

“exposed” category), such that the individual is infected but not yet infectious. Many diseases 

have a latent phase during which the individual is infected but not yet infectious. This delay 

between the acquisition of infection and the infectious state can be incorporated within the 

SIR model by adding a latent/exposed population, E, and letting infected (but not yet 

infectious) individuals move from S to E and from E  to I. The SEIR/SEIRS diagram below 

shows how individuals move through each compartment in the model. The dashed line shows 

how the SEIR model becomes an SEIRS (Susceptible – Exposed – Infectious – Recovered – 

Susceptible) model, where recovered people may become susceptible again (recovery does not 

confer lifelong immunity). 

 
Figure 9: SEIR/SEIRS models 

The infectious rate , controls the rate of spread which represents the probability of 

transmitting disease between a susceptible and an infectious individual. The incubation rate , 

is the rate of latent individuals becoming infectious (average duration of incubation is 1/). 

Recovery rate,  = 1/D, is determined by the average duration, D, of infection. For the SEIRS 
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model,  is the rate which recovered individuals return to the susceptible statue due to loss of 

immunity. 

4.2.1 SEIR - Model 

This model studied a population in which an epidemic COVID-19 could develop and 

divided the population into four compartments: 

 S(t): the number of susceptible 

 E(t): the number of exposed 

 I(t): the number of infectives 

 R(t): the number recovered (recovered, died, or naturally immune to the disease) 

The population is considered closed for any time, that is to say, neither births nor migrations 

are taken into account, in such a way that N = S(t) + E(t) + I(t) + R(t) 
where N is the total population of India (N is itself a variable, but treated as a constant in this 

model consistent with the fact that the course of this epidemic is short compared with the 

lifetime of an individual). 

The flow of transitions from one group to another follows the scheme below: 

 

Figure 10: SEIR model 

In a closed population with no births or deaths, the SEIR model becomes: 

dS
SI

dt

dE
SI E

dt

dI
E I

dt

dR
I

dt



 

 



 

 

 



       (5) 

Since the latency delays the start of the individual’s infectious period, the secondary spread 

from an infected individual will occur at a later time compared with an SIR model, which has 

no latency. Therefore, including a longer latency period will result in slower initial growth of 

the outbreak. However, since the model does not include mortality, the basic reproductive 

number, R0 =/, does not change. The complete course of outbreak is observed. After the 

initial fast growth, the epidemic depletes the susceptible population. Eventually the virus 

cannot find enough new susceptible people and dies out. Introducing the incubation period 

does not change the cumulative number of infected individuals. 

The following graph shows typical SEIR outbreaks, one with an incubation period of 

8 days and one with an incubation period of 2 days. Notice how the outbreak depletes the 

susceptible population more quickly when the incubation period is shorter but that the 

cumulative infections remain the same.  
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Figure 11: SEIR epidemic course for 8-day incubation period 

 

 

 

 

 

 

 

 

Figure 12: SEIR epidemic course for 2-day incubation period 

SEIR with vital dynamics 

The flow of transitions from one group to another with accounting new births and deaths 
follows the scheme below: 
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Figure 13: SEIR model with vital dynamics 

As with the SIR model, enabling vital dynamics (births and deaths) can sustain an 
epidemic or allow new introductions to spread because new births provide more susceptible 
individuals. In a realistic population like this, disease dynamics will reach a steady state, 
where  and  represent the birth and death rates, respectively, and are assumed to be equal to 
maintain a constant population, the ODE then becomes:  

dS
SI S

dt

dE
SI E E

dt

dI
E I I

dt

dR
I R

dt

 

  

  

 

   

  

  

 

       (6) 

The following graph shows periodic reintroductions of an SEIR outbreak in a population with 

vital dynamics. 

 

Figure 14: SEIR outbreak 
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4.2.2 SEIRS – Model  

The SEIR model assumes people carry lifelong immunity to a disease upon recovery, 

but for many diseases the immunity after infection wanes over time. In this case, the SEIRS 

model is used to allow recovered individuals to return to a susceptible state. Specifically,  is 

the rate which recovered individuals return to the susceptible statue due to loss of immunity. If 

there is sufficient influx to the susceptible population, at equilibrium the dynamics will be in 

an endemic state with damped oscillation. The SEIRS ODE is: 

dS
SI R

dt

dE
SI E

dt

dI
E I

dt

dR
I R

dt

 

 

 

 

  

 

 

 

       (7) 

SEIRS with vital dynamics 

We can also add vital dynamics to an SEIRS model, where  and   again represent the 

birth and death rates, respectively. To maintain a constant population, assume that  = . In 

the steady state 0.
dI

dt
 The ODE then becomes: 

dS
SI R S

dt

dE
SI E E

dt

dI
E I I

dt

dR
I R R

dt

  

  

  

  

    

  

  

  

      (8) 

The following graph shows the complete trajectory of a fatal SEIRS outbreak: the 
disease endemicity due to vital process and waning immunity and the effect of vaccination 
campaigns that eradicate the outbreak after day 500. 

 

Figure 15: SEIRS outbreak 
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4.3. Improved SEIR - Model 

A mathematical improved SEIR (Susceptible-Exposed-Infected-Recovered) model 

developed by Chayu Yang and Jin Wang [2] to investigate the current outbreak of the corona 

virus disease 2019 (COVID-19) in Wuhan, China. This model describes the multiple 

transmission pathways in the infection dynamics, and emphasizes the role of the 

environmental reservoir in the transmission and spread of this disease. This model also 

employs non-constant transmission rates which change with the epidemiological status and 

environmental conditions and which reflect the impact of the on-going disease control 

measures. They conducted a detailed analysis of this model, and demonstrate its application 

using publicly reported data. Among other findings, their analytical and numerical results 

indicate that the corona virus infection would remain endemic, which necessitates long-term 

disease prevention and intervention programs.  

This model studied a population in which an epidemic could develop and divided the 

population into four compartments: 

 S(t): the number of susceptible 

 E(t): the number of exposed 

 I(t): the number of infectives 

 R(t): the number recovered (recovered, died, or naturally immune to the disease) 
Individuals in the infected class have fully developed disease symptoms and can infect other 

people. Individuals in the exposed class are in the incubation period; they do not show 

symptoms but are still capable of infecting others. Thus, another interpretation of the E and I 

compartments in their model is that they contain asymptomatic infected and symptomatic 

infected individuals, respectively.  

The differential equations system [SEIR-Model] that captures the problem is given by: 

 

 

1 2 3

1 2 3

1 2

,

,

,

,

,

dS
ES SI SV S

dt

dE
ES SI SV E

dt

dI
E w I

dt

dR
I R

dt

dV
E I V

dt

   

    

  

 

  

     

    

   

 

  

       (9) 

where V is the concentration of the corona virus in the environmental reservoir. The parameter 
  represents the population influx,   is the natural death rate of human hosts,   is the 

incubation period between the infection and the onset of symptoms, w is the disease-induced 
death rate,  is the rate of recovery from infection, 1 2and   are the respective rates of the 

exposed and infected individuals contributing the corona virus to the environmental reservoir, 
and   is the removal rate of the virus from the environment. The functions 1  and 2  

represent the direct, human-to-human transmission rates between the exposed and susceptible 
individuals, and between the infected and susceptible individuals, respectively, and the 
function 3  represents the indirect, environment-to human transmission rate. They assumed 

that 1 , 2 and 3 are all non-increasing functions, given that higher values of E, I and V 

would motivate stronger control measures that could reduce the transmission rates.  
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The above system (9) has a unique Disease-Free Equilibrium (DFE) at 

 0 0 0 0 0 0, , , , ,0,0,0,0X S E I R V


 
   

 
 

The infection components in this model are E, I and V. The new infection matrix F and the 

transition matrix V are given by 

     1 0 2 0 3 00 0 0

0 0 0

0 0 0

S S S

F

   
 
  
 
 

 and 

1 2

0 0

0 ,V w

 

  

  

 
     
   

 

The basic reproduction number of model (9) is then defined as the spectral radius of the next 

generation matrix 1FV   [3]; i.e., 

 
   

  
    

  
1 2 3 01 0 2 01

0

00 0 w SS S
R FV

w w

     


          


  
   

      
 

i.e., 0 1 2 3R R R R    

which provides a quantification of the disease risk. The first two parts R1 and R2 measure the 

contributions from the human-to-human transmission routes (exposed-to-susceptible and 

infected-to susceptible, respectively), and the third part R3 represents the contribution from the 

environment-to human transmission route. These three transmission modes collectively shape 

the overall infection risk for the COVID-19 outbreak. 

4.4. Formulation of SEQIR model 

After the outbreak of the COVID-19 epidemic, the government has taken many 
effective measures to combat the epidemic, such as inspection detention, isolation treatment, 
isolation of cities, and stopping traffic on main roads.  However, the traditional SEIR model 
cannot fully describe the impact of these measures on different populations [4-7]. Depending 
on the recent situation, Indian Government has taken some strategies to stop spreading 
COVID-19 virus. This section presents a SEQIR model of COVID-19 based on the current 
situation of the disease in Indian environment. We espouse an alternate that reproduces 
several key epidemiological properties of COVID-19 virus. The present model structure of 
COVID-19 describes the dynamics of five sub-populations of Indians such as 
 S(t) People who may be infected by the virus 

 E(t) Infected with the virus but without the typical symptoms of infection 

 Q(t) Diagnosed and quarantined 

 I(t) Infected with the virus and highly infectious but not quarantined 

 R(t) People who are cured after infection 

We assume total population size of India is N (t) and N (t) = S(t) + E(t) + Q(t) + I(t) + R(t).  

In this model, quarantine refers to the separation of infected individuals from the 
common Indian population when the populace is infected but not infectious. By Infected 
Indian population, we guess that the Indian individual who have confirmed infected by the 
COVID-19 virus. Again by population in secured zone, we presume those Indian individuals 
who have not affected by corona virus disease. To make this SEQIR model more realistic, D. 
Palin and et al, in [22] several demographic effects by assuming a proportional natural death 
rate d1 > 0 in each of the five Indian sub-populations. Furthermore, we incorporate a net inflow 

of susceptible Indian individuals into the county (India) at a rate  (> 0) per unit time.  
comprises of new birth of Indian child, immigration and emigration from and in India. The 
flow diagram of the COVID-19 infection model in present situation of India is depicted 
through Figure 16. 
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Figure 16: SEQIR model 

Explanation of parameters exploited in SEQIR model structure is as follows:  

Parameters Meaning 

 The recruitment rate at which new individuals enter in the Indian population 

 The transmission rate from susceptible population to infected but not detected 

by testing population 

1 The transmission coefficient from susceptible population to quarantine 

population 

2 The transmission coefficient from infected but not detected by testing 

population to quarantine population 

1 The transmission rate from susceptible population to secured zone population 

2 The transmission coefficient from infected but not detected by testing 

population to secured zone population 

3 The transmission rate from quarantine population to secured zone population 

r1 The transmission rate from infected but not detected by testing population to 

infected population for treatment 

r2 The transmission rate from quarantine population to infected population for 

treatment 

d1 Natural death rate of all five sub-populations 

d2 Death rate of Infected population due to Covid-19 infection 
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In the deterministic form, the SIR model can be written as the following ordinary differential 

equation (ODE): 

1 1 1

1 2 1

1 2 2 2 1

1 2 3 1 2

1 2 3 1

dS
SE S S d S

dt

dE
SE r E E d E

dt

dQ
S E r Q Q d Q

dt

dI
r E r Q I d I d I

dt

dR
S Q I d R

dt

  

 

  



  

     

   

    

    

   

      

         (10) 

with initial densities: 

S(0) > 0, E(0)  0, I(0)  0, Q(0)  0, R(0) > 0. 

The above SEQIR model formulation (10) can be rewritten as 

1 2

1 2

1 2 3 1

dS
SE AS

dt

dE
SE BE

dt

dQ
S E CQ

dt

dI
r E r Q DI

dt

dR
S Q I d R

dt





 

  

   

 

  

  

   

                           (11) 

where 1 1 1 1 2 1 2 2 1 3 1 2, , andA d B r d C r d D d d                . 

The above system (11) has a unique Disease-Free Equilibrium (DFE) at 

 0 0 0 0 0 0 0, , , , , ,0,0,0,0,0E S E Q I R V
A

 
   

 
 

The infection components in this model are E, I and V. The new infection matrix F and the 

transition matrix V are given by 

0 0
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A

F
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 
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The basic reproduction number R0 of the model (11) is then defined as the spectral radius of 

the next generation matrix 1FV   [3]; i.e., 

 
  

1
0

1 1 1 1 2 1

0R FV
AB d r d
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It is notable that 
A


represents the number of susceptible individual at the DFE. Based on the 

each of the parameters of R0 a sensitivity analysis is performed to check the sensitivity of the 

basic reproduction number. The value of R0 will be enhanced if the value of  is raised. On 

the contrary, the value of the R0 will be as well reduced in the same proportion if the value of 

 diminished. Again it is also noticed that the parameters 1, 1, d1, r1 and2 are related to R0 

inversely. Therefore, for any increasing value of any of this mentioned parameters will 

definitely reduce the value of R0. Therefore, the sensitive analysis of the basic reproduction 

number emphasized that prevention is better than treatment.   

4.5. Formulation of SEQIDR model  

After the outbreak of the COVID-19 epidemic, the government has taken many 

effective measures to combat the epidemic, such as inspection detention, isolation treatment, 

isolation of cities, and stopping traffic on main roads.  However, the traditional SEIR model 

cannot fully describe the impact of these measures on different populations [4-7]. Based on 

the analysis of the actual situation and existing data, divided the population into different 

warehouses and established a more effective model for the dynamic spread of infectious 

diseases. According to the actual situation of the epidemic, Yichi Li and et al in [21], 

established a SEQIDR model by dividing the population into 6 different categories to comply 

with the current spread of COVID-19.  

 S(t) People who may be infected by the virus 

 E(t) Infected with the virus but without the typical symptoms of infection 

 Q(t) Diagnosed and quarantined 

 I(t) Infected with the virus and highly infectious but not quarantined 

 D(t) Suspected cases of infection or potential victims 

 R(t) People who are cured after infection 

Since the incubation period of the COVID-19 is as long as 2 to14 days, there are already 

infected but undetected people (E) in the natural environment of the susceptible population 

(S), when the first case is identified. Some people who have been infected need to go through 

a certain incubation period before suspected symptoms can be detected (Q). Chest CT imaging 

was used to observe whether there were glassy shadows in the lungs to determine whether the 

diagnosis was confirmed (D). Another part of the population has been infected and has been 

sick, because not isolated, is highly infectious in the population. After a period of quarantine 

treatment, these two groups of people will be discharged from hospital (R), or face death due 

to basic diseases. The diagnosed patients will become healed after a certain period of isolation 

and treatment.   

To  build  a  dynamic  discrete  model  for  a  certain period of time for COVID-

19, the authors ignored the impact of factors such as population birth rate and natural 

mortality and also assumed that the latent population of COVID-19 and the infected but not 

yet isolated population have the  same  range  of  activities  and  capabilities,  that  is,  for  

COVID-19,  the  population  E(t)  and  the  crowd  I(t)  have the  same  contact  rate. 

The flow of transitions from one group to another follows the scheme below: 
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Figure 17: SEQDIR model 

 Explanation of parameters exploited in SEQDIR model structure is as follows:  

Parameters Meaning 

f (t) The incidence rate of the susceptible population S (t), which to some extent 

can reflect the infection degree of COVID-19  in the susceptible population. 

 The proportion of latent persons who were converted to free infection 

dsq The rate at which suspected patients are converted into quarantine 

dqd The rate at which suspected patients are converted into confirmed cases 

represents a measure of quarantine intensity due to the constant changes in 

medical procedures. 

did The rate at which some highly infectious people in the free environment will 

be transferred to confirmed cases. 

dqs  The rate at which susceptible population has also been converted to suspected 

cases. 

deq The susceptible population in the free environment will become latent after 

being infected by COVID-19 and gradually develop after the incubation 

period 

 The fatality rate of new pneumonia, reflecting the lethal intensity of              

COVID-19. 

γ The cure rate that is diagnosed by the proportion of people who are cured per 

day to those, which reflects the local level of care and, to another extent, the 

difficulty of the condition. 

In the deterministic form, the SEDQIR model can be written as the following ordinary 

differential equation (ODE): 
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

                (12) 

In order to study the deeper  COVID-19  transmission rule, they performed a detailed analysis 

of some parameters to transform the degree of infection into a form more conducive to data 

expression [8]. Adopt the degree of infection of  COVID-19  in susceptible populations f (t), 

the mathematical expression is as follows: 

 

     1
1 2 ,
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2

.k



  

 

i.e.,    ,f t kE I   

 

Among them, they referred to the infection rate coefficients of latent and freely infected 

people in susceptible populations as 1  and 2 . At this stage, the epidemic caused by COVID-

19 may still be in the early stages of spreading among the population.  

The infection rate   t  can be estimated and fitted based on the existing data, 

and k value reflects the infectivity of the latent person relative to the infected person. 

Furthermore, according to the definition of incidence, the rate of infection can be expressed by 

the number of people diagnosed over a period of time [9]. If the number of people diagnosed 

on day t is F, the infection rate can be expressed as 

 
 

   
2 1 2

2

1 2

1 1

0

d d d

j j d

F t d d
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F t j k F t j


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 


   
 

Among them, d1  is the average incubation period of  COVID-19,  and  d2  is the time during 

which the incubator is isolated after the incubation period. Based on the available data, the 

infectious rate was calculated numerically. 

5. Stability analysis 

By constructing a suitable Lyapunov function, the authors in [21], proved the 

following stability theorems 
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Theorem 1. The following statements hold for the model (8). 

(1) If R0  1, the DFE of system (8) is globally asymptotically stable in . 

(2) If R0 > 1, the DFE of system (8) is unstable and there exists a unique endemic 

equilibrium. Moreover, the disease is uniformly persistent in the interior of , 

denoted by ̇; namely,         liminf , , , ,
t

E t I t V t   


  for some   > 0. 

Theorem 2. Assume that 1 , 2 and 3 are non-decreasing functions of variables E, I and V, 

respectively. If R0 > 1, then the unique endemic equilibrium X* of system (8) is globally 

asymptotically stable in ̇. 

Also, by constructing a suitable Jacobian matrix of the system (11), the authors in [21] proved 

the following stability nature of the Diseases Free Equilibrium (DFE) 0 ,0,0,0,0E
A

 
  
 

 

Theorem 3. The SEQIR model structure (11) at DFE at 0 ,0,0,0,0E
A

 
  
 

is locally 

asymptotically stable under the condition R0 < 1 and unstable if R0 > 1. 

Theorem 4. The SEQIR model structure (11) at DFE at 0 ,0,0,0,0E
A

 
  
 

is globally 

asymptotically stable under the condition R0 < 1 and unstable if R0 > 1. 

Theorem 5. The DFE E0 of the system (12) is locally asymptotically stable if R0 < 1. 

6. Conclusion: 

In this paper, we have briefly discussed various epidemic models of COVID-19 

disease which is transferred from human to human. So far the daily confirmed COVID-19 

cases are increasing day by day worldwide. Therefore, prediction about infected individual is 

very much important for health concern arrangement of the citizens. It is also important to 

control spread rate of the COVID-19 virus with restricted supply. Our mathematical study is 

based on COVID-19 virus spread in India. We tried to fit various compartmental model 

systems to COVID-19 disease in India as per as data are available. The basic reproduction 

number R0 is determined and reviewed the comprehensive stability analysis. 

Therefore, analyzing all results of various models and observing the situation of 

different countries, we may conclude that India may be in a big trouble in very near future due 

to COVID-19 virus. To avoid this big trouble, Indian Government should take stricter 

measures other than quarantine, lock down etc. So far the Indian Government are continuously 

changing its policy to protect India from COVID-19 virus. Recently, all districts of India are 

classified by Indian Government into three zones namely Red zones (hotspots), Orange zones 

(non hotspots) and Green zones (save zones). Preliminarily 170 districts of India are hotspots 

zones, where rapid testing facility is available for the public. As the time progress more 

strategies are applied by the Government of India as well as all state Governments to stop the 

spread of COVID-19 virus in India. Therefore, we may assume that if the Indian Government 

take proper step time to time then the infected number of population will be differ from our 

predicted number as time progress, and India will recover from this virus in recent future. 

Lastly, we say that public of India should help the Indian Government to fight against this 

dangerous COVID-19 as per the compartmental models. 

Given the current development of COVID-19, it is widely speculated that this disease 

would persist in the human world and become endemic. Our mathematical analysis and 

GIS SCIENCE JOURNAL

VOLUME 7, ISSUE 6, 2020

ISSN NO : 1869-9391

PAGE NO: 397



numerical simulation results support this speculation. The findings in this study imply that we 

should be prepared to fight the coronavirus infection for a much longer term than that of the 

current epidemic wave, in order to reduce the endemic burden and potentially eradicate the 

disease eventually. Among other intervention strategies, new vaccines for the novel 

coronavirus, which are currently in research and development, could play an important role in 

achieving that goal. Scientists need to gear up for the task and come forward to do 

collaborative research work to understand the spread, containment and eventualities of the 

pandemic outbreak. For this, interdisciplinary teams must work together to come out with 

some concrete strategy. Research teams have to develop vaccines for which funding, 

infrastructure, and adequate facilities are required. So, Covid-19 is a reminder that science 

cannot take a back seat and health care, education and research should always hold a top 

priority. Faith in science and scientists, and optimism is important at this juncture so that India 

comes out as a winner in the battle. 

Acknowledgments 

Authors would like to thank the anonymous referees for their valuable comments and 

careful reading to the improvement of the manuscript. 

References 

[1] Kermack WO and Mc Kendrick AG “Contributions to the Mathematical Theory of 
Epidomics”, proceedings of the Royal Society A 115 (1927), 700-721. 

[2] Chayu Yang and Jin Wang “A mathematical model for the novel coronavirus epidemic in 
Wuhan, China” Mathematical Biosciences and Engineering, 17(3): 2708–2724. 

[3] P. V. D. Driessche, J. Watmough, Reproduction numbers and sub-threshold endemic 
equilibria forcompartmental models of disease transmission, Math. Biosci., 180 (2002), 
29–48. 

[4] Hansun S. A New Approach of Brown’s Double Exponential Smoothing Method in Time 
Series Analysis. Balkan J Electric Comput Engineering.2016;4(2):75-8. 

[5] Chadsuthi S, Modchang C, Lenbury Y, Iamsirithaworn S, Triampo W.Modeling seasonal 
leptospirosis transmission and its association with rainfall and temperature in Thailand 
using  time-series  and ARIMAX analyses. Asian Pac J Trop Med. 2012;5(7):539-46. 

[6] Ming W, Huang J, Zhang CJP. Breaking down of healthcare system: Mathematical 
modeling for controlling the novel coronavirus (COVID-19) outbreak in Wuhan, China. 
bioRxiv. 2020. 

[7] Chowell G,  Castillo-Chavez  C, Fenimore PW, Kribs-Zaleta CM, ArriolaL, Hyman JM. 
Model parameters and outbreak control for SARS. Emerg Infect Dis. 2004;10(7):1258. 

[8] Luo H, Ye F, Sun T, Yue L, Peng S, Chen J, et al. In vitro biochemical and 
thermodynamic characterization of nucleocapsid protein of SARS.Biophysical chemistry. 
2004;112(1):15-25. 

[9] Dye C, Gay N. Modeling the SARS epidemic. Science. 2003; 300 (5627):18845. 
[10] Chen T, Ka-Kit Leung R, Liu R, Chen F, Zhang X, Zhao J, et al. Risk of imported Ebola 

virus disease in China. Travel Med Infect Dis. 2014;12:650–8. 
[11] Yi B, Chen Y, Ma X, Rui J, Cui JA, Wang H, et al. Incidence dynamics and investigation 

of key interventions in a dengue outbreak in Ningbo City, China. PLoS Negl Trop Dis. 
2019;13: e0007659 

[12] Chen T, Leung RK, Zhou Z, Liu R, Zhang X, Zhang L. Investigation of key interventions 
for shigellosis outbreak control in China. PLoS One. 2014;9: e95006. 

[13] Zhang S, Hu Q, Deng Z, Hu S, Liu F, Yu S, et al. Transmissibility of acute haemorrhagic 
conjunctivitis in small-scale outbreaks in Hunan Province,China. Sci Rep. 2020;10:119. 

GIS SCIENCE JOURNAL

VOLUME 7, ISSUE 6, 2020

ISSN NO : 1869-9391

PAGE NO: 398



[14] Chen S, Yang D, Liu R, Zhao J, Yang K, Chen T. Estimating the transmissibility of hand, 
foot, and mouth disease by a dynamic model. Public Health. 2019;174:42–8. 

[15] Cui J-A, Zhao S, Guo S, Bai Y, Wang X, Chen T. Global dynamics of an 
epidemiological model with acute and chronic HCV infections. Appl Math Lett. 
2020;103:106203. 

[16] Russell T.W., Hellewell J., Abbott S., Golding N., Gibbs H., Jarvis C.I., et al. Using a 
delay-adjusted case fatality ratio to estimate under-reporting. Report from the Centre for 
Mathematical Modelling of Infectious Diseases. 
https://cmmid.github.io/topics/covid19/severity/global_cfr_estimates.html; 2020a. 

[17] Ivorra B., Ramos A.M., Ngom D. Be-CoDiS: A mathematical model to predict the risk of 
human diseases spread between countries. Validation and application to the 2014 Ebola 
Virus Disease epidemic. Bulletin of Mathematical Biology. 2015;77(9):1668–1704. doi: 
10.1007/s11538-015-0100-x. [PubMed] [CrossRef] [Google Scholar] 

[18] Ferrández M.R., Ivorra B., Ortigosa P.M., Ramos A.M., Redondo J.L. Application of the 
Be-CoDis model to the 2018-19 Ebola Virus Disease outbreak in the Democratic 
Republic of Congo. ResearchGate Preprint. 2019;23 July 2019:1–17. doi: 
10.13140/RG.2.2.13267.63521/2. [CrossRef] [Google Scholar] 

[19] Ferrández M.R., Ivorra B., Redondo J.L., Ramos A.M., Ortigosa P.M. A multi-objective 
approach to estimate parameters of compartmental epidemiological models. Application 
to Ebola Virus Disease epidemics. researchgatenet. 2020:1–49. doi: 
10.13140/RG.2.2.25778.56006. [CrossRef] [Google Scholar]. 

[20] B. Ivorra, M.R. Ferrández, M. Vela-Pérez, and A.M. Ramos, Mathematical modeling of 
the spread of the coronavirus disease 2019 (COVID-19) taking into account the 
undetected infections. The case of China Commun Nonlinear Sci Numer Simul. 2020 
Apr 30 : 105303 doi: 10.1016/j.cnsns.2020.105303 

[21] Yichi Li and et al, Mathematical Modeling and Epidemic Prediction of COVID-19 and 
Its Significance to Epidemic Prevention and Control Measures, Annals of Infectious 
Disease and Epidemiology, Volume 5,  Issue 1, Mar, 2020. 

[22] D. Pal and et al, Mathematical Analysis of a COVID-19 Epidemic Model by using Data 
Driven Epidemiological Parameters of Diseases Spread in India, medRxiv preprint doi: 
https://doi.org/10.1101/2020.04.25.20079111, April 29, 2020. 

[23] https://www.worldometers.info/coronavirus/?utm_campaign=homeAdvegas1? 
[24] https://www.covid19india.org/ 
[25] Ministry Of Health & Family Welfare 
 
 
 

Appendix – 1 

State wise COVID - 19 Cases in India as on 18th June 2020  
(Sourced from state health ministry’s: https://covidindia.org/) 
 

State 
Confirmed 

Cases 
Recoveries Deaths 

Andaman and Nicobar Islands 45 35 0 

Andhra Pradesh 7496 3772 92 

Arunachal Pradesh 103 7 0 

Assam 4861 2848 9 

Bihar 7040 4961 44 

Chandigarh 373 306 6 
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State 
Confirmed 

Cases 
Recoveries Deaths 

Chhattisgarh 1946 1202 10 

Dadar & Nagar Haveli; Daman & Diu 57 12 0 

Delhi 47102 17457 1904 

Goa 705 109 0 

Gujarat 25601 17819 1591 

Haryana 9218 4556 134 

Himachal Pradesh 595 373 8 

Jammu and Kashmir 5555 3144 71 

Jharkhand 1919 1198 11 

Karnataka 7944 4983 114 

Kerala 2794 1413 21 

Ladakh 687 95 1 

Lakshadweep 0 0 0 

Madhya Pradesh 11426 8632 486 

Maharashtra 120504 60838 5751 

Manipur 606 199 0 

Meghalaya 44 30 1 

Mizoram 130 1 0 

Nagaland 193 103 0 

Odisha 4512 3144 14 

Puducherry 271 109 7 

Punjab 3615 2570 83 

Rajasthan 13857 10742 330 

Sikkim 70 5 0 

Tamil Nadu 52334 28641 625 

Telangana 5675 3071 192 

Tripura 1146 614 1 

Unassigned 8703 0 0 

Uttar Pradesh 14598 8904 435 

Uttarakhand 2103 1386 26 

West Bengal 12735 7001 518 

Total 376563 200280 12485 
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Appendix - 2 

Current Rules and Guidelines 

The Ministry of Health and Family Welfare has issued SOP’s on prevention of COVID-19 at 

different places. The general guidelines are 

 Pregnant women, persons above 65 years of age, children below the age of 10 years, 

and persons with comorbidities are advised to stay at home. 

 Everyone should maintain a distance minimum of 6 feet in public places. 

 Use of face covers/masks to be mandatory. 

 Spitting should be strictly prohibited. 

 Use of the Aarogya Setu App shall be advised. 

 Cover your mouth and nose while sneezing or coughing with a 

tissue/handkerchief/flexed elbow and dispose of the used tissues properly. 

 Practice frequent hand washing with soap (for at least 40-60 seconds) even when 

hands are not visibly dirty. Use of alcohol-based hand sanitizers (for at least 20 

seconds) can be made wherever feasible. 

The ministry also issued specific guidelines to be followed at different places to contain 

COVID. Click on links below to view them. 

 Religious places 
 Restaurants 
 Offices 
 Shopping malls 
 Hospitality units 

Prevention of COVID-19 

The announcement of Unlock-1 led to opening up of many places; and the government has 

advised to follow all the necessary precautions. 

The following are basic hygiene practices that are recommended in different work, travel and 

household settings to prevent the spread of COVID-19. 

 Teach your house help about COVID 19: What the virus is, how it spreads and the 

precaution to be taken. 

  S/he should sanitise properly before  entering the house. Keep soap and water or an 

alcohol-based sanitizer (with at least 70% alcohol) handy at the entrance.  

  S/he should wear face mask at all times. 

 Ask him/her to wash their hand / sanitise every time you send them out for essential 

items. 

 When they are sent to buy essential items they should wear proper masks, plastic 

washable slippers, and a sanitizer (to use in case if she/he touches anything suspicious 

in the market/shop. 

 Instruct the house help to maintain a safe physical distance of 6 feet from others. 
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 Try to keep away the material from your body when carrying from market. It is better 

to have a plastic basket/bucket with you when going to the market. Put the material in 

bucket and carry it to your home. 

 Tender exact money for the products purchased so that one can avoid getting the 

change back from the shopkeeper. 

 If you have a full-time house help, ask him/her to wash her/his hand thoroughly and 

frequently with soap and running water throughout the day. 

 Maintain physical distancing (6 feet) with domestic help. Don’t stay close to him/her 

at the time for giving instructions. 

 If s/he shows any symptom(s) of COVID-19, s/he should be asked to isolate/home 

quarantine. 

 If s/he shows any symptom of COVID-19, s/he should be taken for testing and 

medical check-up immediately. Provide him/her with necessary support for getting 

medical help immediately. 

Advisory on Social Distancing 

Social distancing is a non-pharmaceutical infection prevention and control 
intervention implemented to avoid/decrease contact between those who are infected 
with a disease causing pathogen and those who are not, so as to stop or slow down the 
rate and extent of disease transmission in a community. 

In addition to the social distance, get to know about a few other things such as 
covering mouth while sneezing, washing hands regularly for 20 seconds, etc which 
will help to slow down the transmission. 
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                                                      Abstract 

 Let  be a graph. A set  is a dominating set of  if every vertex not in  

is adjacent to at least one vertex in . The domination number  is the minimum cardinality 

of a dominating set. The degree of a vertex , where  of a graph  is denoted by 

 or  is the number of edges incident with . We define, a set , where 

 is a dominating set and , where  then 

 is the degree of a dominating set . A set  is a degree 

dominating set of a graph   if  is minimum. The degree domination number  

is the minimum cardinality of a degree dominating set and an upper degree domination number 

is the maximum cardinality of a degree dominating set of  

 
 
 

                                                    Introduction 

The graphs considered here are simple, finite, undirected, connected, without loops or multiple 

edges or isolated vertices. For undefined terms or notations in this paper may be found in 

Harary [2]. 

Let  be a graph. A set  is a dominating set of  if every vertex not 

in  is adjacent to at least one vertex in . The domination number  is the minimum 

cardinality of a dominating set. 

 

The degree of a vertex , where  of a graph  is denoted by  or  

is the number of edges incident with . 
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We define, a set , where  is a dominating set and , where 

 then  is the degree of a dominating set . A set 

 is a degree dominating set of a graph   if  is minimum. The degree 

domination number  is the minimum cardinality of a degree dominating set and an upper 

degree domination number is the maximum cardinality of a degree dominating set of   

 

In this paper, we initiate a study of this new parameter. The degree domination number 

 reduces the congestion in traffic network and is having more application in electricity 

transmission network, and distribution, in telecommunication system, in water supply 

channels, in railway network, in circuit design and in the Management information System. 

Etc. 

 

Results:  

We list the exact values for some standard graphs. 

Proposition 1. 

(i) For any complete graph  vertices,  ,  

(ii) For any cycle vertices,  

(iii) For any path vertices,  

(iv) For any wheel vertices,  

(v) For any star vertices,  

(vi) For any star vertices,  

 

Theorem 1. For any graph , , equality hold for                     

…(1) 

Proof. This follows from the fact that every degree dominating set is dominating set, (1) holds. 

  

Theorem 2. For any graph  , � ≥ 2 vertices,  

Proof. Let  be a graph, consider the following two cases. 

Case1. Suppose  be a complete graph , every pair of its  vertices adjacent. 
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We know that  and 

By theorem 1 a) we have  

Thus,  

                     

                                                                                                                                                     ….(2)                                       

Case 2. Suppose  be path  

We know that  and 

By theorem 1 c) we have  

Thus,  

         

         

         

         

        .                                                                                                                                                     …(3) 

From (2) and (3) given results holds true for any graph. 

 

Proposition 2. Let  be a tree with  cut-vertices, then , where e is the number 

of pendent vertices. 

Proposition 3. If  is a tree, , where  is the number of cut vertex of , then 

. 

Proposition 4 If  is a tree, , where  is the number of cut vertex of  e be the 

number of end vertex, then . 

Proposition 5 If  is a tree with , where  is number of cut vertex of , then 

. 

Theorem 3. For any graph ,  

Proof. Let us assume that  
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There exists,    which is contradiction by theorem (3). Hence our assumption 

is wrong.  

Thus,  The converse is obvious. 

 

Theorem 4. For any tree , , where  is number of the cut vertex and  is  the 

number of pendent vertex in . 

Proof.  Consider a tree  with  vertices, obviously contains cut vertices and end vertices. 

Consider the following two cases: 

Case 1. Suppose a tree ,  vertices, is a path  by Proposition1 (iii) , thus 

 

Case 2. Suppose a tree ,  vertices, which is having more than one cut vertex and more 

than one end vertex, definitely  and  are dominating set called a set  and  

respectively. Then , since each bridge is contributing two degree to the cut 

vertices. 

Thus deg (A) < deg (B). Hence  
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Abstract: In this article, we have obtained vertex polynomial 

of Middle, Line and Total graphs of some standard graphs namely 
complete graph, star, path, cycle and wheel graph.  

Keywords: Vertex polynomial, Middle graph, Line Graph, 
Total Graph 

I.INTRODUCTION 

In this paper, we have considered only finite graphs which 
are non-trivial, undirected, having no self- loops and having 
no parallel edges. Two edges of a graph are adjacent if they 
have a common vertex. If a vertex 𝑣 is an end vertex of an 
edge  𝑒 , then edge 𝑒  is incident on vertex 𝑣 . Vertices and 
edges are called elements of a graph and are neighbors if they 
are either incident or adjacent. 𝐾1,𝑛 represents a star. A wheel 
graph  𝑊𝑛 and is defined as 𝑊𝑛 =  𝐾1 + 𝐶𝑛−1.  A graph 𝐺 is  
𝑘 − regular if each vertex has degree 𝑘. If 𝑥 = 𝑢𝑣 is an edge 
of a graph 𝐺, and 𝑤 is not a vertex of  𝐺, then 𝑥 is said to 
subdivided if it is replaced by the edges 𝑢𝑤 and 𝑣𝑤.  For 
terminologies and notations, we refer [1]. The vertex 
polynomial of the graph G [2] is defined as  𝑉(𝐺; 𝑥) =

∑ 𝑣𝑘𝑥𝑘△(𝐺)
𝑘=0 , where △ (𝐺) = max {𝑑(𝑣): 𝑣 ∈  𝑉(𝐺)} and 𝑣𝑘 

is the number of vertices of degree 𝑘 . The roots of a vertex 
polynomial are called vertex polynomial roots. 

II.MIDDLE GRAPH, LINE GRAPH, TOTAL GRAPH AND 
VERTEX POLYNOMIAL WITH AN EXAMPLE. 

In this part, we list the definitions of Middle graph, 
Line graph and Total graph of a graph with an example. Also 
we show their vertex polynomials. 

Let 𝐺 be a graph with |𝑉| = 𝑚 and |𝐸| = 𝑛 . Its line 
graph 𝐿(𝐺) contains vertices which are edges of 𝐺 and edges 
in 𝐿(𝐺) are drawn between vertices if they have common 
vertex in 𝐺. Middle graph 𝑀(𝐺) has vertex set containing all 
vertices and all edges of 𝐺 and edges of 𝑀(𝐺) between new 
vertices are drawn only when the edges corresponding in 𝐺 
are adjacent. Total graph 𝑇(𝐺) has vertex set containing all 
vertices of 𝐺  and all edges of 𝐺  and two vertices of total 
graph are adjacent if they happen to be neighbors in 𝐺. The 
following figures show a graph, its line graph, middle graph 
and total graph with their vertex polynomials. 
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Figure 1− Graph 𝑮. 

 
In this graph, we find 1, 2 and 1 vertices of degrees 1, 2 and 3 
respectively. Thus 𝑉(𝐺; 𝑥) = 𝑥 + 2𝑥2 + 𝑥3 . Now we 
consider its line graph as in Figure 2. 
 

 
Figure 2−𝑳(𝑮) 

We note that 𝐿(𝐺) has four vertices of which two are of 
degree 2 and remaining two are of degree 3. Thus  
𝑉(𝐿(𝐺); 𝑥) = 2𝑥2 + 2𝑥3 
Now, we consider middle graph 𝑀(𝐺) as shown in Figure 3.  

 
Figure 3−𝑴(𝑮) 

 
The middle graph has one vertex of degree 1, two vertices of 
degree 2, one vertex of degree 3, two vertices of degree 4 and 
two vertices of degree 5. Thus 𝑉(𝑀(𝐺); 𝑥) = 𝑥 + 2𝑥2 +
𝑥3 + 2𝑥4 + 2𝑥5 . Now we consider total graph 𝑇(𝐺)  as 
shown in Figure 4. 

 
 

Figure 4−𝑻(𝑮) 
 

 
 
 

Mallikarjun Basanna Kattimani, Sridhara K.R. 

Vertex Polynomial of Middle, Line and Total 
Graphs of some standard Graphs 

https://www.openaccess.nl/en/open-publications
http://www.ijmh.org/
mailto:mathshodoxford@gmail.com
mailto:sridharwi@gmail.com
https://www.openaccess.nl/en/open-publications
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.35940/ijmh.H0794.044820&domain=www.ijmh.org


 
Vertex Polynomial of Middle, Line and Total Graphs of some standard Graphs 

87 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  
© Copyright: All rights reserved. 
 

Retrieval Number: H0794044820//2020©BEIESP 
DOI: 10.35940/ijmh.H0794.044820 
Journal Website: www.ijmh.org  
 
 

𝑇(𝐺), the total graph has1, 4, 2 and 1 vertices of degrees 2, 4, 
5 and 6 respectively. 
 
 Thus 𝑉(𝑇(𝐺); 𝑥) = 𝑥2 + 4𝑥4 + 2𝑥5 + 𝑥6 

III.MAIN RESULTS 

Theorem 3.1: If  𝑀(𝐾𝑛) is middle graph of 𝐾𝑛, then  

𝑉(𝑀(𝐾𝑛); 𝑥) = 𝑛𝑥𝑛−1 +
𝑛(𝑛 − 1)

2
𝑥2𝑛−2 

 
Proof: We note that 𝐾𝑛  has 𝑛 vertices, whereas its middle 

graph 𝑀(𝐾𝑛)  has  
𝑛2+𝑛

2
  vertices by definition of middle 

graph. We can partition vertex set of 𝑀(𝐾𝑛)  into two disjoint 
subsets 𝑉1 and 𝑉2 as follows: 
𝑉1: Vertex set with |𝑉1| = 𝑛, degree being (𝑛 − 1)  for each 
vertex and 

𝑉2: Vertex set with|𝑉2| =
𝑛2−𝑛

2
 , degree being (2𝑛 − 2) for 

each vertex. 

Hence 𝑉(𝑀(𝐾𝑛); 𝑥) = 𝑛𝑥𝑛−1 +
𝑛(𝑛−1)

2
𝑥2𝑛−2 

 
Theorem 3.2: If  𝑀(𝐾1,𝑛) is middle graph of 𝐾1,𝑛, then  
𝑉(𝑀(𝐾1,𝑛); 𝑥) = 𝑛𝑥𝑛+1 + 𝑥𝑛 + 𝑛𝑥 for 𝑛 ≥ 2 
 
Proof: We note that 𝐾1,𝑛  has (𝑛 + 1) vertices, whereas its 
middle graph 𝑀(𝐾1,𝑛) has  (2𝑛 + 1)  vertices by definition 
of middle graph. We can partition the vertex set of 𝑀(𝐾1,𝑛)  
into disjoint subsets 𝑉1 𝑉2and 𝑉3 as follows: 
 
𝑉1: Vertex set containing 1 vertex of degree n, 
 
𝑉2: Vertex set with |𝑉2| = 𝑛, each vertex being pendant  and 
 
𝑉3: Vertex set |𝑉3| = 𝑛,degree being (𝑛 + 1) for each vertex. 

Thus 𝑉(𝑀(𝐾1,𝑛); 𝑥) = 𝑛𝑥𝑛+1 + 𝑥𝑛 + 𝑛𝑥 
 
Theorem 3.3: If  𝑀(𝑃𝑛) is the middle graph of  𝑃𝑛, then 

𝑉(𝑀(𝑃𝑛); 𝑥) =  2𝑥 + (𝑛 − 2)𝑥2 + (𝑛 − 1)𝑥3,𝑛 ≥ 3 
 

Proof: We note, by definition of middle graph that, 𝑀(𝑃𝑛) 
contains (2𝑛 − 1)vertices. We can partition the vertex set 
of 𝑀(𝑃𝑛) into three disjoint subsets 𝑉1 𝑉2and 𝑉3 as follows: 
 
𝑉1: Vertex set containing 2 vertices, each of degree 1, 
 
𝑉2: Vertex set with |𝑉2| = 𝑛 − 2, degree being 2 for each 
vertex  and 
 
𝑉3: Vertex set with |𝑉3| = 𝑛 − 1 , degree being 3 for each 
vertex. 

Thus  𝑉(𝑀(𝑃𝑛); 𝑥) =  2𝑥 + (𝑛 − 2)𝑥2 + (𝑛 − 1)𝑥3 
 
Theorem 3.4: If 𝑀(𝐶𝑛 ) is the middle graph of 𝐶𝑛, then 

𝑉(𝑀(𝐶𝑛 ); 𝑥) = 𝑛𝑥2 + 𝑛𝑥4 
 

Proof: We note, by definition of middle graph that, 𝑀(𝐶𝑛 ) 
contains 2𝑛 vertices. We can partition the vertex set 
of 𝑀(𝐶𝑛 ) into 𝑉1and 𝑉2 as follows: 
 
𝑉1: Vertex set containing 𝑛 vertices of 𝐶𝑛 , each  of degree 2 
and 
 
𝑉2:  Vertex set containing 𝑛  new vertices obtained by 
definition of middle graph, each of degree 4. 

Thus 𝑉(𝑀(𝐶𝑛 ); 𝑥) = 𝑛𝑥2 + 𝑛𝑥4 
 
Corollary 3.5:  The vertex polynomial roots of  𝑀(𝐶𝑛) are 0, 
0 and ±𝑖  
 
Proof: In view of Theorem 3.4, vertex polynomial roots of  
𝑀(𝐶𝑛) can be obtained by taking  
           𝑛𝑥2 + 𝑛𝑥4 = 0       ⇒   𝑥 = 0,0 𝑎𝑛𝑑 ± 𝑖 
 
Theorem 3.6:  If 𝑀(𝑊𝑛)  is the middle graph of  𝑊𝑛, then 

𝑉(𝑀(𝑊𝑛); 𝑥) =  (𝑛 − 1)𝑥𝑛+2 + 𝑥𝑛−1 + (𝑛 − 1)𝑥6 +
(𝑛 − 1)𝑥3, for 𝑛 ≥ 5 

 
Proof: We note, by definition of middle graph that, 𝑀(𝑊𝑛 ) 
contains (3𝑛 − 2) vertices. We can partition vertex set 
of 𝑀(𝑊𝑛 ) into four disjoint subsets 𝑉1, 𝑉2, 𝑉3 and 𝑉4 as 
follows: 
 
𝑉1: Vertex set containing a single vertex of degree (𝑛 − 1), 
 
𝑉2: Vertex set with |𝑉2| = 𝑛 − 1, degree being 3 for each 
vertex,   
𝑉3: Vertex set |𝑉3| = 𝑛 − 1 ,  degree being 6 for each vertex, 
and 
𝑉4: Vertex set |𝑉4| = 𝑛 − 1 ,  degree being 𝑛 + 2 for each 
vertex. 
Thus 𝑉(𝑀(𝑊𝑛); 𝑥) =  (𝑛 − 1)𝑥𝑛+2 + 𝑥𝑛−1 + (𝑛 − 1)𝑥6 +
(𝑛 − 1)𝑥3 

Theorem 3.7: If 𝐿(𝐾𝑛) is the line graph of 𝐾𝑛 ,then 

𝑉(𝐿(𝐾𝑛); 𝑥)) =
𝑛(𝑛 − 1)

2
𝑥𝑛 

 
Proof: Using definition of line graph, we easily understand 

that 𝐿(𝐾𝑛)  is a 𝑛 − regular graph with  
𝑛2−𝑛

2
 vertices and 

every vertex will be of degree 𝑛.  
 

Thus 𝑉(𝐿(𝐾𝑛; 𝑥)) =
𝑛(𝑛−1)

2
𝑥𝑛. 

 
 
Theorem 3. 8: If  𝐿(𝐾1,𝑛) is the line graph of 𝐾1,𝑛 , then 

𝑉 (𝐿(𝐾1,𝑛); 𝑥)) = 𝑛𝑥𝑛−1 

 
Proof: By definition of line graph, of a graph, we easily 
understand that 𝐿(𝐾1,𝑛) is a complete graph 𝐾𝑛and therefore 
every vertex will be of 
degree(𝑛 − 1). 
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Thus 𝑉 (𝐿(𝐾1,𝑛; 𝑥)) = 𝑛𝑥𝑛−1. 

 
Theorem 3.9: If 𝐿(𝑃𝑛)   is the line graph of  𝑃𝑛 , then 
 𝑉(𝐿(𝑃𝑛); 𝑥)) = 2𝑥 + (𝑛 − 3)𝑥2, 𝑛 ≥ 3 
 
Proof: By definition of line graph, we easily understand that 
𝐿(𝑃𝑛)  is a path graph 𝑃𝑛−1.  
Thus  𝑉(𝐿(𝑃𝑛); 𝑥)) = 𝑉(𝑃𝑛−1; 𝑥).  
It is easy to note that path graph 𝑃𝑛−1 will have 2 pendant 
vertices and remaining (𝑛 − 3) internal vertices will be of 
degree 2.   
Thus   𝑉(𝐿(𝑃𝑛); 𝑥)) = 2𝑥 + (𝑛 − 3)𝑥2. 

 
Theorem 3.10: If 𝐿(𝐶𝑛)is the line graph of 𝐶𝑛, then is 
𝑉(𝐿(𝐶𝑛) ; 𝑥)) = 𝑛𝑥2. 
 
Proof: By definition of line graph , we easily understand that 
𝐿(𝐶𝑛) = 𝐶𝑛 itself. As degree of every vertex of 𝐶𝑛 is 2 and as 
it has 𝑛 vertices, we find   𝑉(𝐿(𝐶𝑛) ; 𝑥)) = 𝑛𝑥2. 
 
Corollary 3.11:  The vertex polynomial root of  𝐿(𝐶𝑛) is  0 
with multiplicity 2. 
 
Proof: In view of Theorem 3.10, vertex polynomial roots of  
𝐿(𝐶𝑛) can be obtained by taking  
           𝑛𝑥2 = 0       ⇒   𝑥 = 0,0  as 𝑛 ≠ 0 
 
Theorem 3.12: If 𝐿(𝑊𝑛) is the line graph of 𝑊𝑛, then  

𝑉(𝐿(𝑊𝑛 ; 𝑥)) = (𝑛 − 1)𝑥4 + (𝑛 − 1)𝑥𝑛, 𝑛 ≥ 4 
 
Proof: We know, a wheel graph 𝑊𝑛 will have 𝑛 vertices and 
(2𝑛 − 2)edges. The vertex set of 𝐿(𝑊𝑛) will have (2𝑛 − 2) 
vertices and we can partition the vertex set into two disjoint 
subsets 𝑉1 and  𝑉2 as follows: 
 
𝑉1: Vertex set with |𝑉1| = 𝑛 − 1, degree being 4 for each 
vertex   
 
𝑉2: Vertex set with |𝑉2| = 𝑛 − 1, degree being 𝑛  for each 
vertex   

Thus 𝑉(𝐿(𝑊𝑛 ; 𝑥)) = (𝑛 − 1)𝑥4 + (𝑛 − 1)𝑥𝑛 
 
Theorem 3.13: If 𝑇(𝐾𝑛) is the total graph of  𝐾𝑛, then 

𝑉(𝑇(𝐾𝑛); 𝑥) =
𝑛(𝑛 + 1)

2
𝑥2𝑛−2 

Proof: We note that 𝐾𝑛will have 𝑛  vertices and 
𝑛(𝑛−1)

2
 

edges. By definition of total graph of a graph, we note that, 

total graph 𝑇(𝐾𝑛) will have 𝑛 +
𝑛(𝑛−1)

2
=  

𝑛(𝑛+1)

2
 vertices 

and each vertex will be of degree (2𝑛 − 2). 
 
Thus  

𝑉(𝑇(𝐾𝑛); 𝑥) =
𝑛(𝑛 + 1)

2
𝑥2𝑛−2 

Theorem 3.14: If 𝑇(𝐾1,𝑛)  is the total graph of  𝐾1,𝑛 , then 
𝑉(𝑇(𝐾1,𝑛; 𝑥) = 𝑛𝑥2 + 𝑛𝑥𝑛+1 + 𝑥2𝑛 

Proof: We know a star graph 𝐾1,𝑛will have 𝑛 + 1 vertices 
and 𝑛 edges. We note that total graph 𝑇(𝐾1,𝑛) of star graph 
𝐾1,𝑛will have (2𝑛 + 1) by the way in which total graph is 
defined and we can partition this the vertex set into 3 disjoint 
subsets  𝑉1, 𝑉2and  𝑉3 as follows: 
 
𝑉1: Vertex set containing a single vertex of degree 2𝑛, 
 
𝑉2: Vertex set with |𝑉2| = 𝑛 − 1, degree being 2 for each 
vertex  and 
 
𝑉3: Vertex set |𝑉3| = 𝑛 ,  degree being 2 for each vertex. 

Thus 𝑉(𝑇(𝐾1,𝑛; 𝑥) = 𝑛𝑥2 + 𝑛𝑥𝑛+1 + 𝑥2𝑛 

Theorem 3.15: If  𝑇(𝑃𝑛) is the total graph of 𝑇(𝑃
𝑛
), then 

𝑉(𝑇(𝑃𝑛); 𝑥) = 2𝑥2 + 2𝑥3 + (2𝑛 − 5)𝑥4, 𝑛 ≥ 3 
 
Proof: We know, a path graph 𝑃𝑛 will have 𝑛 vertices and 
(𝑛 − 1)edges. By definition of total graph, we note h 𝑇(𝑃𝑛) 
will have (2𝑛 − 1) vertices and we can partition this vertex 
set into 3 disjoint subsets  𝑉1, 𝑉2and  𝑉3 as follows: 
 
𝑉1: Vertex set containing 2 vertices, each of degree 2, 
 
𝑉2: Vertex set containing 2 vertices, each of degree 3  and 
 
𝑉3: Vertex set containing (2𝑛 − 5) vertices, each of degree 
4. 
 
Thus 𝑉(𝑇(𝑃𝑛); 𝑥) = 2𝑥2 + 2𝑥3 + (2𝑛 − 5)𝑥4 

Theorem 3.16: If 𝑇(𝐶𝑛) is the total graph of 𝐶𝑛, then 
𝑉(𝑇(𝐶𝑛); 𝑥) = 2𝑛𝑥4 

 
Proof: We know, a cycle graph  𝐶𝑛  has 𝑛  vertices. By 
definition of total graph of a graph, we note that,  𝑇(𝐶𝑛) of 𝐶𝑛 
is a 4− regular graph with 2𝑛 vertices and each vertex will be 
of degree 4. Thus  𝑉(𝑇(𝐶𝑛); 𝑥) = 2𝑛𝑥4. 
 
Corollary 3.17: The vertex polynomial root of  𝑇(𝐶𝑛) is 0 
with multiplicity 4. 
 
Proof: In view of Theorem 3.16, result is obvious. 
 
Theorem 3.18: If 𝑇(𝑊𝑛) is the total graph of 𝑊𝑛, then 

𝑉(𝑇(𝑊𝑛; 𝑥) = (2𝑛 − 2)𝑥6 + (𝑛 − 1)𝑥𝑛+2 + 𝑥2𝑛−2,  
for 𝑛 ≥ 5 

 
Proof: We know a wheel graph 𝑊𝑛 has 𝑛 vertices and 2𝑛 −
2 edges. By definition of total graph, we note that 𝑇(𝑊𝑛) of 
𝑊𝑛 will have (3𝑛 − 2)  vertices and we can partition this 
vertex set into three disjoint  subsets  𝑉1 ,  𝑉2 and  𝑉3  as 
follows: 
 
𝑉1: Vertex set containing  (2𝑛 − 2)  vertices, each of degree 
6, 
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𝑉2: Vertex set containing a single vertex of degree (2𝑛 − 2)  
and 
 
𝑉3: Vertex set containing (𝑛 − 1) vertices, each of degree 
(𝑛 + 2). 
 
Thus 𝑉(𝑇(𝑊𝑛; 𝑥) = (2𝑛 − 2)𝑥6 + (𝑛 − 1)𝑥𝑛+2 + 𝑥2𝑛−2 

IV.CONCLUSION  

Vertex polynomial is one of the possible ways in which we 
can represent a graph algebraically. We can compare this 
polynomials with other polynomials associated with graph 
also. 
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Abstract— The recent growth of Internet and World 

Wide Web lead to exponential development of 

Internet usage for various purposes such as online 

shopping, social media, education etc. Every hit to 

the web site is recorded in log file which includes 

user request, IP address, date and time of page 

demanded etc. This information can be utilized to 

derive favorable perceptions. Web Usage Mining is 

one such approach, which is applied to log file to 

automatically discover user navigational pattern. This 

research work, presented a novel algorithm termed 

DCUIS: Data Cleaning, User Identification and 

Sessionization. It is an exhaustive algorithm which 

considers all stages of pre-processing phase. The 

proposed algorithm has taken raw log file as input, 

and performed cleaning operation to obtain data of 

superior quality. This data is used in the next step of 

algorithm to uniquely identify users and which in 

succession assists to find user sessions. 

Keywords— Web Usage Mining, User Identification, 

Sessionization, Pre-processing, log file  

I. INTRODUCTION 

World-wide usage of internet for retrieving facts 

and details produces large volume of data daily. This 

overflowing data cannot be applied for analysis 

straightly. Thus Web Mining came into picture, 

which is the exercising of techniques available in data 

mining area to explore patterns from the data present 

on the internet. It is used to generate impressive 

outcomes on investigation which may possibly 

support the enterprise in captivating additional 

customers. Web mining can be classified into Web 

Content, Web Usage and Web Structure mining. Web 

Content mining implies, drawing out knowledge from 

web page which includes text, images, videos etc. 

Web Structure Mining finds knowledge from hyper 

link structure. Whereas Web Usage Mining discovers 

access pattern of user from web logs. 

Web Usage mining is determining and analyzing 

visitors’ navigational patterns by realizing different 

data mining strategies on log files of server or proxy, 

client. These navigational patterns are well realized in 

diversified policies such as website restructuring, web 

page recommendation and web content 

personalization, and improvisation of server 

activities. The process of Web usage mining can be 

divided into three major phases: Data pre-processing, 

Pattern Discovery and Pattern analysis. Data pre-

processing phase is a intricate job and spends longer 

time in web usage mining process due to the large 

volume of log data and its unstructured nature. It 

includes sub tasks such as data cleaning, user and 

session identification. This phase takes log file as 

input and identifies visitors of the web site and 

produces sessions which can then be used for pattern 

extraction and evaluation. 

The entire paper is divided in to 4 sections. First 

section describes literature survey of existing 

approaches for pre-processing. Second section 

presents problem formulation of various stages of 

pre-processing. Third section explains various phases 

of Web Usage Mining and proposed novel exhaustive 

algorithm. Fourth section implements a new 

algorithm and compares it with existing algorithm 

which shows that our proposed algorithm produces 

better result.  

II. LITERATURE SURVEY 

P. Sukumar et.al [4] proposed De-Spidering 

heuristic algorithms was used to remove web robots. 

This algorithm used for data cleaning isolated the 

entries with file  extension .css, .gif, .jpeg etc. It 

retained only the entries with status code in the range 

[200-299].  Additionally, the appeal initiated by web 

Crawlers, Robot or Spider is detached.  

Sudheer Reddy et. al. [7], proposed preprocessing 

methods used to remove irrelevant entries with file 

extension .gif,.jpeg,.css and error codes. They gave 

algorithm for user identification, which determines 

new user by checking IP address. In case IP address 

is identical at that point, it compares with web 

browser and Operating System. 

Patel et.al. [3], gave an algorithm for data cleaning 

which removed entries having extension .js, .css, .gif, 

.png, .jpg, .svg and error status codes. They also gave 

visitor identification algorithm which is developed on 

IP address and user agent to uniquely determine user. 

Session identification algorithm identifies user 

session based upon IP address and threshold time of 

30 minutes. 

Srivatsava et. al. [5], presented algorithm that 

considered unsuccessful inquiry, appeals of 

multimedia and other irrelevant files, and HTTP 

mechanism except GET comprising demands. This 

also removes failed status codes and links for pdf and 

http://www.ijettjournal.org/
mailto:hk.sowmyakiran@gmail.com


International Journal of Engineering Trends and Technology (IJETT- Scopus Indexed) – Special Issues - ICT 2020 
 

ISSN: 2231-5381                                 http://www.ijettjournal.org                                  Page 37 

image files. This algorithm eliminate records of URL 

ending like jpg, gif and css file. 

Michal Munk et.al. [2], presented an approach to 

pre-process educational data and identified phases 

which are needed in case of pre-processing for 

increased usage of understanding analytics methods. 

Outcome of their experiment revealed that session 

identification algorithm with reference length had a 

notable influence on grade of extricated series 

conventions. Path completion technique had 

remarkable effect on quantity of extracted sequence 

rules. 

Mary et.al. [8], proposed a method to enhance the 

performance of session identification to find accurate 

user navigational behavior. To identify a new session, 

it has considered set of pages that are shared between 

different sessions of same user. Suppose shared 

pattern does not exists, at that point ,such session of 

same user will be rejected. This improves quality of 

session. 

Mitali Srivastava et.al. [1], developed a new 

algorithm for user identification based on MapReduce 

method. They identified user by IP address and user 

agent information. The proposed algorithm is free to 

address machine recognition and expandability 

affairs. Author have not considered details of referrer 

and site layout for identifying visitors. 

 

III. PROBLEM FORMULATION 

Each time user demands for a web page from a web 

site, an access is documented against a web server log 

file. Server log file exists in different formats like IIS 

standard/Extended, NCSA Common/Combined, and 

Netscape Flexible etc. NCSA extended common log 

format is most popular log format. Data cleaning, 

User identification and Session identification problem 

formation for ECLF format is in this manner. 

Consider IP={ip1,ip2,….ipn} is set of each 

respective IP addresses of n users, who browsed 

website. WR={wr1,wr2,….wrn} denotes the web 

resources of website, UA={ua1,ua2,….uan} represents 

user agents of visitor of the web and 

EL={el1,el2,….eln} is a set of external links. Now log 

record in ECLF possibly specified as 

LE=<ipi;t;m;v;sc;bt;[Refi];[uai];[cookies]> ,where 

ipiԐIP , wriԐ WR, RefiԐRUEL, uaiԐUA, t denotes 

timestamp, m represents access method, sc represents 

status code and bt depicts amount of bytes moved. 

Refi and uai are attributes. Web server log file 

comprises WL= {wl1,wl2,….wln}. So data cleaning 

issue perhaps depicted in this manner: Taking into 

account a web server log file WL, remove all 

irrelevant entries and prepared log file can be 

represented as CL= {cl1, cl2,….cln},which contains 

only relevant entries and cli=<ipi;wri;[Refi];[uai]>. 

Suppose U={u1,u2,….un} is a group of users who 

browsed website. A user’s visit can be defined as 

vi=<ui,Ei> , where Ei=<(t1,wr1,[Ref1]); 

(t2,wr2,[Ref2]);…. (tn,wrn,[Refn])>; ti+1>ti. Now user 

identification problem can be defined as follows: 

From the cleaned log file CL, identify set of visitors 

V={v1,v2,….vn}. Enter V inside user activity file. 

Further, session identification question possibly 

specified in this fashion: From the user activity file, 

identify set of sessions 

S={(v1=<s1,s2,….sk>);(v2=<s1,s2,….sk>);...( 

vn=<s1,s2,….sk>)}, where <s1,s2,….sk> represents k 
different session of the visitor. Write this into user 

session activity file.  

IV. PROPOSED METHODOLOGY 

Web Usage Mining deals with approaches that 

may potentially speculate the user attitude when they 

are communicating with the WWW. Web usage 

mining uncover browsing patterns of visitor and 

attempt to discover the appropriate information from 

web log file. 

The entire Web usage mining system can be splitted 

into three vital stages as shown in Figure 1. The pre-

processing stage, the log file having click stream data 

is prepared to remove very noisy and ambiguous 

bunch of user activities during their visit to the site. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Phases of Web Usage Mining Process 

Data pre-processing is the basic step in data 

preparation step. Its objective is to reformat the web 

log file to identify users and user sessions. Web 

server makes an entry in the log file for each user hit 

to request resource from the website. Log data can be 

saved as Common Log Format (CLF) or Extended 

Log Format (ECLF). These files have fields such as 

User's IP address, User Identification, Authentication, 

Access date and time, Request method, Status code, 

Number of bytes transmitted , Referrer and User 

agent Field.  
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Fig. 2. A Sample Web Server Log File 

Data pre-processing feasibly accomplished in 

numerous levels like data fusion, data extraction, data 

cleaning, session identification and user 

identification. Pattern discovery can be done with the 

help of methods such as association rule mining, 

clustering and classification of data mining approach.  

Irrelevant rules and patterns are eliminated by 

executing pattern analysis method and outcome of 

this operation is treated as input to implementations 

namely visualization tools and generation tools. 

From all the above phases, data pre-processing is 

major and critical step in web usage mining process. 

A. Data Pre-processing 

Data Pre-processing step remove irrelevant and 

noisy data from the web log file. It improves the 

quality of data and organizes only relevant and 

appropriate data, which will be used as input in 

various web mining algorithm. It also enhance the 

performance and expedience of Pattern discovery and 

Pattern analysis phases by providing pre-processed 

data. 

B. Data Cleaning 

Data cleaning mechanism clear out irrelevant and 

missing data from web log file. It also excludes log 

entry having failed status code and access to image 

files such as jpeg, GIF etc. It eliminates requests 

made by the crawlers, records with POST or HEAD 

method and blank lines. 

C. User Identification 

User identification is the most complex and 

demanding task in pre-processing phase due to local 

cache and proxy servers. User identification task, 

identifies users and group their activities and store 

them into user activity file. Proactive and reactive 

methods are two major procedures available at 

present to perform user identification operation. 

Proactive method identifies users from their earlier or 

present interaction with the site. Proactive approach 

integrates procedures namely user validation, 

stimulation of cookies on the customer side. Even 

though, these proactive methods are more accurate 

and reliable, due to privacy concern they cannot be 

used in all situations. Reactive method uses IP 

address and agent field to uniquely identify users.  

D. Session Identification 

Session Identification task recognizes the group of 

sessions by each user. Identifying sessions from log 

file is again an intricate task, since the server log files 

always contain limited set of information. The role of 

sessionization approach is to figure out more feasible 

and relevant information such as user’s inclination 

and his intention. There are two important methods 

used for identifying sessions namely time based and 

referrer based. Most generally applied session 

duration is 30 min (maximum) and page view 

duration is 10 min (maximum) time. One of the 

limitation of this approach is that, here just the same 

session is partitioned into multiple session or either 

more than one session counted as a single session. In 

referrer based method, if referrer of the current 

request matches with the URL of the previous request 

then the current request is considered in the same 

session, else fresh session is created. But this method 

too has a constraint i.e. mostly the referrer field of log 

file contain null. 

This paper addresses the issues of various stages 

of pre-processing phase. It proposes an enhanced 

algorithm for data cleaning that greatly reduces the 

size of web log file. It also proposes user 

identification and session identification algorithm. 

E. Proposed Algorithm (DCUIS ): Data Cleaning, 

User Identification and Sessionization Algorithm 

The new proposed algorithm identifies which data 

should be considered as noise and has to be removed. 

It also determines in what manner users need to be 

detected and which specific time span desired to be 

applied for session identification. The DCUIS (Data 

Cleaning, User Identification and Sessionization) 

algorithm includes important features for various 

stages of data preprocessing such as data cleaning, 

user identification, and session identification. This 

algorithm takes web log file as input and produces 

user sessions as output. This user session file can be 

passed as input to pattern discovery and analysis 

algorithms for further analysis. 

 

Proposed Algorithm: DCUIS 

Input: Web log file 

Output: User Session file 

Step 

1. For each entry of web log file , remove the 

following records 

i. Status code not in the range[200-

299] 

ii. Multimedia, audio and video files 

iii. Web robot requests 

iv. Methods other than GET 

v. Script files 

vi. Blank lines 

2. Initialize user count UID=0 
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3. Extract IP address, User agent and Referrer 

field of the entry 

4. For each entry do the following 

5. If (Two successive IP addresses are 

identical) 

6. Then  

7.  Check web browser and OS 

8.  If ( Two successive entries IP 

address and User Agent are identical) 

9.  Then  

10.   Examine Referrer field 

11.   If( Web page can be 

accessed with Referrer link) 

12.   Same User 

13. Else 

14.  New User, UID++ 

15. For new User create next Session,  

16. Inside User Session 

17. If ( referrer ==NULL) 

18.  If(Time of current request – time of 

previous request)<Page Stay Time 

Threshold 

19.  Then  

20.   Same Session 

21.  Else if((Time of  current    request – 

time of first request)<Session Time 

Threshold 

22.  Then  

23.   Same Session 

24.  Else  

25.   New Session 

26. Else  

27.  If referrer page is same as previous 

request 

28.  Then  

29.   Same Session 

30.  Else if(Time of  current request – 

time of  previous request)<Page Stay Time 

Threshold 

31.  Then  

32.   Same Session 

33.  Else if (Time of current request – 

time of  first request)<Session time 

Threshold 

34.  Then  

35.   Same Session 

36.  Else  

37.   New Session 

Above DCUIS algorithm provides complete 

solution to pre-processing of web log file by 

performing complete steps of pre-processing starting 

from data cleaning to session identification. It 

commences from data cleaning, then performs user 

identification by verifying IP address and user agent. 

Identified user details are stored in a file. Soon 

afterward sessions are spotted by matching up the 

duration of current request and previous request with 

threshold time. Output of algorithm is a set of user 

sessions which are stored in session file. 

V. RESULTS AND DISCUSSION 

The exhaustive DCUIS algorithm has implemented 

in java Eclipse Platform and experiments run on a 

laptop machine equipped with Intel I3 processor and 

8GB memory. 

Input applied to algorithm is taken from the link 

http://www.almhuette-raith.at/apache-

log/access.log  which contains 9874 records. It holds 

browsing history of web user from 12
th

 December 

2015 to 21
st
 December 2015. Algorithm is 

implemented in Java Eclipse platform using Java 

programming language. Results of data cleaning is 

stored in a separate file which is used as input for 

user identification process. The outcome of user 

identification is saved in user activity file.  Further, 

this file is used as input for session identification, 

which produces set of user sessions, which are then 

saved in user session file. 

When the user appeals for web page, if it succeeds 

then status code entered in web log file is in the range 

200-299. Other kind of codes represent, unsuccessful 

request. Details of status codes present in raw log file 

is shown in the Table I. 

 

TABLE I.  SUMMARY OF STATUS CODES 

Status 

Code 

Number of Records in 

web log file 

Percentage 

200 9180 92.97 

300 450 4.55 

400 229 2.319 
 

 
Fig. 3. Status Codes of Web Log File 

The Raw web log file contains, enclosed 

image files, audio and multimedia files, which are not 

preferred and has to be cleaned. Our algorithm has 

cleaned the various types of irrelevant files as shown 

in the Table II. 

TABLE II.  SUMMARY OF FILE TYPES 

File Type Number of 

Records 

Percentage 

Script 330 3.34 

Multimedi

a 

79 7.73 

Image 764 0.80 
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Fig. 4. Various File Types in  Web Log File 

Proposed data cleaning algorithm performs 

elimination of all unwanted records and retains, only 

valid records for further action. Table III shows result 

of the experiment after data cleaning operation. 

TABLE III.  RESULT  OF DATA CLEANING PROCESS 

Days Size of 

Raw log 

file(KB) 

Number 

of  Raw 

Log 

Record 

Number 

of  valid 

records 

% of 

valid 

Record 

10 Days 
(12/12/2015 

to 

21/12/2015) 

1870 

 

9874 

 

5104 

 

52% 

 

After accomplishing data cleaning operation, users 

are identified by our algorithm. Details about user 

identification is given in Table IV. 

TABLE IV.  RESULT AFTER IDENTIFYING  UNIQUE 

USERS 

Days Number of 

records in a 

web log file 

Number of 

User sessions 

10 Days 

(12/12/2015 to 

21/12/2015) 

9874 

 

1264 

 

Sessions are identified for the unique users based on 

session threshold time and page stay time. Table V 

depicts the number of user sessions for various values 

of threshold time. 

TABLE V.  RESULT AFTER IDENTIFYING  USER 

SESSIONS 

Session 

Threshold 

Time 

(minutes) 

 

Page Stay 

Threshold 

Time(minutes) 

 

Original 

Records 

Number 

of 

Sessions 

Identified 

15            5 9874 3019 

20 7 9874 3017 

25 9 9874 3015 

 

Fig. 5. Sessions Identified for Various Threshold Values 

VI. CONCLUSION 

Preprocessing of web log file is a major and 

complex task in web usage mining process which 

needs significant algorithms to perform data cleaning, 

identification of user and session. Several authors 

have proposed various algorithms for the different 

phases of preprocessing, but a complete algorithm for 

entire process is not available. So a new algorithm 

named DCUIS (Data cleaning, User Identification 

and Sessionization) is proposed for entire 

preprocessing phase. Hypothetical and experimental 

analysis have shown productiveness and relevance of 

empirical rooted preprocessing methods and 

algorithm policies. It shows that proposed novel 

algorithm is more efficient one which can be evolved 

as tool to administer exhaustive formula for 

preprocessing stage. The outcome of proposed 

algorithm can be used as input for subsequent phases 

of web usage mining.  
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Abstract — An ensemble neural network using 

Differential Evolution (DEENN) for the classification 

has been designed and implemented in this work.  

The ensemble structure with two levels of classifier 

has been proposed and designed. Four multilayer 

perceptron classifiers of the first level have been 

trained with same sized data with overlapping and 

learnt through gradient descent algorithm. Second 

level single-layer neural network fuses the output of 

first level classifiers and the final output has been 

derived using differential evolution (DE). To 

demonstrate the performance of proposed work, the 

decision integrating methods, majority voting method 

and mean decision value method has also been 

implemented, tested and compared. Results show that 

the proposed method is highly efficient and resistant 

to trial variation.  

 

Keywords — Classification, Differential Evolution, 

Ensemble Neural Network, Feed forward  

Architecture 

I. INTRODUCTION 
Machine learning refers to a data analysis method 

that can automatically build an analytical model 

without explicit programming. Classification is one 

of the important mechanism available in machine 

learning. It is a supervised learning method that gains 

knowledge from the given data and uses this learning 

to predict the labels of new data. There are various 

classification algorithms in machine learning such as 

support vector machine, nearest neighbour, swarm 

intelligence, neural network, decision tree, 

evolutionary algorithm etc. 

Artificial Neural Networks (ANN) are considered 

as one of the very powerful classifiers [6]. ANN is a 

biological neural networks basedcomputational 

model for information processing. The main 

drawback of the single classifier is not having 

generalized knowledge of classification. And also 

single classifiers fail to provide satisfactory results 

when dealing with the data with more category and 

noise [5]. To overcome the problems of single 

classifiers, one common solution is to use an 

ensemble of classifiers, which combines the 

decisions of multiple classifiers to obtain a better 

and efficient result. Ensemble neural network 

(ENN) originated from Hansen and Salamon’s work 

[3], showed that the generalization ability of an NN 

system can be significantly improved through 

ensembling several NNs.  Hence, ENN has been 

extensively studied by many researchers [1-12], due 

to its remarkable improvement in the aspect of the 

generalization ability. It has already been applied to 

diversified areas such as protein modification 

detection[2], syntax analysis of natural language 

[4], metabolomics studies[1], time series prediction 

[7], human pose estimation[8], blur image 

identification [9], protein-protein interactions [10] 

etc.  

Structure formation and identifying the importance 

of each classifier are the very important factors of 

ensemble network that effects its generalization 

capability. The generalization ability of ENN can be 

enhanced, by improving the generalization ability of 

individual NN as well as an increase in diversity 

between individual NN [4]. For aggregating the 

decisions of individual NN, general approaches used 

are majority voting [3,4,9], simple averaging[5,10] 

and weighted averaging[6]. There are many other 

approaches for aggregating the decisions such as 

entropy [11], Akaike information criterion [12], type 

2 fuzzy system [7], genetic algorithm [13] etc. The 

proposed method in this paper uses differential 

evolution (DE) based aggregation of decisions, 

which is not been found in any other similar work. 
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In this proposed work, the two-level classifier has 

been designed using feed-forward NN (FF-NN) at the 

first level and using differential evolution, an 

ensemble of NN architecture has been developed. 

Gradient descent learning method is used to train 

each of the FF-NN. Some overlapping training data 

has been used to introduce diversity for each 

individual classifier. A single layer feed-forward 

architecture has been used in the second-level 

classifier, whose weights have been evolved using 

DE. 

To understand the quality involved with the 

developed algorithm, the algorithm has to be 

evaluated over the complex and standard dataset. 

With this respect, the NN benchmark problem XOR 

is considered because of its nonlinear classification 

characteristics. To analyze the capability of the 

proposed work, the proposed differential evolution 

based learning method was evaluated on benchmark 

XOR classification problem. Further, to define 

classification over other data sets, ensemble network 

with DE has been developed. 

II. PROPOSED METHODOLOGY 
It is well known that all-natural computing 

paradigms have some kind of variability in their 

outcomes with the repetition of the process. The 

minimum value of variability is always desired 

characteristics of any classifier. To minimize the 

variability, the ensemble of different classifiers 

(which may differ in their structure and/or in their 

knowledge) is one of the best possible approaches, 

which has been considered in this work. The issue 

that occurs in optimal ensemble architecture design 

is assigning the weightage to individual classifier 

outcome, which provides the challenge. In this work, 

the difference in the knowledge of the classifier has 

been considered by providing the different set of 

training data set to same sized architecture. To 

ensemble the classifier, rather than assigning linear 

weighted or efficiency-based weightage, a single 

layer feed-forward neural network architecture has 

been considered which decides the weightage of the 

individual classifier through the differential 

evolution based learning process. Such a process 

considers the individual outcomes of each classifier 

for final weightage value. 

The detailed structure of the development of first 

stage classifiers is as shown in Figure 1. For each 

classifier, a partial overlapping training data have 

been given along with their corresponding targets. 

The learning of optimal weights to minimize the 

error has been given through the gradient descent 

based algorithms. Such a process provides some 

kind of similarity as well as diversity in their 

solution development knowledge. 

In the second stage, a neural network ensemble has 

been provided to integrate the classifier as shown in 

Figure 2. Each classifier outcomes become the input 

to this neural network ensemble which try to deliver 

the corresponding target outcome by weight up-

gradation through the differential evolution. The use 

of differential evolution provides the facility to 

explore the weight domain in an optimal manner. 

The weight exploration process through differential 

evolution has been shown in Figure 3, where the 

first dimension of the solution is decided through 

the available number of the classifier. Hence a 

parent solution in DE will have the same size length 

as the number of classifiers. It is necessary that 

there should be relative weightage of each classifier 

outcome, hence the weight of each classifier will 

have the value in the range of [0,1]. So, in each 

iteration weight values have been normalized using 

Equation (1). 

 

 

Figure 1: Architecture of training phase of first stage 

Neural Network 

A. Differential Evolution 

Differential evolution is a population-based meta-

heuristic algorithm. It is a member of evolutionary 

computation with a high level of exploration that 

leads to delivering the global solution. As in the 

case of Genetic algorithm, there are three main 

operators which help to create the next generation 
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members namely mutation, cross-over and selection. 

In the DE each parent creates an offspring through 

the differential change of other members in the 

population as given by Equation (2). First, a 

mutation vector is created using Equation (2) and 

then all-point crossover is applied with parent 

solution to form the offspring as given by Equation 

(3). The decision of survival of each offspring for the 

next generation is based on comparison with their 

corresponding parent, using Equation (4).  

 

Figure 2. Functional module for Second stage 

Ensemble Neural Network 

 

 

 

 

 

 

A. Gradient Descent Learning Algorithm 
The weight up-gradation in the neural network 

for the 1
st
 stage has been given by the gradient 

descent algorithm. The gradient over error directs the 

change in direction in the weight values. The change 

in the negative direction of the gradient ensures that 

there is a sharp decline in the error in the local space. 

The learning rate decides the pace of change over the 

landscape and it must be in the range of [0,1]. The 

momentum constant further helps to have 

convergence faster. The mathematical 

representations of weight up-gradation have been 

shown in Equation 5 to Equation 7. 

Algorithm: 

1. The weights of the network are initialized 

using the Gaussian distribution random 

number process. 

2. Network response is derived from the set 

of training data.  

 

3. The desired network responses is 

compared with actual output of the 

network for calculating local error, using 

Equation 5 and 6. 

For the output layer:         

 
For the hidden layer:

 
 

4. Equation 7 is used to update the network 

weights. 

 
 

5. Iteration is stopped if the network has converged. 

 

Figure 3. The architecture of evolving learning with 

Differential Evolution 
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III. DATASETS USED IN THE EXPERIMENT 

A. Exclusive OR(XOR) dataset 
A well-known classic problem XOR in Artificial 

Neural Network research has been considered for 

performance evaluation of the proposed ENN with 

Differential Evolution. The important feature of 

XOR data is that it is not linearly separable. The 

XOR dataset that is used for training is shown in 

Table 1. A feedforward NN architecture with size [2 

3 1] has been considered.  

TABLE 1: XOR DATASET 

Input 1 Input 2 Target  

0 0 0 

0 1 1 

1 0 1 

1 1 0 

B. Heart Disease dataset 
We have also used a publicly available benchmark 

data, “Heart Disease” dataset from the UCI 

repository [14]. This database contains 303 datasets 

with 76 attributes, but the only subset of 13 of them 

from processed Cleveland database has been 

considered. Dataset has two classes, that refers to 

whether the heart disease is present or not in the 

patient.  A feedforward NN architecture with size 

[13 6 1] has been considered.  

IV. RESULTS AND DISCUSSION 
A. Experimental Results with XOR dataset 

The learning of neural weights using DE has been 

confirmed with the benchmark XOR classification 

problem. The success over this problem provides the 

guarantee of nonlinear classification capability of the 

classifier. The XOR problem has been considered as 

a benchmark because of its high non-linear separable 

characteristics. In this work, a feed-forward neural 

network architecture having a size of [2 3 1] has 

been considered where each active nodes has the 

nonlinear activation function as a sigmoid function. 

The learning iterations has been terminated based on 

self-terminating criteria when the mean square error 

becomes less than 0.007. The population size of 100 

has been considered for the DE. This is basically a 9-

dimensional problem where each weight represents a 

component. The explored weight for the hidden 

layer and output layer by the DE has been shown in 

Table 2 and Table 3. Figure 4 shows the 

convergence characteristics for the best member in 

each generation and the population mean. A very 

close progress in the convergence path can be 

observed which indicates that complete population 

converge to the global solution. The obtained final 

classified outcome for the different classes has been 

shown in Table 4. From Table 4, it can be observed 

that the difference between the target and delivered 

output is very small. Such kind of performance of 

learning ensures that DE can be very effective 

optimizer for the neural weights. 

 

 

 

 

 

 

 

 

Figure 4: Learning error convergence characteristics 

for Ensemble Neural Network with Differential 

Evolution 

TABLE 2: HIDDEN LAYER WEIGHTS OBTAINED AFTER 

COMPLETION OF   LEARNING USING DEENN 

Inpu

t 

node 

Hidden 

node1 

Hidden 

node2 

Hidden 

node3 

1 -4.3461 6.1494 12.0642 

2 15.4913 9.5075 -5.7447 

TABLE 3: OUTPUT LAYER WEIGHTS OBTAINED AFTER 

COMPLETION OF   LEARNING USING DEENN 

Hidden node Output node 

1 -17.5399 

2 22.6341 

3 -16.2271 
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TABLE 4: FINAL OBTAINED OUTPUT BY DEENN  

Input Data Target DEENN Output 

0 0 0 0.0038 

0 1 1 0.9936 

1 0 1 0.9978 

1 1 0 0.0000 

A. Experimental Results with Heart Disease dataset 
To check the practical applicability of the proposed 

method, it has been applied over the heart disease 

data available in the UCI repository. Dataset has 13 

attributes and 303 data samples. Here we have 

considered the four different classifiers, each 

classifier has training data of 100 data samples while 

remaining data samples have been used for test 

cases. For the 1
st
 classifier, data samples from 1-100 

have been used for training data, while for 2
nd

 

classifier it is 51-150, for 3
rd

 classifier, it is 101-200 

and for 4
th

 classifier has training data from 151-250. 

Such distribution ensures the similarity because of 

overlapping while diversity because of the inclusion 

of other datasets. The parameter of gradient learning, 

learning rate and momentum constant have been 

considered as 0.2 and 0.1. A low value of learning 

rate ensures the exploration of local space much 

better. The number of iterations for each classifier 

was 2000. In Figure 5, the convergence 

characteristics for all the four classifiers have been 

shown. The classifier performances over training and 

test data along with final mean square error have 

been shown in Table 5. The outcome efficiency for 

each classifier over the training data is appreciating 

and is around [98.6%, 98.4%, 81.2% and 79%]. 

While performances were disappointed over test data 

and are [77%, 76.6%, 81.2% and 79%] for the 

individual classifier in sequence from 1
st
 to 4

th
. Such 

performances are the cause of worry particularly for 

critical applications like health care. 

The possibilities of ensembles have been defined 

previously through the voting system or average 

tendency. In voting system, decision is counted and 

the majority decision is the final outcome. Such a 

process has the limitation of complete ignorance of 

classifier decision which was not part of majority 

decision. In the averaging decision process, the 

outcome value of individual classifier has been 

considered and the final outcome value is estimated 

by averaging and later a threshold value is applied to 

decide the final decision. This process has the 

advantage of using each classifier outcomes and it is 

also observed that the averaging based 

performances are superior in comparison to the 

voting-based decision.  

 

Figure 5. Error Convergence of Individual classifier 

 

Figure 6. Weight evolution for ensemble by 

Differential Evolution 

 

But the problem of averaging approach is that each 

classifier decision is given equal importance, which 

suppresses the cause of nullification i.e., means a 

better decision value is suppressed by inferior 

decision. The proposed DE based ensemble 

approach has been applied over 5 independent trials 

and their performance over training and test data 

along with obtained weightage for individual 

classifier has been shown in Table 6. The path of 

weights convergence for individual classifiers have 

shown in Figure 6 while Figure 7 represents the 

learning convergence of the proposed ensemble 

approach. 
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TABLE 5: EACH CLASSIFIER MEAN SQUARE ERROR / TRAINING/ TESTDATA PERFORMANCE  

 

Trail 

No. 

CLF-1 CLF-2 CLF-3 CLF-4 

MSE Tr. Test MSE 
Tr

. 

Tes

t 
MSE 

Tr

. 

Tes

t 
MSE Tr. 

Tes

t 

1 0.107 100 80 0.198 99 77 0.325 98 82 
0.010

6 
98 82 

2 
0.010

8 
99 79 0.0105 98 77 0.0157 97 77 

0.010

5 
98 80 

3 
0.012

2 
99 78 0.0205 99 78 0.0312 98 85 

0.001

6 
99 79 

4 
0.030

6 
98 74 0.0204 99 78 0.0315 98 83 

0.010

3 
100 80 

5 
0.011

7 
100 77 0.0105 98 78 0.0313 98 84 

0.010

6 
100 80 

Mean 

(Tr. / 

Test) 

99.2000 
77.600

0 

98.600

0 
77.6000 97.8000 82.2000 99.000 

80.200

0 

 

TABLE 6: PERFORMANCE OF DIFFERENT TYPES OF ENSEMBLE NEURAL NETWORK FOR HEART DISEASE 

DATASET    

 

Trial 

No. 

 

MJVT 

Efficiency% 

 

MNDS 

Efficiency% 

DEENN 

CLF-1 

WT 

CLF-2 

WT 

CLF-3  

WT 

CLF-4  

WT 

Efficiency

% 

1 88.5183 88.8890 0.3535 0.1892 0.1267 0.2745 92.01 

2 87.4075 90.1 0.2524 0.3338 0.1977 0.3379 92.02 

3 90.1 90.7409 0.3948 0.1858 0.2796 0.1001 93.01 

4 88.8890 89.6298 0.1407 0.4415 0.2580 0.2869 92.02 

5 88.6847 89.7255 0.2439 0.3350 0.1730 0.3449 92.03 
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And also efficiency obtained for ensemble neural 

network with majority voting (MJVT) and mean 

value integration method (MNDS), over 5 

independent trials have been shown in Table 6. 

The proposed method (DEENN), has achieved high 

efficiency of 92%, along with consistent 

performance over 5 trials. 

In the heart disease dataset, 13 attributes define a 

very complex co-relationship in the decision 

landscape, which makes the classification with high 

efficiency, very difficult. But with the proposed 

system, it can be observed that the outcome even 

over  

 

Figure 7.Learning error minimization by Differential 

Evolution for ensemble 

 

such a complex landscape is very appreciable and 

also practically acceptable. 

Table 7 illustrates the comparison of performances of 

all the three types of ensemble neural network 

classifiers (DEENN, MJVT, MNDS) and individual 

classifiers (CLF1-CLF4). Figure 8, shows the graph of 

performance comparison with respect to classification 

efficiency. It can also be observed that ensemble 

structures are more beneficial when compared to any 

individual classifier. 

Each of the individual classifier performances was 

also evaluated in terms of sensitivity and specificity 

to know their predictable capabilities. Sensitivity and 

specificity performances of different classifier 

structures have been shown in Table 8. It can be 

observed that all the individual neural network 

classifier (CLF 1-CLF 4) have relatively the same 

performance. 

From Table 8, it is clear that ensemble neural 

network has shown better specificity and sensitivity 

on the given dataset in comparison with individual 

NN classifiers (CLF 1-CLF 4), MJVT and MNDS.  

TABLE 7: PERFORMANCE COMPARISON OF ALL 

THE CLASSIFIERS 

CLF

-1 

CLF

-2 

CLF

-3 

CLF

-4 

MJV

T 

MN

DS 

DEE

NN 

77.0

000   

76.60

00    

81.20

00    

79.00

00 

88.69

99 

89.79

69 

92.20

00 

 

Figure 8. Performance comparison of different classifiers 

TABLE 8: DIFFERENT CLASSIFIER STRUCTURES 

SENSITIVITY AND SPECIFICITY PERFORMANCES 

Classifier Sensitivity(%) Specificity(%) 

 CLF-1 85.84 83.35 

CLF-2 84.18 86.01 

CLF-3 82.51 92.68 

CLF-4 82.51 90.01 

MJVT 78.35 97.35 

MNDS 84.19 94.02 

DEENN 90.02 93.35 
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V. CONCLUSION 
This proposed work shows the efficiency of ensemble 

neural network in the classification area. 

Experimental results prove that ensemble classifier is 

always better than any single classifier. Evolutionary 

process-based ensemble structure has achieved 

outstanding efficiency and high-level consistency. 

When compared to the conventional form of 

ensemble methods, the proposed method is 

computationally efficient and also has achieved 

improvement in quality. Evaluation of proposed work 

has been done only on single UCI dataset. Further, the 

algorithm can be enhanced and tested on more 

application-specific datasets.    
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Abstract

Emergence of Internet of Things (IoT) and modern digital applications such as digital
financial services and deliveries make it easy to reproduce and re-distribute digital contents
thus give room to so many copyright violations of illegal use of contents that need to be
resolved. Researcher have been presenting the watermarking algorithms to prevent these
illicit activities to a document before distribution. However, several issues have been
identified for the digital transactions in the IoT. Thus, this research proposes a new text
document image watermarking algorithm which emphasizes on two most important
measures, visual quality, and robustness. To boost these measures, third least significant bit
has been used for insertion. In addition, to further strengthen the technique, the Pascal
Triangle is applied to determine the best position for embedding. Experimental results on the
standard dataset have revealed that the proposed watermarking has achieved very encouraging
results with PSNR and NCC averaged 54.95db and 0.98, respectively.
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ABSTRACT
Corona viruses are group of viruses which may cause illness in both animals and humans. A person can easily get COVID-19
from the other people who have the virus. It is a serious disease, which disseminates through tiny water droplets from the
nose or mouth, which are thrown out when a COVID-19 infected person coughs, sneezes, or speaks. This disease was first
discovered in China and has since spread throughout the world at breakneck speed. At this pandemic time, the entire world
should take an adequate and efficient step to analyze the disease and get rid of the effects of this epidemic. The applications
of Machine Learning (ML) and Artificial Intelligence (AI) techniques play an important role to detect and predict potential
effect of this virus in future by gathering and examining most recent and past data. Furthermore, it can be used in realizing
and recommending the enhancement of a vaccine for COVID-19. This paper focuses on reviewing the role of AI and ML
approaches used for examining, analyzing, predicting, contact tracking of existing patients and potential patients.
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Abstract 

With standard change in the computing architecture and distributed, wide range processing 

approach leverage the large data to be analyzed and extract the content. The recent 

advancement in Web technology enables the user to produce process and ingest content of any 

structure. Cloud computing helps to provide computing infrastructure, centralized storage and 

seamless services for organizations and users. In a digital world, data is core aspect of the 

economy, become part of government, enterprise, social sectors and every individual in a day 

to day life. Data analysis is gathering of strength in both research and production communities. 

There are many social networking sites, web, enterprise and IoT data require being stored in 

secured, centralized data store. It also demands data to be stored without any predefined 

schema and able to retrieve in near real time. When demand goes up application needs to be 

scaled to sustain for the demand. Similarly, data store should support scalability to support 

applications demand. Cloud providers and third-party organization offers numerous data 

storage, database options. This article highlights various available data storage options, 

suitability and limitations. 

Keywords: Open-Source Database, Cloud storage, Data Storage 

1. Introduction 

Data science becoming the integral part of every business and individual life. Organizations are 

spending huge amount in data science to keep up the heat in today‟s competition and improve their 

business outcome. It helps to derive business insights, key metrics and predictive analysis from the 

data captured. Data science and its relevant fields are highly valuable; it helps management teams to 

make strategic business decisions. Many companies around the world are exploring the data science 

and trying to build the data science platforms. 

mailto:saraninfo@gmail.com
mailto:selvarajkesavan@gmail.com
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Figure 1. Data science pipeline 

With the invent of Web technologies, data with volume, velocity and variety coming from major 

sources such as Internet of things/sensors, web &social network and traditional business systems. 

The data source may be structured varieties or unstructured varieties or combinations of both. Data 

science uses the numerous approaches to clean, explore, transform the data before applying 

techniques like machine learning deep learning data visualization text analytics to analyze the data. 

It is tightly integrated with artificial intelligence to make reality of decision-making robots. The 

Fig.1 shows the architecture of data science Pipeline with detailed manner. 

 

Data science extracts knowledge and provides insights of various form of data for business process 

efficiency data is important and key part of cloud computing. Data captured from many industry 

verticals/users such as business & commerce, Entertainment, Science, social network, medical, 

manufacturing etc.. Data in raw or extracted format brings lot of value to organizations and 

individual. It helps to expedite the business decisions and improve quality of life. The evolving 

technologies help to capture Terabytes of data, store in large repositories, and analyze the data with 

complex data analysis approach using distributed/parallel processing. Data store to Data 

warehousing helps to store, process, analyze commutative and historical data from single or 

multiple data sources. Data analysis tools, algorithms and framework helps to derive descriptive and 

predictive analytics from data and aids to quick decision. The critical aspect of the pipeline is to 

collect and store the data from diverse sources which produce different data formats. 

 

The data captured from various sources includes structured, single dimension, multidimensional, 

tabular, spreadsheet, time series, documents formats. The storage mechanism is simultaneously 

evolving to address the need and support for multiple applications and data formats. The selection 

of data base is depending on multiple factors such as 

• Requirement of Relational between elements 

• Amount of data to store 

• Real Time Streaming of Data 

• Scalability, reliability and availability requirement 

• Multi-tenancy 

• Cost 
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Structured Query Language (SQL) is mainly designed for the data requires relational with elements. It 

deals structured data with defined attributes. The scalability of SQL recognized by Web2.0 companies 

with large, increasing data and framework needs Facebook, Amazon and Google etc. Because of its 

sheer size and lack of  structure, traditional relational database management system (RDBMS) unable 

to handle very large big data. These kinds of very large data require a flexible non-relational model 

that supports fast access to data for processing. 

Relational databases are predefined, expensive to scale, and have high storage costs. They are also 

transactional, consistent, and use mature SQL and a relational mindset. There is no SQL database 

that can meet this need. On the other hand, non-relational (NoSQL) databases are flexible, scalable, 

and resilient. They feature commodity storage, are not transaction-oriented, and are eventually 

consistent. Non-relational databases are also programmable with SQL-like and use a new mindset.  

No-SQL databases are playing vital role in recent applications in multiple fields.  It provides free 

flow operations without any bottleneck in the performance and use a different types of data models, 

which includes text document, graphical models, dictionary and columns, helps unique way to 

query the data. Horizontal scaling and flexible data model definitions. Distributed and developed for 

very large-scale forms of data storage and enormous parallel processing data across a different 

number of servers and achieve speed at scale, overcoming RDBMS limitations and inefficiencies. 

With built-in high-resiliency architecture, it helps to store dynamic schema, semi-structured data for 

low-latency applications and update, retrieval in real time. This increasing interest among NoSQL 

and DBMS‟s evolved with a focus on improved performance and consistence with reliability. The 

major No-SQL data bases are Mongo DB(Document), Redis (Key-value),Amazon Redshift 

(Columnar), Cassandra (Columnar), HBase (Columnar),Dynamo DB(Document DB-stores 

JSON/XML) and GraphDB . 

The major contributions of the proposed paper covers three main points. 

• Provides list of various available data storage options, highlights the criteria to choose 
appropriate  database, cache and limitations. 

• Elaborately discuss the No-SQL architecture, retrieval mechanism and Caching strategy 

• Detailed comparison of various No-SQL storage options with key metrics 

 

Apart from the main points the remaining the paper is organized in other section. Section 2 

presents the various related research work in the area of data base and data storage mechanisms and 

options. The evolution of database paradigm and classifications are discussed in Section 3. The 

various aspects of No-SQL Database Storage architecture, retrieval mechanism and selection 

strategy are captured in Section 4. In section 5, the comparison of key No-SQL databases with key 

metrics are discussed in detail. Finally, section 6 concludes the paper. 

2. Related work 

Database helps applications to store, update and retrieve information. SQL and No-SQL databases 

are widely used by the organizations for storing data collected from various sources. Cloud and IoT 

evolving exponentially, it is critical to have appropriate databases for store, retrieve, and process 

data on real time. Sensors/Things connected to server via network and deliver connected industry 

solutions for efficient control and improved human experience. Billions of connected devices are an 

indicator of IoT and transmits data in high velocity, variety and volume. The real value of IoT is on 

data which helps business insight and enable data-driven economy. 

Database management systems (DBMS) and databases are critical to everyday business and work 
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[1].Relational Database Management Systems (RDBMS) is old, pioneer system used many years 

[2].  The need of new databases  is inevitable to develop and use new generation digital applications 

such as social networking, business visualizations, web 3.0 and connected sensors/devices [3]. 

Authors [4] performs independent investigation on the NoSQL and SQL performance of databases 

based on dictionary of key-value stores. The various operations such as comparing reading, writing, 

deleting and instance operations on key-value stores of SQL and NoSQL. Apart from that, authors 

investigated the operation of iteration across all the keys. A framework of abstract key-value pair [5] 

designed implemented and tested using the above basic operations. A detailed comprehensive 

survey [6] of various approaches and deployment mechanisms of data-intensive areas in the cloud 

gains major attention in both research and industry. An analysis of different design decisions of 

every approach and its fitness to support various areas of applications and different end-users. 

Different views of some of the open issues and future questions related to scalability of large scale 

database in economical processing on the cloud is addressed. Bartholomew [7] explains the 

differences of SQL and NoSQL databases and its history. The authors [8] compared functional and 

non-functional features of graph database; dictionary based key value stores, column store database 

and documents. In each category, authors selected one database on document store (MongoDB), 

column database (Cassandra) stores, key value stores and graph based databases (Redis and Neo4j) 

A qualitative research [9] has been conducted on SQL and No-SQL data base and detailed, 

intensive analysis and comparison performed. The NoSQL and SQL performance compared 

experimented and analyzed by the authors [10].IoT and IIoT are one of the major sources in 

providing data. The authors [11] have analyzed and performed comparisons of SQL, NoSQL in the 

context of Internet of Things. Authors [12] performed analysis on the effectiveness problem of data 

format for the purpose of storing and processing in RDBMS technology. SQL and NoSQL 

databases have been compared [13] to use for an small IoT application of water sprinkler system 

and analyses the merits, fitness, performance of NoSQL and SQL under different scenarios. 

Even though, the various research papers discuss the functionalities and applications of different 

databases, it does not provide complete view and comparison of multiple databases and applications 

with various metrics. However, it is important to have all-in-oneview of different databases along 

with features, architecture, flexibility, limitations  and applications. This paper gives comprehensive 

view of data storage in the market, selection strategy and comparison which helps for developers, 

organizations to understand the functionalities and choose  right data base for their need. 

2.1 Evolution of Database and classification 

Information Systems and data bases are the two components concurrently existing in the computer 

science technology. Appropriate data base management system required for storing and retrieval of 

data in a meaningful manner. RDBMS databases applies the ACID model in transactions 

management strong atomicity, consistency with Isolation and Durability property. Unfortunately the 

transaction properties cannot be applied on NOSQL databases because the priorities are different. 

The NOSQL applies the BASE model which ensures the Basic Availability of the database, Soft 

state of the model and the Eventual consistency of the database. Over the years, many researchers 

have conducted various researches in the mentioned field to justify BASE in NOSQL and ACID 

properties of RDBMS database. 

Various structures were applied and improved to enhance the read operation searching techniques. 

Big companies developed Proprietary NoSQL to focus on their needs. Google developed BigTable 

and Amazon developed DynamoDB. The successful outcome of these proprietary softwares started 

the open source community to develop such a software, Hbase, MongoDB , Cassandra, DynamoDB, 

Hypertable, and Redis are the popular  NoSQL database developed by these communities. 
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2.2 Data quality and governance 

2.2.1 Data store 

Persistently store and manage repository of data, files, organized and unorganized data. It includes 

file system, SQL, No-SQL databases etc. Quick access of data on very large number of nodes 

allowed in non relational database management systems like distributed DBMS. Distributed DBMS 

has very good access performance and rich query abilities which are limited key-value semantic in 

other databases. These limitations are noted in Bigtable , Azure and Dynamo models performs 

comparatively better in peer-to-peer network. 

2.2.2 Data Lake 

Data lake is a repository to hold large amount of structured, unstructured data accumulated from 

various sources at any scale. It is act as a raw repository which holds data in original format as it 

received from the sources. It stores all data types whether structured or unstructured. Storing data in 

data lake is comparatively cheap .It is suitable for Machine Learning, Predictive analytics, data 

discovery and profiling 

Ex: Amazon S3, Amazon Glacier 

2.2.3 Data Warehouse 

A data warehouse is a database optimized to store data which are formatted / processed to give 

shape to the data.  The data structure, schema are defined in advance in order to optimize read / 

write operations. The data helps to derive insights, analytics which helps organization to take 

management decisions. Storing data in data warehouse is comparatively costlier than Data Lake. It 

is suitable for Batch reporting, BI and visualizations 

Ex: Amazon Redshift 

2.2.4 Database 

Technology stores data in an organized manner using Data base management system. It is classified 

as SQL and No- SQL Databases. Entire row is stored Row-oriented databases in a physical block. 

Secondary indexes used to achieve the high performance in read operations. Instead of packing the 

whole rows into a block each column organized into set of physical blocks in Column-oriented 

databases. Better performance achieved in master/slave architecture type with an overhead that 

single point of failure presented in master node. Every node is identical in peer-to-peer cluster and 

same responsibilities assigned to each node. Every node achieves fault tolerance with overhead of 

consistency maintenance is high. 

RDBMS, usually executes query language (SQL), is combination interrelated tables. The tables 

contains rows and columns. The schema represents the relationships among tables and column 

represents the attribute. These RDBMS databases are highly consistent by design. RDBMS queries 

are used in banking applications for online transactions. Cloud providers which are popular are IBM 

DB2 , SQL Server , MySQL and Oracle. MySQL platform is open source cloud platform. 

 
Table model is not used in non-relational databases which is called NoSQL because it stores the 
content as a document regardless of any structure. Unstructured data is well-suited in non-relational 
databases technology like image and video contents of social media. 

2.2.5 SQL Databases 

SQL data bases have predefined schema. Database stores data in table row format in the databases 

https://en.wikipedia.org/wiki/Peer-to-peer_network
https://en.wikipedia.org/wiki/Peer-to-peer_network
https://searchdatacenter.techtarget.com/definition/DB2
https://searchoracle.techtarget.com/definition/MySQL
https://searchoracle.techtarget.com/definition/Oracle-NoSQL-Database
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such as MS SQL Server Oracle DB Server open source MySQL, PostgreSQL and SQL databases. 

Traditionally data warehouse was used in these systems in which online transactional processing 

(OLTP) implemented better than for analytical purposes. 

In a SQL database, all of the columns are read by query for all of the rows to satisfy the query 

condition It creates a bottleneck in the performance especially analysis related use cases. But in 

relational database systems it is well suited for transaction processing across many tables . The 

multiple tables joined using complex join operations. 

2.2.6 No-SQL Databases 

A different scalable paradigm instead of relational databases are No-SQL data base. The cloud 

computing currently uses scalable applications but the challenge of scalable database is storing 

models. NoSQL data base based on cloud can be considered as an alternative. No fixed scheme is 

required for distributed data bases which used No-Sql. It is well suitable for unstructured data 

which need to fit into schema based database or the design changes frequently. Different data model 

varieties utilized such as key- value based data model, columnar data model , graphs and document 

model 

The familiar, widely used No-SQL DB are 

▪ Document -Mongo DB, 

▪ Columnar - Amazon Redshift, Cassandra, HBase, Dynamo DB 

▪ Key-Value – Redis, Riak, Dynamo DB, Berkeley DB 

▪ Graph - Neo4J 

2.2.7 Key - Value -Redis, riak 

Implementation of NOSQL database is based on Key-value based databases , which are simple . It  

uses hash  method of dictionary . By using hash it matches the key to the values A hash table will be 

implemented  to  separately store the unique keys with pointers refers to the corresponding values. 

Scalar data types can be used for values , for example integer and complex structures. BLOB, List 

structure and JSON are the complex structures. In NoSQL databases design and implementation can 

be performed using key value stores. The API such as get, put , delete can be used by clients for 

reading, writing using NoSQL. These operations are uses primary key concept. It enable scalability 

and high performance can be achieved. 

2.2.8 Document based – Mongo DB, CouchDB 

Mongo DB, CouchDB database systems are not relied on schemas which is storing the document. 

Each record in document databases is an associated data which treats the document as semi-

structured data. 

A database object encapsulate everything related to document database. It gives less dependency 

and more agility. The encapsulated and encoded database objects are provided in some formats like 

JSON an XML . JSON provided object notation of java script. 

The JSON , BSON and XML formats uses stored data structure. It uses Key-Value pair in 

document store and each key has a corresponding value provides the data structure. This is called as 

document. An object containing metadata value with array , string, binary and date. It gives a 

method to index and apply query based on features in document 

2.2.9 Graph based- Neo4j, GraphDB 
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Graph based databases are entirely different when compared with NOSQL database. Graph based 

databases that rely on graph structure. In graph structure nodes and edges are connected with others  

through  structure relations like tree. Property Graphs contains nodes . The relationships among the 

nodes represented in property graphs. Properties are the attributes which can be store nodes along 

with relationships. Nodes represented as entities of graph, Node metadata tagged with labels used to 

represent the contexts. Direction provided by relationships which can be bi- directional. The 

connections are named among two nodes. More than one relationship can be specified between two 

different nodes and each relationship with a direction, type, start and an end node. 

2.2.10  Columnar – Casandra, H-Base 

Data stored n Column databases, is cells of columns. These are grouped into families of column. 

Multidimensional nested sorted map of maps format used in these databases. data identified in the 

innermost map contains a timestamp. A cell is used to store the data This will be mapped to column 

and mapped with column family. A Collection of column families found using a row key. The row 

key on sets of columns implemented for read and write operations. It will be stored as a continuous 

entry in the storage which is improving the performance. 

2.3 Choosing Appropriate Database 
 

Scenario Database Type 

Session Storage, user preference, shopping cart data Key value 

Blogging, web Analytics, real time
 analytics, 
ecommerce applications 

Document Database 

Content management, IoT,log analysis Columnar DB 

Spatial    Data   ,Social   network, transport, 
routing Applications 

Graph DB 

- Distribute Static and media 

contents Low cost ,highly durable 

- Data store for computation and large-scale 

analytics 

Object Storage 

Structured data with Query Relational DB 

Meta data store Key value and Caching 

Uninterrupted Key-Value Object and key value storage 

 

2.3.1 No-SQL Database Storage and retrieval mechanism 

The storage and retrieval of No-SQL contains strong consistency. All clients performs two-phase 

commit protocol on updating the dataset which uses XA transactions, ACID properties. It provides 

high availability: The availability of requested data to all the clients found at least one copy of the 

data, even if some of the machines in a cluster is down, Partition-tolerance: the total system keeps 

its characteristic even when being deployed on different servers, transparent to the client. Flexible 

schema supported in NoSQL databases which enables developers to quickly adopt the databases. 

The schema supports structured and unstructured data enables efficient processing which supports 

high performance in executing queries in the vary large scale environment. 

2.3.2 Master less Ring Architecture 

Identical role played by all the nodes in master less ring architecture; Without the master node 

concept all the other nodes are communicating with each other nodes through scalable and 
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distributed protocol called as "gossip."across datacenters architecture based on a peer-to-peer ring 

can be deployed which can be done by Cassandra. 

The Cassandra performs logical division of racks and the required snitches inside the cluster, this 

installation determines the best node to be stored and rack for replicas of the node 

Mongos query routers are used to build the hierarchal architecture MongoDB. The architecture 

contains one or more routers and one or more shards used to run the mongod. The replica node built 

the mongodb and it sets consist of a primary node and secondary nodes. 

A master-less peer-to-peer architecture architecture along with many data centers is supported by 

Riak Commercial version architecture. One datacenter acts primary and many different data centers 

supports with primary node which will be synchronized. 

A peer-to-peer architecture Couchbase, consists of cluster manager, index, query in each and every 

node. The multiple datacenter in Couchbase support, updation flowing from one datacenter to other 

datacenters. These flowing can be done bilaterally where conflicts can be resolved by each cluster 

which is the owner of certain set of partitions. 

2.3.3 Peer To Peer Architecture Systems 

The upshot of the discussion is that the client-server model generates a service hot-spot at the server 
and increasingly hot network utilization the closer one gets to the server. Traffic that is diffuse 
toward the client is concentrated near the serve. The system is represented in fig.2 

 

Distributing the service helps. But, as long as clients out number servers, there is a natural 

imbalance. The solution to this imbalance is a peer to peer architecture where services are provided 

(hopefully, but not likely) in proportion to their use. 
 
 

 
Figure 2: Peer-to-Peer System 

 

3. Challenges of Peer-to-Peer systems 

The peer-to-peer architecture systems present several challenges: 

 
• Describing and searching for content 
• Naming 

• Finding objects and directory services 

• Stability of the peers 

• Trust of the peers 

It becomes difficult to search for object in peer-to-peer systems because high-level searches don't 
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localize well. For this type of thing, we really do want a distributed map-reduce or other parallel 

search or large, in memory monolithic database, or both. We don't want to have to ask a large 

number of distant peers and then need to coordinate the results. 

 

Once can identify each object we want, we need to find it. One option is a fully distributed directory 

service, another is a directory service distributed among select peers, and a third is a distributed 

hash. Stability of peers is obviously an issue. Some peers will be well resourced and stable, others 

will be thin and brittle. The stability of the system depends upon having enough stable resources to 

mitigate the impact of a smaller quantity of brittle resources. One common solution here is to 

appoint willing, richer, more stable, longer-serving peers as "super peers" and giving them more 

responsibility, perhaps incentivizing them by proving more or better service (or just by the good 

feeling from being a good citizen). 

 

Trust is the nearly impossible part. Insert the whole discussion about public key infrastructure here. 

It is really challenging to trust the identity of hosts. With luck, we can get a hash of what we want 

from enough sources trusted enough to trust the answer -- and then we can check that what we get 

matches the hash. Thus, the must brittle part of this is really trusting the search results and/or 

human-name to hash-name mapping. 

 

3.1 Distributed Hashing: Consistent Hashing and Chords 

 

Another idea for a peer to peer system is to implement a huge distributed hash table. The problem 

with traditional hash tables, though, is that they don't handle growth well. The hash function 

produces a large number, which is then taken modulus the table size. As a result, the table size can't 

change without needing to rehash the entire table -- otherwise the keys can't be found. 

 

A hash value which is independent of the hash table size is used by a hashing scheme in distributed 

hashing. Keys can be found from the result even if the table size changes. This is not supported of a 

distributed hash table, The  keys found even the nodes enter the system. 

 

Chord protocol is a technique for doing this hashing. A logical ring used to view the world in this 

protocol. For the selected „m „number of bit key, the bit contains the logical positions 0 to 2m-1. 

Think of them as hours on a clock. Some of these positions have actual nodes assigned to them, 

others do not. Every node node "need" the successor only like the token ring, but the topology is 

known for the entire ring which will be used to handle failures. 

 

For more than one key each and every node is responsible because there are only fewer nodes than 

actual addresses which is hours on the clock. Mapping is performed on keys to actual nodes by 

identifying the keys to the "closest" node which can be equal or greater than in number. 

 

a brute force searching technique is use to find a key of the circle, but instead each node keeps a 

"finger" which points to the next node, 2, or 4 or 8 nodes away, etc. In other  words,  every node 

points to nodes exponential  manner farther and farther away. These pointers are stored in a table 

such that the ith entry of the table contains a pointer to a node that is 2i away from it, e.g. at position 

node number + 2i. The keys, if suppose any node is not present at the exact location then the next 

passing greater node will be used. This modified arrangement enables the possibility of search for a 

bucket with the time complexity O(log n) . The time complexity found with each step, which either 

find the right node, or performs cutting the search space into half. 

 

In order for a node to join, it simply is added to an unrepresented position (hour on the clock) within 

the hash table.  It gets its portion of the keys from its successor, and then goes live. Similarly, 

disappearing from the hash simply involves spilling ones keys to one's successor. 
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3.2 Schema less Architecture 

NoSQL DB provides Schema less architecture which helps to create schema on-the-fly and it does 

not need any predefined schema. 

 
Database Architecture When to Use 

Cassandra peer-to-peer 
SQL-style data types 

Steep learning curve when switching from 
SQL 

MangoDB master-slave 
Lots of highly unstructured data 

Loosely coupled objectives 

 

3.3 Caching Design Patterns and Strategy 

• Consistent Caching (Sharding) 

• Issue with Modulo (CRC32) ,keys mapped to new node when scaled 

• Consistent hashing – Ring methodology 

• Client libraries 

• Lazy population ( updated cache when app reads , cache miss lead to direct query) 

• Write on through 

• Cache upgraded to real time when database updated 

• Cache miss avoided 

• Minimize app fetch delay 

• Cache always up-to date 

• Filled unnecessary objects 

• Lot of cache churn due to repeated update 

• No strategy to repopulate cache node when it fails 

• Expiration Date 

• TTL to cache keys 

• Short TTL for rapid changing data types (news, leaderboards etc) 

• Russian doll caching – nested records with own cache keys , delete only 

cache keys which needs to be updated (suspect that it will affected by 

database update) 

• Thundering Herd (Dog piling) 

• Cache miss , millions of user hit the DB in parallel increases DB throttling 

• Setting TTL to popular data will impact DB performance (if data not 

updated but TTL expire will trigger millions to request to be routed to DB) 

• When new cache node added , many requests routed to DB 

• Run script to populate cache before app make requests 

• For new node , run script to populate data in new cache node 

• Prewarming node (incase regular addition/deletion of cache node? 

• Cache everything 

• Heavily hit queries and expensive calculations 

• Caching data is stale data (no longer fresh and not appropriate in some scenarios) 

3.3.1 Comparison 

• HBase (ordered keys, semi-structured data), Cassandra, BigTable, 

• CouchDB (name or value in text) 

• Sherpa or PNuts (JSON, unordered keys) 

• MongoDB (based on JSON) 
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Name of 

the 

tools 

Cassandr

a 

Data 

base 

mode

l 

 

GraphDB 
 

MongoD

B 

 

Neo4j 
 

Redis 

 
 

Description

s of the 

comparativ

e model 

Support

s wide- 

column 

store 

based 

on ideas 

of 

BigTabl

e 
and  

Dynamo
DB 

The graphs uses 

Enterprise RDF 

and with 

reasoning, 

external index 

cluster and 

synchronization 

support 

 

 
One of the 

most 

popular 

document 

stores 

 

 
The toos 

supports 

Open 

source 

graph 

database 

 
In-memory 

data 

structure 

store, used 

as 

database, 

cache and 

message 

broker 

 

Supported 

programmi

ng 

languages 

Java, 

JSS,PHP,

Py 

thon,Rub

y,S 

cala,.Net 

C#,C++,Clojure,

Erl 

ang,Go,Haskell,J

av a,            

JSS,PHP,Python

,R 
uby,Scala 

Java,     

JSS,PHP,Pyth

on,Ru 

by,Scala,.Net,

coldFu sion 

Java,    

JSS,PHP,P

ython,R 

uby,Scala,.

Net,Go, 

Groovy 

Java,  

JSS,PHP,Py

thon, 

Ruby,Scala,

.Net, 

Crystal 

The scripting 
of server-side 

no Java Server 

Plugin 

JavaScript yes Lua 

Partitioning 
techniques 

Sharding 
supported 

none Sharding 

supported 

none 
Sharding 
supported 

 

Replicatio

n 

technique

s 

Suppor

ts 

selectab

le 

replicat

ion 
factor 

 

Supports 

Master- master 

replication 

 

Supports 

Master- 

slave 

replicatio

n 

 

Causal 

Clustering 

using Raft 

protocol 

Multi-

master 

replicat

ion, 

Master-

slave 
replicati

on 

 

 

 
 

Consisten

cy 

concepts 

of the 

models 

 

 
 

Supports 

Immediat

e 

Consisten

cy 

, 

Eventual 

Consisten

cy 

 

 
 

Supports 

Immediat

e 

Consisten

cy, 

Eventual 

consisten

cy 

 

 

 
Supports 

Immediate 

Consistency 

Eventual 

Consistency, 

 

Eventual 

and Causal 

Consistenc

y 

configurabl

e in Causal 

Cluster 

setup 

Immediat

e 

Consisten

cy in 

stand-

alone 

mode 

 

 

 
 

Strong 

eventual 

consistency 

with CRDT 
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Transacti

on 

technique

s 

 
Not 

support

ed 

 
ACID 

Properties 

supported 

ACID 

Transactions 

on Multi-

document 

with 

snapshot 

isolation 

 
ACID 

Prop

erties 

supp

orted 

Atomic 

execution of 

commands 

blocks and 

scripts 

and 

Optimisti

c locking, 

 

 

User 

concepts 

supported 

in models 

 

Per 

object 

the 

access 

rights 

for users 

can be 

defined 

 

 

 
Supported 

 

 

Allows the 

access 

rights for 

users and 

roles 

Supports 

standards 

wtih 

Users, 

roles and 

permission

s. 

Pluggable 

authentic

ation 

(Active 

Directory

, 

Kerberos 

, LDAP) 

 

 

Supports 

password-

based 

access 

control 

 

4. Factors impacts database Performance 

4.1 Merits 

▪ The databases support elastic scalability which is designed for low-cost commodity hard 

wares. 

▪ Massive volumes of Big Data Applications can be handled by NoSQL 

▪ Economy: NoSQL databases installation is cheap in commodity hardware even with data 

volumes and transaction increase. But installation of RDBMS is expensive storage in 

proprietary servers. Processing and storage is less cost. 

▪ Dynamic schemas: No schema design required for NoSQL databases. In RDBMS, a schema 

has to be  defined first, it makes more difficult because the schema has to be changed every 

time when the requirements are changed. It ensures that data quality control should be 

performed on the application. NoSQL has no schema, of the data must be organized properly. 

▪ Auto-sharding: In RDBMS scalability supported vertically, which makes a lot of databases 

spread among many servers and takes the disk space from multiple servers needed t work. 

Auto sharding is normally supported in NoSQL databases. Naturally NoSQL automatically 

spread the data across multiple arbitrary servers. These servers does not required even the 

application used composition of server pool 

▪ Replication: Automatic database replication is supported in most of the NoSQL databases. This 

replication used to maintain availability of data all the time. Event maintenance or event of 

outages maintained using replication. Fully self-healing supported by most of the sophisticated 

NoSQL which provides automated failover and data recovery. Replication provides the ability 

to distribution of database across many geographic regions to avoid the regional failures and 

supports localization. 

▪ Integrated caching: Integrated caching is supported in most of the NoSQL technologies, the 

frequently-used data kept in the system memory for storing and removing. 
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4 .2 Limitations of Cloud Database 

▪ Multiple-Data has no relationships among all the data. 

▪ Multi-operation Transactions: Failure to save any one of key among many keys and if any 

transactions aborted then implementing roll back operation is very difficult 

▪ Query Data by 'value': It support the searching by keys, which is based on information found 

in the 'value' of the key. 

 

▪ Operation by groups: Simultaneously several keys cannot run as operations are grouped to one 

key at a time 

 

5. Conclusion 

 

If the application consists of a small amount of traffic Cloud Datastore will work well and 

performs better. if database is scaled up to very large number of requests then performance 

decreases. No wasted capacity will be made for the request given. It is expensive than using 

data store and required to know the capacity in advance. These will be charged for the 

additional capacity. Amazon announced auto scaling will be supported in cloud database in 

near future. Getting the provisioned capacity will help to write the own  scripts to handle the 

scalability issue. Depending on the more capacity requirement it is provisioned, then start to 

deplete accumulated credits. If credits depleted, then the request will be throttled or  failed 

some  time. Depending on the options, the scalability available databases is alluring. The 

tradeoffs and selecting  the right pricing model suitable for the application, enable to free the 

user from constraints of RDBMS. 
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Purpose

The purpose of the research is to concentrate on the most

important smart metropolitan applications which are smart living,

smart security and smart maintainable. In that, Power management

and security is a most important problem in the current

metropolitan situation.

Design/methodology/approach

A smart metropolitan area utilizes recent innovative technologies to

improve its living, security and maintainable. The aim of this study is

to recognize and resolve the difficulties in metropolitan area

applications.

Findings

The main aim of this study is to reduce the metropolitan foremost

energy consumption, to recharge the electric vehicles and to

increase the lifetime of smart street lights.

Originality/value

The hybrid renewable energy street light applies smart resolutions

to substructure and facilities in rural and metropolitan areas to

create them well. This study will be applying smart metropolitan

solar and wind turbine street light using renewable energy for

existing areas. In future, the smart street light work will be

implemented everywhere else.
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Artigo
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ABSTRACT
This paper talks about the new corona virus disease (COVID - 19). The corona virus is highly communicable, which makes it
even more dangerous to the mankind. It spreads through water, touch and even when you come in contact with an infected
person. Until now, only 30% of the virus has been studied, studies about the virus are yet being done by the scientists of
every country in the world. The indications of the virus are very likely to those of common cold and pneumonia, which is why
most of the time people neglect it and the virus continues to spread across. The virus has caused more than 5lakh deaths,
10.1 million cases and around 5.1 million people have been recovered. Scientists and doctors claim that it would take around
6 - 7 months to find an antivirus medicine for the disease. This paper has described about the virus, its causes, prevention
and other related diseases this virus can spread. Abstract goes here.
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Turkish Journal of Physiotherapy and Rehabilitation
; 32(2):1595-1598, 2021.
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ABSTRACT
Recent studies on risk factors and characteristics of the corona virus disease 2019 epidemic, have set up evidences that
suggests persons afflicted by corona virus may suffer from neurological deficiency. Severely affected patients suffer from
acute respiratory dysfunction, high levels of cytokines, immune response and neuroinflammation. These factors are the
main causes for neurodegeneration that plays a vital role in Alzheimer Disease (AD). It is also said that the aged people are
further vulnerable to AD after corona virus disease 2019 infection. This review gives the insight about risk factors of severely
infected and elderly patients of COVID-19 developing cognitive decline, and gradually to AD, after recovering from SARS-CoV-
2 infection. The main intention behind this review is to provide the base on future studies and investigations on corona virus
and its effects on the neuro system. And also, to provide the awareness among the caretakers of corona virus infected
persons with AD. © 2021 Turkish Physiotherapy Association. All rights reserved.
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Abstract

In the recent years, the vehicles are incorporated with

camera-based modern driver support systems for

facilitating the drivers to confirm their safety under

different conditions of driving. However, lower

contrast and faded scene visibility is considered as

the main issue faced by the driver assistance system

while driving in foggy weather conditions. At this

juncture, deep neural network methods are

considered to be potent in solving the limitations of

manually designing haze-related features. In this

paper, gradient flow-based deep residual network is

utilized for improving the scenery images which are

degraded through foggy weather conditions. This

proposed scheme uses an undetermined complex

function for mathematically modeling the fog in an

image, which can be subsequently approximated by
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Abstract

The Bacillus cereus or B. cereus group comprises

genetically closely related species with variable

toxigenic characteristics. Most human food

poisoning is caused by B. cereus. B. cereus is

associated with nosocomial and opportunistic

infections, particularly in immunocompromised

patients. The motivation for this work was to

provide an alternate method of detection of B.

cereus on the fly. The purpose of the current study

is to establish an innovative method to detect B.

cereus. The proposed technique relies on a change

in refractive index (RI) between normal and B.

cereus infected blood. This involves the spectral

analysis of the sample and uses the unique RI of the

bacteria as a spectral signature for detection. The

design incorporates an optical biosensor based on

the photonic crystal (PC). Here we have considered

two configurations—concentric and the side by side

hexagonal ring resonators for PC based biosensor
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Design of Photonic Resonator Based Integrated Microcantilever Sensor.

Design of different shape of microcantilever.

Optomechanical analysis of sensing device for cancer application.

Investigation of sensor device performance, sensitivity, Q factor.

Abstract
In this paper, we present a novel microcantilever sensor for early detection of cancer in human body using an integrated optical
micro ring resonator. Effect of geometrical modification of microcantilever on sensitivity and quality factor of proposed sensor is
investigated. Regular rectangular and triangular profile are the two types of microcantilever considered during the analysis. The
concept of integration of triangular and regular rectangular microcantilever profile with six hexagonal ring with hexagonal lattice
configuration is novel work considered here. Finite element method simulation were carried out to obtain the surface stress of
microcantilever and finite difference time domain method are used to obtain the transmission characteristics of photonic resonator
structure. Range of pressure exerted on microcantilever due to binding of carcino embryonic antigen molecules on surface
microcantilever is calculated as 0–2 MPa for specific number of molecules. High resolution with high quality factor 11,458 and
pressure sensitivity of 60 nm/MPa is obtained for triangular microcantilever profile. Regular rectangular microcantilever has shown
sensitivity of 0.01 nm/MPa and maximum quality factor of 3805. Both the sensor configuration has shown transmission efficiency
above 90%. Thus a novel photonic resonator based microcantilever sensor configurations shows a promising linear characteristic as
MOEMS sensor.

Keywords

Photonics; Microcantilever; Cancer; Ring resonator; Rectangular microcantilever; Triangular microcantilever; Carcino
embryonic antigen (CEA)
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Abstract

Proposed work involves the development of

algorithm and computer simulation of a Hexagonal

Ring Structure-based photonic sensor for the

detection of harmful water impurities. An optical

sensor ring structure is used to detect impurities

such as Lead, DDT, Chlorine, PCB, Arsenic,

Mercury, Fluoride, Aluminum. A comparison

between two types of sensing structures is

investigated for different water impurities. It is

observed that the designed optical sensor is giving

more amplitude variation for e. g 1.7 for lead

impurities as compared to MZI based optical sensor

with an output value of 0.4 and gives fast

appropriate output. A sensitivity of 350 nm/RIU

and Q factor of 3453 is obtained for the designed

sensing sensor. The result has shown a feasible

fabrication possibility in the future for sensing

applications. Work carried having tremendous
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The Exploration of the ocean with sound waves submarines, object tracking, bed deposits, and ocean
communications requires a high sensitive hydroacoustic pressure sensor. Design of highly sensitive
hydroacoustic challenges and needs of the present scenario. Proposed work involves the design and
development of fiber Bragg grating hydroacoustic pressure sensors for underwater communication.
Here side hole package is designed and analyzed in Ansys Multiphysics. Three different coating
material is such as the layer of titanium, polyamide, and gold is coated on core fiber of fiber Bragg
grating sensor and specific mechanical properties of the layer have been assigned. Centre
wavelength and sensitivity of the designed FBG sensor is investigated by applying pressure in the
range of 100 MPa to 900 MPa. From the results it is also observed that even for small pressure value
sensitivity obtained was considerably high, thus satisfying the requirement of hydroacoustic pressure
sensor to detect the low-pressure acoustic signals. The high sensitivity of 4590 nm/RIU obtained for
the coating material of polyamide. The result obtained has shown feasibility for the fabrication of
FBG for different applications such as underwater acoustic, ocean communication.
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Abstract
In this effort, the demonstration has been done for designing the new optical
sensor for the detection of various viruses. In this design, we have revealed
about Photonic crystal based CCMZIs (Core Cavity Mach-Zehnder
interferometers) structures namely CCMZI_1, CCMZI_2, CCMZI_3, and
CCMZI_4. These structural designs are commonly referred here as CCMZI_X
cavity sensors where X denotes the gradual decrement of scattering rods
present in the cavity sensors. By selecting four types of viruses we are
interested to detect these viruses in bio-sample using the device, CCMZI_X
based sensor for light wave propagation. It has been found that, while
removing the number of rods in the structure distinct transmission patterns are
obtained. By the consideration of the sensitivity part, further simulation has
been done by using the signature of the viruses. The analysis of virus existence
is simulated in the FDTD tool. The optimization has been done to provide the
higher amplitude spectrum with the range up to 0.8712 and the sensitivity can
be calculated in the range of 


200-250µm which are obtained by comparing the structures having
corresponding analytes.
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Abstract
In the proposed work, a multi-layered Distributed Bragg’s Reflector (DBR) Fabry Perot Microcavity resonator is proposed theoretically
to sense bio-analyte. One dimensional Photonic-Crystal (PhC) sensor is designed and analysed to sense the presence of oral cancerous
cells in the analyte. The Characteristic Matrix Method (CMM) is used to design, model and analyse the proposed sensor. A multi-layer
structure with a central defect having 3 pairs of high and low refractive index layers on either side of the defect is analysed for its
sensing performance. The incident light having wavelength in the range of mid-infrared frequency is used at input source, which
enhances the sensor sensitivity. Five normal (INOK) cells and oral cancerous (YD-10B) cells are considered for the analysis of sensor
performance. The effect of variation in the geometrical length of central defect layer and the number DBR layers on resonant
wavelength, sensitivity, and Q factor is performed. A highest sensitivity of 3630 nm/RIU with a Q-factor of 11,323 and a very minimum
resolution of 9.5 × 10  RIU is obtained. The sensor proposed in this work is suitable for label-free, easy fabrication, cost-effective, and
highly sensitive sensor designs for biomedical applications.

Keywords

Photonic crystal; Distributed Bragg’s Reflector; Fabry Perot Micro-cavity; Bio-sensor; Oral cancerous cells; Characteristic
Matrix Method

1. Introduction
Cancer is one of the major diseases that cause more death across the world than coronary heart disease and other major diseases. It is
expected to have more than 20 million cases by 2025, particularly in countries with low and middle income [1]. GLOBOCAN 2018
database contains the estimates of all cancer mortality rates for the year 2018 [2]. Global Cancer Observatory (GCO) of WHO updates,
day to day and future possible mortality burden across the globe. Pathologists and medical practitioners are facing difficulty in the
detection and identification of various cancer cells in their early stages. Cancer cells identification based on microscopic imaging
methods varies from person to person based on their experience, detailed observation, and accurate predictions [3]. There exists
various analytical and experimental studies, methods for the early detection of cancerous cells [4], [5], [6], [7]. Cancer cells detection in
the early stage may save the life of a person by undergoing various tests & observations. There exist various techniques for the
detection and identification of these malignant cells based on their biophysical properties [8], [9], [10] like chemical, bio-mechanical,
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Real Time Email Alert For Visitor Monitoring System For Surveillance 

Applications 

 

 

Abstract 
The design and implementation of the Visitor Monitoring and Email Alert System (VMES) for 

Surveillance Applications is the focus of this paper. This framework is primarily focused on achieving a 

cost-effective VMES in public locations such as railway stations, bus stations, government offices, 

schools, universities, and other similar locations, with the aim of improving current visitor tracking in log 

book registers through security personnel and information management practices. In a variety of 

commercial and non-commercial contexts, people are observed and visitors are welcomed. The number of 

people entering or leaving stores, the occupancy of office buildings, and the passenger count of commuter 

trains all provide valuable data to shop keepers and advertisers, police officers, and train operators. In 

particular, VMES eliminates the need for security personnel to manually record visitor details during 

visitor registration by using a log book register. The VMES allows for the retrieval of visitor information 

from the device, which is then used to verify their identification as they reach campus premises. 

According to this report, the percentage of improvement achieved by using VMES is 30 to 60% higher 

than that achieved by manual recording, while the percentage of improvement achieved by using VMES 

for a current visitor scheme is 80 to 90%. This study's additional analysis includes the use of email alert 

authentication methods such as images and video clips to replace the existing manual recording process 

with a faster reading speed, as well as a notification mechanism to notify the visitor's arrival to the 

visiting person. 

Keywords: Raspberry Pi, Monitoring, Visitor, Pi Camera, Sensor

1. Introduction  

Visitor Monitoring and email alert system, typically refer as a structure to keep tracking visitor’s 

activities in organization or public building. It can provide necessary output and information to 

the users and record the incoming visitors within the shortest time and also keeps the count of the 

visitors. Nevertheless, VMES also capable to make more efficient way of monitoring process 

and provide an authentic and integrated data of the visitors. [1] Generally, there are many 

government buildings or public premises are still using the conventional paper log or guest book 

to record the access of the visitors. This manual method consumes longer time when the number 

of visitors is exceeded the limit. Meanwhile, an increasing number of visitors indicates that the 

security issues should be concern in the government buildings or public premises. [2] This is 

mainly because the operators are lack of time to verify the identification of each visitor when 

they are tons of guest entering the building. [3] Moreover, paper log is inadequate to offer greater 
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traceability in which cannot be archived or efficiently retrieved after several years. [4] Due to 

above circumstances, VMES contribute a good solution to solve the problems exist in the 

conventional method. To enter the building is an easy way and to identify and record the visitor’s 

information. [5] This authentication system also helps the security officer to determine whether 

the visitors are giving the right to enter the building. [6] In this paper, an automated VMES is 

designed and developed to assure the simplification of process before entering the premises.  

4. Literature Survey 

4.1 A People Counting Technology  

 

People counting are a widely studied and commercially exploited subject. This section briefly 

reviews the typical technologies used for people counting. B Video Cameras In the authors 

describe an approach to people counting (and localization) using multiple video cameras. The 

focus lies onextracting the size and moving patterns of individuals passing. By means of motion 

histograms based on frame-differenced images, the histograms classify detected movements. 

Probabilistic correlation is applied to determine a people count. The results of multiple cameras 

are joined in order to form a movement vector for each individual recognized. In contrast, 

proposes a solution based on a single ceiling-mounted camera,which identifies people by 

background extraction of the camera image. A non-background “blob” is recognized, and its size 

is estimated and compared to previously established bounds of people’s pixel dimensions. A 

people count is derived from the results of this analysis. The system reaches a claimed accuracy 

of 98.5%. The major disadvantage of a camera-based system is that it requires an ambient light 

source and relatively powerfulcomputer resources to perform image processing.  

 

4.2 Ultrasonic Sensors 

 

The authors of introduce a system employing ultrasonic sensors. Per each observed area a three-

node sensor cluster is established, whereby each sensor node mounts an ultrasonic sensor. 

Multiple clusters are joined to cover a wider area. Nodes in each cluster communicate sensor 

readings by an RF link to the cluster’s coordinator node. The latter contributes its own sensor 

measurements. By means of a distributed algorithm, nodes decide on whether to count a detected 

person. The sensor nodes require clock synchronization at themillisecond level in order to 

correlate the data exchanged. Despite the availability of clock synchronization protocols this 

imposes a disadvantage to this approach. The system achieves an overall counting accuracy of 

90% using a probabilistic estimate of the total count, despite individual clusters achieving only 

around 50-70% accuracy. 

 

4.3 Infrared Sensor 

 

IR arrays combine a matrix of IR sensors to form array detectors. As the name suggests the 

sensor signals are provided as a matrix, where each element of the matrix corresponds to one IR 

sensor. Pattern recognition algorithms are able to detect people moving across the sensor’s view 

at a claimed accuracy of 95%. This holds true even if two pedestrian’s paths cross, or people 

walk in parallel. IR arrays provide a cost-effectivesolution and also operate without any ambient 

light source. IR arrays are widely used in commercial systems. 
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4.4 Infrared Motion Sensors 

 

In people counting system based on PIR motion detectors, for each passage monitored, three PIR 

sensors are installed at a distance of 0.8m. The sensors are connected to a coordinator by a 

wireless RF link. Sensors detect motion events and send these data to the coordinator. The 

coordinator infers a people count from correlating the number, phase and time difference of 

peaks found in the signal. The system achieves a rate of100% to detect the direction of 

movement, and accurately detects 89% of the number of people passing. PIR sensorsprovide an 

alternative to IR sensor arrays, however the cost and effort of employing multiple sensor nodes 

for each entry/exit point is a cost-side disadvantage. The goal of this thesis is to develop a system 

based on just one PIR sensor and one sensor node per each observed entry/exit point. Sensor 

Fusion Resultsof a building occupancy estimation system applying different types of sensors is 

found in [6]. The system consists of camera, CO2 and PIR sensors. It uses a Hidden Markovian 

Model (HMM) based on an Extended Kalman Filter (EKF) in order to derive building 

occupancy. The approach integrates historical data and current sensor readings to estimate the 

true state of the system, adjusting for sensor noise (false observations) andstochastic processes, 

e.g. uncertain people movement patterns. 

 

4.5 Open CV Simple Motion Detection 

 

This project is a program use OpenCV to detect motion and save pictures. Publish by Cédric 

Verstraeten on website: www.cedricve.me on February 5th, 2013. This program introduction an 

algorithm use OpenCV to compare different between two images. The algorithm is supposed 

have 2 images, the images are a taken with some delay c between them. If we compare every 

pixel of the 2 images and they’re all the same, we could say the 2 images are same. But if they 

don’t, we could say there something happen during the delay time c. Maybe someone place an 

object in front of the camera or passing. 

 

4.6 Motion Detection and Object Tracking in Image Sequences  

 
Artificial intelligence is an important topic of the current computer science research. In order to 

be able to act intelligently a machine should be aware of its environment. The visual information 

is essential for humans. Therefore, among many different possible sensors, the cameras seem 

very important. Automatically analyzing images and image sequences is the area of research 

usually called ’computer vision’. This thesis is related to the broad subject of automatic 

extraction and analysis of useful information about the world from image sequences. The focus 

in this thesis is on a number of basic operations that are important for many computer vision 

tasks. These basic steps are analyzed and improvements are proposed. 

 

4.7 Motion Detection and Object Tracking in Image Sequences 

 
Ithad introduction algorithm of how to detect motion using image. The algorithm is a static 

camera observing a spot is a common case of a monitor system [12, 30, 8,23]. Detecting invade 

objects is a necessary step in analyzing the spot. A usually applicable hypothesis is that the 

images of the spot without the invade objects exhibit some regular behavior that can be well 

depict by a statistical model. If we have a statistical model of the spot, an invade object can be 
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detected by spotting the parts of the image that don’t fit the model. This process is usually known 

as “background subtraction”.  

Usually a simple bottom-up way is applied and the spot model has a probability density function 

for each pixel divided. A pixel from a new image is considered to be a background pixel if its 

new value is well depicted by its density function. For example for a static spot the simplest 

model could be just an image of the spot without the invade objects. The next step would be, for 

example, to forecast appropriate values for the change of the pixel intensity levels from the 

image since the change can vary from pixel to pixel. However, pixel values often have complex 

layout and more elaborate models are needed. In this project, consider two popular models: the 

parametric Gaussian mixture and the non-parametric k nearest neighbors (k-NN) estimate.  The 

spot could change from time to time (suddenly or slow illumination changes, static objects 

deleted etc.). The model should be frequently updated to incarnate the most current situation. 

The main problem for the background subtraction algorithms is how to automatically and 

efficiently update the model. This project analyzes the results from the literature and extracts 

some basic principles. Based on the extracted principles we recommend, analyze and compare 

two efficient algorithms for the two models: Gaussian mixture and k-NN estimate. The Gaussian 

mixture density function is a popular flexible probabilistic model. A Gaussian mixture having a 

fixed number of components is constantly updated using a set of heuristic equations. Based on 

the results from the previous chapter of this thesis and some additional approximations we 

propose a set of theoretically supported but still very simple equations for updating the 

parameters of the Gaussian mixture. The important improvement compared to the previous 

approaches is that at almost no additional cost also the number of components of the mixture is 

constantly adapted for each pixel. By choosing the number of components for each pixel in an 

on-line procedure, the algorithm can automatically fully adapt to the scene. We propose an 

efficient algorithm based on the more appropriate nonparametric k-NN based model. The both 

algorithms have similar parameters with a clear meaning and that are easy to set. This project 

also suggests some typical values for the parameters that work for most of the situations. Finally, 

we analyze and compare the two proposed algorithms. 
 

5. Design Methodology 

5.1 System Architecture 

 

Before starting to develop and design the VMES, it is necessary to identify the system 

requirement for the items that used in this project. The system requirement of the VMES is the 

configuration, functional and data requirement as well as the quality constraint of the processor. 

The objective of system requirement is to ensure the VMES is running smoothly and efficiently 

so that it could make the monitoring process faster and easier. 

In this paper, to count the number of people entering from the door, Raspberry Pi board has been 

usedwhich is a SBC, on which we interfaced a Picamera. Picamera is used for capturing the 

images of the people. The Raspberry Pi board is connected to the monitor (Display) through 

HDMI port, for getting the results. The monitor shows the number of people captured by 

Picamera.The number of face detected is displayedon the counter. OpenCV is a library which is 

used for interfacing the camera to the board. 
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In this, a Pi camera is used to capture the images of visitors, when a sensor detects a movement 

of a persons. A DC motor is used as a gate. Whenever anyone wants to enter in the place then 

he/she needs to push the button. After pushing the button, Raspberry Pi sends command to Pi 

Camera to click the picture and save it. After it, the gate is opened for a while and then gets 

closed again. The buzzer is used to generate sound when sensor senses the movement of persons 

and LED is ON, and system is ready for operation. 

Here the images of visitors are saved in Raspberry Pi with the name which itself contains the 

time and date of entry. Means there is no need to save date and time separately at some other 

place as we have assigned the time and date as the name of the captured image. 

Requirements and specifications.  
 

Components required 

• Raspberry Pi 

• Pi camera 

•  PIR Sensor 

• 16x2 LCD 

• DC Motor 

• Buzzer 

• LED 

• Power supply 

Description: 

a Raspberry Pi Board :The Raspberry Pi Camera Board figure 1 is a custom designed add-on 

module for Raspberry Pi hardware. It attaches to Raspberry Pi hardware through a custom CSI 

interface. The sensor has 5 megapixel native resolutions in still capture mode. In video mode it 

supports capture resolutions up to 1080p at 30 frames per second. The camera module is light 

weight and small making it an ideal choice for mobile projects. 

 

In this example figure 2 you will learn how to create a camera board object to connect to the 

Raspberry Pi Camera Board, capture images from the camera and process them in Python 

programming. Raspberry Pi Model B has 512Mb RAM, 2 USB ports and an Ethernet port. It has 

a Broadcom BCM2835 system on a chip which includes an ARM1176JZF-S 700 MHz 

processor, Video Core IV GPU, and an SD card. It has a fast 3D core accessedusing the supplied 

OpenGL ES2.0 and OpenVG libraries. This board is the central module of the whole embedded 

image capturing and processing system as given in figure 3.1. Its main parts include: main 

processing chip, memory, power supply HDMI Out, Ethernet port, USB ports and abundant 

global interfaces. 
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Figure 1: Raspberry Pi Module 
 

The Raspberry Pi 2 delivers 6 times the processing capacity of previous models. This second 

generation Raspberry Pi has an upgraded Broadcom BCM2836 processor, which is a powerful 

ARM Cortex-A7 based quad-core processor that runs at 900MHz. The board also features an 

increase in memory capacity to 1Gbyte. 

 

 
 

Figure 2: Circuit diagram of camera interfacing with Raspberry pi. 
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START

END

Sensor Senses the Movement of 

Persons

Camera Captures the Image

Gate opens

Counter will be incremented by 1

Image will be stored in Database

Email will be sent to authorized person

Is movement 

of 

Person ?

YES

NO

 

Figure 3: Flow Chart 

6. Implementation Diagram 

This time we are here with our next interesting part which is Visitors Monitoring System with 

Image capture functionality. Here we are interfacing Pi camera with Raspberry Pi to capture 

the image of every visitor which has entered through the Gate or door. In this paper , whenever 

any person is arrived at the Gate, PIR sensor sense the movement of the visitors, automatically 

opens the Gate, and at the same time, his/her image will be captured and saved in the system 

with the date and time of the entry.  An Email alert will be sent to authorize person/s email ID 

which is registered with this system. This can be very useful for security and 

surveillance purpose which is presented in figure 4. 

This system is very useful in offices or factories where visitor entry record is maintained for 

visitors and attendance record is maintained for employees. This Monitoring system will 

digitize and automate the whole visitor entries and attendances, and there will be no need to 

maintain them manually. This system automatically works for very visitor.  
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Figure 4: System Setup with Hardware 

Working Explanation 

Raspberry Pi

Gate (Motor)

Buzzer

LED

Pi

Camera

Email Server

LCD 

 
 

Figure 5: Block diagram of the proposed system 

Here the pictures of visitors are saved in Raspberry Pi with the name which itself contains the 

time and date of entry. Means there is no need to save date and time separately at some other 

place as we have assigned the time and date as the name of the captured picture. 

Circuit Explanation 

Circuit of this Raspberry Pi Visitor monitoring System is very simple. Here a Liquid Crystal 

Display (LCD) is used for displaying Time/Date of visitor entry and some other 

messages. LCD is connected to Raspberry Pi in 4-bit mode. Pins of LCD namely RS, EN, D4, 

D5, D6, and D7 are connected to Raspberry Pi GPIO pin number 18, 23, 24, 16, 20 and 21. Pi 

camera module in figure 7 is connected at camera slot of the Raspberry Pi. A buzzer is 

connected to GPIO pin 26 of Raspberry Pi for indication purpose. LED is connected to GPIO 

pin 5 through a 1k resistor and a PIR sensor is connected to GPIO pin 19 with respect to 

ground, to trigger the camera and open the Gate. DC motor (as Gate) is connected with 

Raspberry Pi GPIO pin 17 and 27 through Motor Driver IC (L293D). Rest of connections is 

shown in circuit diagram. 
 

http://circuitdigest.com/microcontroller-projects/raspberry-pi-lcd-display-tutorial
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Figure 6: Circuit Connections 

To connect the Pi Camera, insert the Ribbon cable of Pi Camera into camera slot, slightly pull up 

the tabs of the connector at RPi board and insert the Ribbon cable into the slot, then gently push 

down the tabs again to fix the ribbon cable. 

 

 
 

Figure 7: Pi Camera Module 

7. Results  

While designing PCB for relay circuitry, LED and relay were not working simultaneously. 

Relays are used as a switch, which is used to reset and give pulse for counter. So the LED was 

removed and circuitry containing relays, connectors, resistors, transistors, diodes was designed. 

Counter was added so that number of face detected could be visible in numbers. Regarding 

program some algorithms were added, for proper face detection 
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Work Flow in Snaps 

 

Step 1 

 
Figure 8: Initialization of Raspberry Pi and Counter 

 

In this paper counter circuitry has been used for counting the images figure 8 detected by the 

Picamera and also shows the count of stored images. 
  

The counter can count upto range 000000 to 999999. 

 

Step 2 (Option 1: Capture image from camera and sending email ) 

 

 

Figure 9: Capture and sending image through email to authorized persons 

Conclusion 
 

This current paper is focused with an objective of design and development a VMES that is 

affordable for the government buildings or public premises. The proposed VMES has a lower 

average cost than other current VMS on the market in this project. According to the findings of 

the study, the proposed VMES will reduce the time it takes to track visitors to government 

buildings or public places. Furthermore, since the VMES could produce an aggregate report 

immediately, it massively decreased the security officer's workload. In reality, despite being over 

budget for the project and approaching the submission deadline, there is more that can be 

improved. The lack of authentication tools to authenticate the visitor's identity in the VMES built 

in this project. This can allow a visitor with criminal intent to steal information from others to 

gain access to government buildings or public areas. As a result, a biometric fingerprint device 

may be used to improve the reliability of the visitor monitoring system. As soon as a guest 

approaches the entrance, an email message will be sent. Furthermore, facial recognition should 

be used on this guest tracking device because it has a higher degree of security than other 

biometric methods. To do this, a higher-quality camera could be used to capture more pixels of 

the visitor's face image. Moreover, the processing speed can be increased to speed up the 
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monitoring process. For a faster reading rate, the time it takes to retrieve information may be 

reduced from 30 seconds to less than a minute. Last but not least, this project has the potential to 

improve in a variety of areas since it can still be updated and modified to meet the needs of the 

users. As a result, it is clear that there are many ways to improve this project on a daily basis that 

are not limited to a single aspect. 
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Abstract

Proposed work consist of simple and micro size

optical MEMS based displacement sensor for

detection of muscle movement in human body.

Optical MEMS based structure, analyzed with rods-

in air and hole-in slab configuration of photonic

crystal. Remarkable shift in wavelength is observed

in RIA configuration with high quality factor of

3245 compare to holes in slab in the photonic

sensing structure with Q factor 1456. Optical

sensitivity of device with rods in air configuration is

350 nm/RIU is obtained and from the result, the

distinctly visible shift in wavelength is found to be

optimum for fabrication of projected device.

Proposed work is applicable for the muscle

movement of human body during medical diagnosis

and for daily life activities.
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This paper presents a performance analysis of different microcantilever shapes
integrated with the optical MEMS system in different fluid mediums. Microcantilevers
such as rectangular, trapezoidal, and triangle profile are coupled with optical sensing
layers. Here, the concept of integration of optical sensing layer with different shapes of
microcantilever is novel. The cantilever is designed and developed in CAD tools.
Numerical analysis of different shapes of microcantilever was carried out with the help of
Ansys Workbench. Optimal design of the regular microcantilever is considered during the
analysis. The pressure is applied to the free end of the cantilever in the range of 100 to
250 kPa. The complete photonic sensing layer is analyzed with the help of an finite
difference time domain (FDTD) tool called MIT Electromagnetic Equation Propagation
(MEEP). The transmission spectrum is obtained for each microcantilever model. The
pressure-induced refractive index is calculated for the equivalent maximum stress
generated. The result shows that a remarkable Q factor was obtained for rectangular,
trapezoidal, and triangular profile microcantilevers with an optical system. Triangular and
rectangular profiles have shown remarkable contribution over quality factor for air
mediums such as 10 120, 1300, respectively. High pressure sensitivity of 1.92 nm/kPa was
obtained for rectangular microcantilever in air. Least sensitivity of 0.16 nm/kPa was
obtained for triangle microcantilever in the water medium. The proposed work
successfully distinguishes various shapes of microcantilever in terms of sensitivity and Q
factor. It is having tremendous application in sensing biofluids and in device
miniaturization.

Filename Description

https://onlinelibrary.wiley.com/journal/10982760
https://onlinelibrary.wiley.com/toc/10982760/2021/63/4
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Upadhyaya%2C+Anup+M
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Srivastava%2C+Maneesh+C
https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Sharan%2C+Preeta
https://doi.org/10.1002/mop.32652


8/2/2021 Hot corrosion behavior of plasma-sprayed NiCrAlY/TiO2 and NiCrAlY/Cr2O3/YSZ cermets coatings on alloy steel - ScienceDirect

https://www.sciencedirect.com/science/article/pii/S2468023020308026 1/15

Get rights and content

Previous Next 

Surfaces and Interfaces
Volume 22, February 2021, 100810

Hot corrosion behavior of plasma-sprayed NiCrAlY/TiO  and NiCrAlY/Cr O /YSZ
cermets coatings on alloy steel
MadhuSudana Reddy , C Durga Prasad , Pradeep Patil , M.R. Ramesh , Nageswara Rao 

Show more

Outline

https://doi.org/10.1016/j.surfin.2020.100810

Abstract
The objective of the Present research work is to evaluate the hot corrosion resistance of plasma-sprayed 70% NiCrAlY+ 30% TiO  and
70% NiCrAlY+ 25% Cr O +5% YSZ coatings on MDN 420 alloy. Hot corrosion tests are carried out under molten salt environment of
Na SO +60 % V O  salt mixture at 700°C for 50 cycles. Each cycle consisting of 1 hour heating in a silicon carbide tubular furnace
followed by 20 min of cooling. The thermogravimetric technique was used to determine the kinetics of corrosion. The scanning
electron microscopy (SEM), energy dispersive analysis (EDAX), electron probe microanalyser (EPMA) and X-ray diffracton (XRD)
techniques were used to evaluate the characterization of coatings with regard to coating bondstrength, thickness, microhardness and
porosity. The parabolic rate constants of coated steels are lower when compared to the uncoated substrate. The NiCrAlY+ Cr O +YSZ
coating is found to be more protective when compared to NiCrAlY+ TiO  coating. The oxides of Al O , NiCr O  and Cr O  are
formed on the outermost layer of the coatings which gives the resistance the coatings to high-temperature corrosion.

Keywords

Plasma spray; NiCrAlY/TiO ; NiCrAlY/Cr O /YSZ; Hot Corrosion; MDN-420 alloy

1. Introduction
Power stations are one of the significant or major sectors where severe problems are encountered, like erosion and corrosion [1].
During the operation of the gas turbines, the blades and vanes are subjected to greater mechanical and thermal load. In addition to
these, they are exposed to high-temperature corrosion and erosion [2], [3], [4], [5]. The high strength alloys alone are sufficient only to
meet high-temperature requirements but not sufficient to overcome the corrosion, oxidation, and wear problems. Hence coating
gives the way of enlarging the curb of usage of the materials at the superior end of their standard capacity by permitting the substrate
mechanical properties, which is to be conserved while guarding them beside the corrosion or erosion [6], [7], [8]. Different varieties of
coatings are available, out of which, nickel-based coatings show excellent corrosion, oxidation & wear-resistant properties and are
widely used or suitable for high-temperature environments [9], [10], [11]. Plasma spraying is one of creating novel techniques for
prospering the coatings on the alloys and metals [12], [13], [14], [15]. It has been declared as one of the best coating technology, which
is popular and successfully used all over in the industrial applications [16] with despicable cost in thermal, biomedical & electrical
fields where the high-temperature corrosion and erosion variables are induced [17], [18], [19]. Present coatings used in gas turbines are
thermal barrier coatings (TBC), which are bi-material coatings consisting of a thermally insulating ceramic topcoat, usually yttria or
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Abstract
The gas turbines are the components which are commonly affected by severe high-temperature erosion wear due to impingement of
solid particles entrained in the stream of fluid. The present investigation focuses on the applicability of plasma sprayed coatings for
turbines by improving the erosion resistance of the base material. The present work includes high-temperature solid particle erosion
behaviour of [35%(WC-Co)/65%(Cr C NiCr), [70%NiCrAlY + 30%TiO ] & [70%NiCrAlY + 25%Cr O  + 5%YSZ] coatings deposited by
atmospheric plasma spray (APS) process. All the coating materials are considered by weight (%). The effect of impact angle on erosion
performance of uncoated and coated specimens were comparatively studied by using the air-jet erosion tester (ASTM G76-13). The
eroded surface morphology was analysed by using a porosity tests, microhardness values, scanning electron microscopy & X-ray
diffraction analysis. All Coatings exhibits the ductile erosive mechanism at the temperature of 700 °C with severe plastic deformation.
The NiCrAlY + TiO  coating is more protective than the other two coatings in high temperature and erosion environments due to its
higher ductility, homogenous microstructure, and lesser porosity of the coatings. However, uncoated MDN 420 steel exhibits lesser
wear loss when compared to the coated substrates. This may be due to the alumina particles' embedment onto the coated surface,
which might present a shielding effect against further material loss to occur.
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Abstract
Forces and moments are the main parameters deciding the safety of many of the engineering as well as biomaterials. Since every
material has certain yield or ultimate strength, it is always desirable to work in the safe limits to maintain the integrity of the systems.
In the present analysis, five standard loops used in the orthodontic applications (T-Loop, Vertical Loop, Opus70, Mushroom and
Helix) were analysed using finite element analysis for a fixed horizontal length of 14 mm and a vertical height of 10 mm. Analysis is
carried out using 3D beam elements with an element size of 0.25 mm as the accuracy of finite elements are mainly based on element
size. For all the analysis, the load deflection rate, vertical force generation and moment values are recorded with carried out in the
nonlinear domain to capture the results better. The results shows that minimum force and moment development when the loop is
positioned at centre. It is positioned near any bracket, maximum forces and moments are create near the activation bracket. Higher
the elastic modulus, the wire is inducing higher moments and forces which are key to the stability of the orthodontic structure. Finite
element analysis is effectively used to estimate the load deflection rate, force and moment generation based on different types of
loops, positions and materials.
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Abstract
For engineering components, fixtures are essential elements for holding proper design and provide safety of the work-space. Any
failure results are occurs in chain type hindrance of manufacturing process and system delivery causes delay in production time. In
this present works, a steel coil holder has been selected for alignment of fixtures with coil capacity of 40tons. The components are
shell slide, support channel, connecting plate, channel connector, pipe elements, and final assembly of top cylinder. Finite element
analysis (FEA) was chosen to optimization of design factors and material of the plate SAILMA550 with allowable stress (250 MPa). A
physical parameters are load-withstands and deformation of the plate were examined. Results show that optimization of initial stress
has found 1443.5 MPa and final stress component falls to 253.85 MPa. The higher load deflection of initial design was obtained
4.8489 mm and lower deflection of the plate is reached to 4.5833 mm. However, the initial setting results shows heavy stress on the
components (shell slide, support channel & pipe element) it leads more sufficient allowable stress performed on steel coil holder
within their limits.
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Abstract
We explored the design of an optical pressure sensor. The objective is to create a photonic
microelectromechanical system-based cantilever sensor design to detect prostate-specific antigen, a protein
biomarker associated with prostate cancer. Sensor’s performance for the early detection of cancerous cells is
dependent on sensitivity. The designed sensor consists of a hexagonal ring integrated with microcantilevers.
Two types of microcantilever such as rectangular profile and V profile with integrated photonic sensing layer
are investigated for sensitivity, quality factor, and resonant wavelength. The analysis shows that a geometrical
modification of microcantilever has a significant effect on sensitivity enhancement. The finite difference time
domain tool is used for designing photonic ring resonator patches. Numerical analysis of microcantilever is
considered to investigate surface stress behavior. The cantilever deformation due to applied pressure resulted
in a change in the index of refraction. Results show that the sensitivity of 55  nm  /  MPa for a triangular-shaped
microcantilever obtained is higher compared to the rectangular-shaped microcantilever with a sensitivity of
0.19  nm  /  MPa. The designed structures have significantly higher sensitivities than the previously published
sensitivity of 3.27  nm  /  MPa at wavelength 1550 nm. The maximum quality factor obtained for the rectangular
shape is 2852 and 77,510 for the triangular shape. Triangular-shaped microcantilever can minimize winding
inflexibility or stiffness. This capability of the triangular-shaped microcantilever enhances feasibility in making
the final packaging and future fabrication.

© 2021 Society of Photo-Optical Instrumentation Engineers (SPIE) 1934-2608/2021/$28.00 © 2021 SPIE
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Abstract
The gas turbines are the components which are commonly affected by severe high-temperature erosion wear due to impingement of
solid particles entrained in the stream of fluid. The present investigation focuses on the applicability of plasma sprayed coatings for
turbines by improving the erosion resistance of the base material. The present work includes high-temperature solid particle erosion
behaviour of [35%(WC-Co)/65%(Cr C NiCr), [70%NiCrAlY + 30%TiO ] & [70%NiCrAlY + 25%Cr O  + 5%YSZ] coatings deposited by
atmospheric plasma spray (APS) process. All the coating materials are considered by weight (%). The effect of impact angle on erosion
performance of uncoated and coated specimens were comparatively studied by using the air-jet erosion tester (ASTM G76-13). The
eroded surface morphology was analysed by using a porosity tests, microhardness values, scanning electron microscopy & X-ray
diffraction analysis. All Coatings exhibits the ductile erosive mechanism at the temperature of 700 °C with severe plastic deformation.
The NiCrAlY + TiO  coating is more protective than the other two coatings in high temperature and erosion environments due to its
higher ductility, homogenous microstructure, and lesser porosity of the coatings. However, uncoated MDN 420 steel exhibits lesser
wear loss when compared to the coated substrates. This may be due to the alumina particles' embedment onto the coated surface,
which might present a shielding effect against further material loss to occur.
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Abstract
The objective of the Present research work is to evaluate the hot corrosion resistance of plasma-sprayed 70% NiCrAlY+ 30% TiO  and
70% NiCrAlY+ 25% Cr O +5% YSZ coatings on MDN 420 alloy. Hot corrosion tests are carried out under molten salt environment of
Na SO +60 % V O  salt mixture at 700°C for 50 cycles. Each cycle consisting of 1 hour heating in a silicon carbide tubular furnace
followed by 20 min of cooling. The thermogravimetric technique was used to determine the kinetics of corrosion. The scanning
electron microscopy (SEM), energy dispersive analysis (EDAX), electron probe microanalyser (EPMA) and X-ray diffracton (XRD)
techniques were used to evaluate the characterization of coatings with regard to coating bondstrength, thickness, microhardness and
porosity. The parabolic rate constants of coated steels are lower when compared to the uncoated substrate. The NiCrAlY+ Cr O +YSZ
coating is found to be more protective when compared to NiCrAlY+ TiO  coating. The oxides of Al O , NiCr O  and Cr O  are
formed on the outermost layer of the coatings which gives the resistance the coatings to high-temperature corrosion.

Keywords

Plasma spray; NiCrAlY/TiO ; NiCrAlY/Cr O /YSZ; Hot Corrosion; MDN-420 alloy

1. Introduction
Power stations are one of the significant or major sectors where severe problems are encountered, like erosion and corrosion [1].
During the operation of the gas turbines, the blades and vanes are subjected to greater mechanical and thermal load. In addition to
these, they are exposed to high-temperature corrosion and erosion [2], [3], [4], [5]. The high strength alloys alone are sufficient only to
meet high-temperature requirements but not sufficient to overcome the corrosion, oxidation, and wear problems. Hence coating
gives the way of enlarging the curb of usage of the materials at the superior end of their standard capacity by permitting the substrate
mechanical properties, which is to be conserved while guarding them beside the corrosion or erosion [6], [7], [8]. Different varieties of
coatings are available, out of which, nickel-based coatings show excellent corrosion, oxidation & wear-resistant properties and are
widely used or suitable for high-temperature environments [9], [10], [11]. Plasma spraying is one of creating novel techniques for
prospering the coatings on the alloys and metals [12], [13], [14], [15]. It has been declared as one of the best coating technology, which
is popular and successfully used all over in the industrial applications [16] with despicable cost in thermal, biomedical & electrical
fields where the high-temperature corrosion and erosion variables are induced [17], [18], [19]. Present coatings used in gas turbines are
thermal barrier coatings (TBC), which are bi-material coatings consisting of a thermally insulating ceramic topcoat, usually yttria or
magnesia stabilized zirconia [16], which are deposited on top of a metallic bond coat. Due to the inherent brittleness of ceramics,
failure of a thermal barrier system often occurs by debonding along the interface between the bond coating and its thermal grown
protective oxide (TGO) layer. The failure of thermal barrier system can also occur by the result of decohesion of ceramic layer [15].
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ABSTRACT 

The effect of nano B4C particle addition on the wear behaviour of Al2218 alloy 

composites has been investigated. Al2218 combination with 2 to 8 wt. % of nano B4C 

composites were manufactured by stir technique. Microstructural study was completed by 

utilizing SEM and EDS. A pin-on-disc machine was used to evaluate the wear loss of examples, 

in which a set EN32 steel plate was used as the counter face. Wear tests were went with on 

Al2218 compound with nano B4C particles strengthened composites at different loads of 9.8 N, 

19.6 N, 29.4 N and 39.2 N with steady sliding rate of 2.8 m/sec and 2000 m sliding separation. 

Also, Wear tests were went with on Al2218 amalgam with nano B4C particles strengthened 

composites at different paces of 1.4 m/sec, 1.8 m/sec, 2.3 m/sec and 2.8 m/sec with consistent 

load of 39.2 N and 2000 m sliding separation. The wear opposition of Al2218 compound 

improved with the gathering of B4C particulates. Further, worn surface morphology and wear 

debris of prepared composites were studied to know the different wear phenomena. 

1. Introduction 

The normal name being composite material or basically a composite is mix of 

at least two materials with non-indistinguishable physical or substance 

properties, when intermixed delivers completely extraordinary item with 

unique attributes when contrasted and the individual material trademark. The 

mixing of the material is normally done at a perceptible level. These materials 
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are intermixed in such a proportion that its specific properties get improved. 

The proportions of two materials are advanced dependent on their applications. 

The subsequent composite material has an equilibrium of its properties that is 

greatly improved to any of the constituent materials [1, 2]. These composites 

are utilized for their extemporized mechanical properties, yet in addition for 

warm, electrical and ecological applications. These materials are commonly 

favoured for various applications like cements, strengthened plastics, for 

example, fiber fortified polymers, metal composites, clay composites. Artistic 

lattice composites and metal grid composites are commonly utilized for 

structures, extensions and structures, for example, boat shelter, pool boards, 

race vehicle bodies, baths, stockpiling tanks and likewise progressed materials 

in shuttle's and airplanes building which are sought after [3, 4].  

The metal matrix composite (MMC) is the one in which metals are matrix 

phase & the reinforcing phase may be a metal other than base metal/matrix 

metal or another material like organic compound or a ceramic. The reinforcing 

material may be in the form of particles or whiskers or fibers and the properties 

of the MMC’s can be varied with variation of size of reinforcing material [5]. 

Though MMC’s are not widely used as the PMC’s, but the properties like 

stiffness, high strength & fracture toughness are creating the trend towards 

MMC’s. The MMC’s can withstand high temperature, corrosive environment 

better than that of the composites made of PMC’s. Most metals and alloys can 

be used as matrices which require reinforcement materials that are to be stable 

at high temperatures and are to be non-reactive too. It has to be kept in mind 

that if MMC’s have to offer good strength then the reinforcing material used 

should have high modulus & high tensile strength. 

In the current work an exertion has been made to know the impact of nano B4C 

support expansion on the wear conduct of Al2218 aluminum composite. 

Al2218 composite with 2 to 8 wt. % of nano composites were created. Further, 

these readied tests were assessed for dry sliding wear conduct at different loads 

and sliding rates according to ASTM G99 norms.  

 

2. Experimental Details 

Materials 

In the present study Al2218 is used as the matrix material, most of the 

applications in areas such as aerospace, automobile, marine make use of 2xxx 

series, aluminium-copper alloys. Al2218 normally has 4.5% of copper and 

1.8% of magnesium. The theoretical density of Al2218 alloy is taken as 2.80 

g/cm3. 

 

Table 1: Chemical composition of Al2218 Alloy 

Element Si Cu Mg Mn Fe Zn Ni Al 

Wt. (%) 0.90 4.5 1.8 0.20 1.0 0.25 1.5 Balance 

 

In the present work, nano B4C particulates are used as the fortification 

materials, 500 nm particulates were used, which were obtained from Reinste 
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Nano Ventures Ltd., Delhi. The density of B4C is smaller than the matrix 

material, which is 2.52 g/cm3. 

 

Methodology 

The manufacture of Al2218-B4C composites were completed by liquid 

metallurgy through stir cast method. Determined measure of the Al2218 

compound ingots were kept into the heater for liquefying. The melting 

temperature of aluminum composite is 660°C. The Al2218 alloy melt was 

superheated to 750°C temperature. The temperature of the melt was recorded 

utilizing a chrome-alumel thermocouple. The molten metal is then degassed 

utilizing solid hexachloroethane (C2Cl6) for 3 min [6]. A hardened steel 

impeller covered with zirconium is utilized to mix the liquid metal to make a 

vortex. The stirrer will be turned at a speed of 300rpm and the profundity of 

drenching of the impeller was 60 percent of the height of the liquid metal from 

the outside of the liquefy. Further, the B4C particulates were preheated in a 

heater upto 400°C will be brought into the vortex. Stirring was proceeded until 

interface connections between the fortification particulates and the Al matrix 

advances wetting. At that point, Al2218-2 wt. % nano B4C melt was poured 

into the cast iron mold having measurements of 120mm length and 15mm 

width. Additionally, composites were set up for 4, 6 and 8 weight level of nano 

B4C particles in the similar method. 

 

Evaluation of Properties 

The castings in this way got were sliced to a size of 15 mm diameter across and 

5 mm thickness which is then exposed to various dimensions of cleaning to get 

required example piece for microstructure studies. At first, the cut examples 

were cleaned with emery paper up to 1000grit size pursued by cleaning with 

Al2O3 suspension on a cleaning disc utilizing velvet material. The cleaned 

surface of the examples etched with Keller's reagent lastly exposed to 

microstructure in an electron microscope. 

The wear conduct of Al2218 compound and B4C fortified composites were 

done by utilizing wear machine. The preliminaries were gone with according to 

ASTM G-99 wear testing standard [7] on 8 mm in measurement and 30 mm 

length roundabout example. The wear misfortune was determined in the wake 

of leading the dry sliding wear tests at 9.8 N to 39.2 N differing loads at 2.826 

m/sec sliding velocity for 2000 m sliding separation in 90 mm distance across 

wear track. Likewise, one more arrangement of dry sliding wear conduct of 

Al2218 combination composites were dissected at different sliding velocities of 

1.4 m/sec to 2.826 m/sec at 39.2 N load and 2000 m sliding separation. The 

wear misfortune was noted regarding stature misfortune and introduced in the 

work.  

At the time of conducting wear tests utilizing wear machine, wear trash were 

gathered and these debris were read for the different wear instruments utilizing 

SEM micrographs. Further, worn surface morphology likewise done utilizing 

examining electron micrographs to know the different wear conduct associated 
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with the Al2218 amalgam and Al2218 composite with 2 to 8 wt. % of nano 

B4C composites. 

 

3. Results And Discussion 

Microstructural Study 

 

   
(a)                                                                        (b) 

   
(c)                                                                     (d) 

 
(e) 

Figure 2: SEM of (a) as cast Al2218 alloy (b) Al2218-2 wt. % B4C (c) 

Al2218-4 wt. % B4C (d) Al2218-6 wt. % B4C and (e) Al2218-8 wt. % B4C 

composites 
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Figure 1a-e shows the SEM micrographs of as cast alloy Al2218 and the 

composites of 2 to 8 wt. % of nano B4C reinforced with Al2218 alloy 

composites. The microstructure of as cast Al2218 alloy comprises of fine 

grains of aluminium solid solution with an enough dispersion of inter-metallic 

precipitates. 

It also exhibits the incredible bonding between the matrix system and the nano 

particles so uniform homogenous dissemination of nano evaluated B4C 

particulates with no agglomeration and clustering in the composites. This is 

basically a direct result of the suitable mixing action achieved all through the 

extension of the fortress by two stages. The nano particles wherever all through 

the grain furthest reaches of the cross section hinder the grain improvement and 

contradict the partition advancement of grains during stacking. 

 
(a) 

 
(b) 

Figure 2: EDS images of (a) as cast Al2218 alloy (b) Al2218-8 wt. % B4C 

composites 

 

Figure 2 (a-b) represents the EDS spectrum of as cast Al2218 alloy and Al2218 

alloy with 8 wt. % of nano B4C reinforced composites. As cast Al2218 alloy 

EDS spectrum is showing the major elements like Al, Cu, Si, Mg, Mn and Fe 

in the Al2218 alloy matrix. Further, Al2218 with 8 wt. % of B4C composites 

EDS spectrum is indicating boron (B) and carbon (C) elements in the prepared 

composites and confirms the presence of B4C reinforcement in the Al2218 

alloy composites. 
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Wear Properties 

The wear misfortune was determined in the wake of directing the dry sliding 

wear tests at 9.8 N to 39.2 N differing loads at 2.826 m/sec sliding pace for 

2000 m sliding distance in 90 mm width wear track. Likewise, one more 

arrangement of dry sliding wear conduct of Al2218 combination composites 

were investigated at different sliding paces of 1.4 m/sec to 2.826 m/sec at 39.2 

N load and 2000 m sliding separation. The wear misfortune was noted 

regarding height loss and introduced in the work.  

 

Effect of Load on Wear Rate 

Fig. 3 is indicating the correlation of wear conduct Al2218 amalgam and 

Al2218 composite with 2 to 8 wt. % of nano B4C composites at different loads 

of 9.8 N to 39.2 N fluctuating loads at 2.826 m/sec sliding rate for 2000 m 

sliding separation in 90 mm wear track. From the diagram it is obvious that as 

the load increment from 9.8 N to 39.2 N, there is an increment in wear 

misfortune in Al2218 combination and Al2218-B4C particles fortified 

composites. The load influenced the wear conduct of both as cast and B4C 

strengthened examples. The expanded wear misfortune as load increments 

from 9.8 N to 39.2 N is chiefly because of the improved contact territory 

between the example and the steel plate. This expanded region of contact 

during wear test creates more warmth, which causes the delamination in the 

compound and composites [8].  

 

 
Figure 3 Wear loss of Al2218 alloy with nano B4C reinforced composites 

at varying loads and constant velocity 
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Effect of Sliding Speed on Wear Rate 

Fig. 4 shows the wear misfortune with the variety of speed for a several 

samples with varying content of B4C. The test is directed with differing speed 

of 1.4 m/sec, 1.8 m/sec, 2.3 m/sec and 2.8 m/sec by holding load of 39.2 N. 

From the Fig. 4, it is presumed that wear misfortune increments with the 

speeding up. For base Al2218 amalgam the impact of sliding velocity is more 

when contrasted with B4C fortified nano composites.  

From the graph 4 as the speed increases from 1.4 m/sec to 2.8 m/sec, there is an 

increase in wear of Al2218 alloy and Al2218 alloy with 2 to 8 wt. % of nano 

B4C reinforced composites. Further, from the plot it is evident that the nano 

B4C particles reinforced composites shown more wear resistance as compared 

to Al2218 alloy. The addition of nano B4C particles improves the hardness of 

Al2218 alloy with strong bonding between the matrix and reinforcement. This 

enhanced bonding helps in improving wear resistance of Al2218 alloy by 

acting these particles as barrier for the deformation during wear process [9]. 

 

 
Figure 4 Wear loss of Al2218 alloy with nano B4C reinforced composites at 

varying speeds and constant load 

 

Worn Surface morphology and Wear Debris 

It’s significant to study the worn-out surface morphology of Al2218 alloy and 

its nano composites as it shows the type of wear the materials with different 

composition have undergone. During sliding the Al2218 matrix is softer than 

the rubbing disk material and hence shows viscous flow in Al2218 matrix, 

which is in the form of pin causing plastic deformation of the specimen 

surface, resulting in very high material loss. The worn surface of Al2218 alloy 

shows presence of grooves, micro-pits and fractured oxide layer as shown in 

Fig. 5 (a), which would have caused the increase of wear loss. Whereas 8 wt. % 
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of B4C particles in Al2218 alloy composites restrict the viscous flow of the 

matrix as shown in Fig .5 (b), it is observed that the grooves or erosion have 

reduced with increase in B4C particles means there is more and more resistance 

to wear loss [10]. Meanwhile, the stress seems to be transferred on B4C 

particles and strain concentration occurs around these B4C particles and worn 

surface area shows less and less cracks and grooves with increasing B4C 

particles. 

 

    
(a)                                                          (b) 

Figure 5 Worn surfaces SEM micrographs of (a) Al2218 Alloy (b) Al2218 

– 8 wt. % B4C composites 

    
(a)                                                       (b) 

Figure 6 Wear debris SEM micrographs of (a) Al2218 Alloy (b) Al2218 – 8 

wt. % B4C composites 

 

The byproducts obtained in the form of particles after wear test are called wear 

debris. During the course of rubbing action always the softer material wears 

out. In wear debris analysis the worn-out particles are observed in SEM to 

understand type of wear the material has undergone. The various images 

obtained from SEM are shown in above Fig. 6 (a-b). 

Fig. 6 (a) shows image of debris resulted from wear of Al2218 aluminium 

alloy. The size of the debris due to wear mechanism shows the extent of wear, 

Al2218 alloy has under gone. The long layers formed from wear surface were 

not able to withstand the high load and hence the layers were pulled and 

thrown away in the form of thin plate, these thin long mechanical layers 

resulted due to the ductility of test sample. Fig. 6 (b) shows wear debris of 
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Al2218-8 wt. % of B4C composites, the debris can be seen in the form of 

fragments which are crushed between test piece & rotating disc. The wear 

debris of B4C based composites exhibits less wear with small particles like 

fragments pulled out from the pin. 

 

4. Conclusions 

Al2218 alloy with nano B4C composites have been manufactured by stir 

casting technique by taking 2 to 8 wt. % of B4C particles. The microstructure 

and wear practices of Al2218 compound nano composites were analyzed. SEM 

microphotographs uncovered the even circulation of B4C particles in the 

Al2218 compound. Further, nano support particles were eminent by the EDS 

examination. The impact of load and the sliding velocity was seen on the 

Al2218 amalgam and its B4C particles fortified composites. As the load and 

speed improved, there was enhanced wear loss of Al2218 amalgam and nano 

composites. The improved wear opposition was seen on account of Al2218 

amalgam with 8 wt. % of nano B4C composites. 
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   Abstract : In the present examination, the mechanical properties 

of Al2218-nano B4C composites displayed. The composites 

containing 4 to 8 wt. % of nano boron carbide in ventures of 4 

wt.% were readied utilizing liquid metallurgy method through stir 

casting. For every composite, fortification particles were 

preheated to a temperature of 400˚C and afterward added in 

ventures of two into the vortex of liquid Al2218 compound to 

improve the wettability and dispersion. Microstructural 

examination was carried out by SEM and elemental investigation 

was finished by EDS. XRD Analysis used to recognize the B4C 

phases in the Al grid. Density, tensile, compression and hardness 

tests were done to distinguish various properties of composites. 

The aftereffects of this investigation uncovered that as the weight 

% level of nano B4C particles were expanded, there was 

noteworthy increment in hardness, UTS, yield and compression 

strength of Al2218 amalgam composites. Further, there was slight 

drop in the density and malleability of the Al2218 amalgam 

composites when contrasted with the base. Tensile fractured 

surfaces analysis was conducted by using SEM. 

Keywords: Al2218 Alloy, Nano B4C particles, Stir Casting, 

Microstructure, Mechanical Behaviour, Fractography 

I. INTRODUCTION 

Aluminum compound nano-composites are valuable in the 

aviation, car, marine, and auxiliary applications. The 

nano-composites have superior properties by using diverse 

ceramic powders, for example, boron carbide, zirconia, 

aluminum oxide and silicon carbide are added to the 

lightweight aluminum composite to improve the mechanical 

properties.Aluminum matrix composites (AMCs) are broadly 

utilized in aerospace, autos, and marine field because of the 

great quality, light weight and ease. Mechanical and wear 

conduct can be seen in brakes, gears, valves, cams, cylinder 

liners, grasps and different applications including sliding 

contact or moving contact [1]. AMCs are one of the propelled 

building materials that have been created for weight basic 

applications in the aviation, and more as of late in the 

automotive enterprises because of their astounding properties 

of high specific quality and better wear obstruction [2] 

Hard earthenware particulates, for example, zirconia, 

alumina (Al2O3) and silicon carbide (SiC) [3], have been 

brought into aluminum-based framework to build the quality, 
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stiffness, wear opposition, erosion obstruction, weariness 

obstruction and high temperature resistance. Among these 

fortifications, B4C is artificially perfect with aluminum (Al) 

and structures an enough bond with the grid [4]. Wear rate of 

aluminum lattice composites fortified with B4C and SiC 

particles created through a similar course (weight less 

infiltration strategy) were dissected; the wear rate and contact 

coefficient of Al– B4C was observed to be lower than those of 

Al– SiC under similar conditions. 

The point of the present examination is to assess the 

microstructure and mechanical conduct of Al2218 compound 

strengthened with nano B4C particles. The stir technique is 

picked for the processing of AMCs. The impact of nano B4C 

expansion on the hardness, tensile and compression strength 

of composite is researched. The microstructures of the 

example are considered utilizing SEM for the particle 

circulation and fractography examination. 

II. EXPERIMENTAL STUDY 

A. Materials 

In the present study Al2218 is used as the matrix material, 

most of the applications in areas such as aerospace, 

automobile, marine make use of 2xxx series, 

aluminium-copper alloys. Al2218 normally has 4.5% of 

copper and 1.8% of magnesium. The theoretical density of 

Al2218 alloy is taken as 2.80 g/cm
3
. 

Table1-I: The chemical composition of Cu-Zn alloy 

Elements Content wt. % 

Si 0.90 

Cu 4.50 

Mg 1.80 

Mn 0.20 

Fe 1.00 

Zn 0.25 

Ni 1.5 

Al Bal 

In the present work, nano B4C particulates are used as the 

fortification materials, 500 nm particulates were used, which 

were obtained from Reinste Nano Ventures Ltd., Delhi. The 

density of B4C is smaller than the matrix material, which is 

2.52 g/cm
3
. 

 

B. Methodology 

The manufacture of Al2218-B4C composites were 

completed by liquid metallurgy through stir cast method. 

Determined measure of the 

Al2218 compound ingots were 

kept into the heater for liquefying. 
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The melting temperature of aluminum composite is 660°C. 

The Al2218 alloy melt was superheated to 750°C 

temperature. The temperature of the melt was recorded 

utilizing a chrome-alumel thermocouple. The liquid metal is 

then degassed utilizing solid hexachloroethane (C2Cl6) for 3 

min [5]. A hardened steel impeller covered with zirconium is 

utilized to mix the liquid metal to make a vortex. The stirrer 

will be turned at a speed of 300rpm and the profundity of 

drenching of the impeller was 60 percent of the height of the 

liquid metal from the outside of the liquefy. Further, the B4C 

particulates were preheated in a heater upto 400°C will be 

brought into the vortex. Stirring was proceeded until interface 

connections between the fortification particulates and the Al 

matrix advances wetting. At that point, Al2218-4 wt. % nano 

B4C melt was poured into the cast iron mold having 

measurements of 120mm length and 15mm width. 

Additionally, composites were set up for 8 weight level of 

nano B4C particles in the similar method. 

C. Methodology 

The castings in this way got were sliced to a size of 15 mm 

diameter across and 5 mm thickness which is then exposed to 

various dimensions of cleaning to get required example piece 

for microstructure studies. At first, the cut examples were 

cleaned with emery paper up to 1000grit size pursued by 

cleaning with Al2O3 suspension on a cleaning disc utilizing 

velvet material. The cleaned surface of the examples etched 

with Keller's reagent lastly exposed to microstructure in an 

electron microscope. 

Hardness tests were performed on the cleaned surface of 

the examples utilizing Brinell hardness testing machine 

having a indenter of 5 mm diameter and 250 kg load for a stay 

time of 30 seconds, five arrangement of readings were taken 

at better places of the cleaned surface of the example and test 

was performed according to ASTM E10 [9]. The tensile and 

compression test was done on the cut examples according to 

ASTM E8 and E9 [10] standards utilizing universal testing 

machine at room temperature to ponder properties like UTS, 

yield strength, % of elongation and compression quality.  

III. RESULTS AND DISCUSSION 

A. Microstructural Analysis 
 

Figure 1a-c shows the SEM micrographs of as cast alloy 

Al2218 and the composites of 4 and 8 wt. % of nano B4C 

reinforced with Al2218 alloy composites. The microstructure 

of as cast Al2218 alloy comprises of fine grains of aluminium 

solid solution with an enough dispersion of inter-metallic 

precipitates. 

It also exhibits the incredible bonding between the matrix 

system and the nano particles so uniform homogenous 

dissemination of nano evaluated B4C particulates with no 

agglomeration and clustering in the composites. This is 

basically a direct result of the suitable mixing action achieved 

all through the extension of the fortress by two stages. The 

nano particles wherever all through the grain furthest reaches 

of the cross section hinder the grain improvement and 

contradict the partition advancement of grains during 

stacking. 
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 Fig. 1 SEM of (a) as cast Al2218 alloy (b)   -4 wt. % B4C 

(c) Al2218-8 wt.% B4C composites 
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Fig. 2 Showing the EDS of Al2218-8 wt. % B4C 

composites 

From the figure 2 it is evident that nano B4C particles are 

presented in the Al2218 alloy matrix in the form of B and C 

elements along with Al and Cu. 

 
Fig. 3 XRD pattern of Al2218- 8 wt. % of nano B4C 

composite 

Figure 3 shows XRD pattern taken for Al2218- 8 wt.% B4C 

nano composites to verify its quality and standard XRD 

pattern. It can be detected that peak height surges and then 

declines on 2-theta scale representing the occurrence of 

diverse phases of material. In fig. 3 it is visible that X-ray 

intensities of peak are higher at 38
˚
, 45

˚
, 65

˚
 & 78

˚
 

demonstrating the occurrence of aluminium stage. Similarly, 

in fig. 3 it is observed the peaks for altered segments of boron 

carbide at 32
˚
, 37

˚
, 50

˚
 and 53

˚
. 

B. Density Measurements 

Above figure 4 compares the theoretical & experimental 

densities of as cast Al2218 alloy, Al2218 – 4 and 8 wt. % B4C 

composites. Aluminium alloy Al2218 has density of 2.8 g/cc, 

boron carbide has density of 2.52 g/cc. When aluminium alloy 

Al2218 is reinforced with 4 and 8 wt. % B4C, the complete 

density of compound becomes less as B4C density is lesser 

than Al2218 alloy. Further, it can be witnessed that 

experimental densities are slighter than the theoretical 

densities. Figure 5 demonstrates the variety in hardness with 

the expansion of 4 and 8 wt. % of nano B4C particulates to the 

Al2218 composite. The hardness of a material is a mechanical 

parameter demonstrating the capacity of opposing nearby 

plastic twisting. The hardness of Al-B4C composite is found 

to increment with the expansion of 4 and 8 wt. % nano B4C 

particulates. This expansion is seen from 63.13 BHN to 96.7 

BHN for Al composites. This can be attributed essentially to 

the closeness of harder carbide particles in the cross section, 

and moreover the higher limitation to the restricted 

framework disfigurement amid space because of the nearness 

of harder stage. Furthermore, B4C, as like different fortresses 

strengthens the framework by creation of high-density 

disengagements in the midst of cooling to room temperature 

due to the qualification of coefficients of thermal extension 

improvements between the B4C and network Al2218 

compound. Confound strains created between the support and 

the lattice deters the development of separations, bringing 

about progress of the hardness of the composites. 

 

 
Fig. 5 showing the hardness of Al2218 alloy-4 and 8 wt. % 

B4C nano composites 
 

C. Ultimate Tensile and Yield Strength  

The plot of ultimate strength (UTS) with 4 and 8 wt. % of 

nano B4C dispersoid in metal grid composite has been 

presented in figure 6. The conscious estimations of UTS were 

plotted as a segment of weight rate of nano boron carbide 

particles. There has been a difference in 64 MPa in UTS 

regard when appeared differently in relation to base Al2218 

compound when contrasted with 8 wt.% of nano B4C 

strengthened composites.  

The development in quality is credited on account of 

genuine contact between the matrix structure and nano 

materials. Better the grain gauge 

better is the hardness and nature 
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of composites provoking to upgrade the wear opposition 

additionally. The improvement in UTS is credited to the 

closeness of hard nano B4C particulates, which presents 

quality to the structure amalgam, along these lines giving 

improved unbending nature [6]. The extension of these 

particles may have offered climb to immense waiting 

compressive nervousness made in the midst of solidifying due 

to differentiate in coefficient of advancement between 

adaptable lattice and particles.  

 
Fig. 6 Showing the ultimate tensile strength of Al2218 

alloy-4 and 8 wt.% B4C nano composites 

 
Fig. 7 Showing the yield strength of Al2218 alloy-4 and 8 

wt.% B4C nano composites 

Figure 7 indicates variety of yield quality (YS) of Al2218 

compound grid with 4 and 8 wt. % of nano B4C particulate 

fortified composite. It tends to be seen that by including 4 and 

8 wt. % of B4C particulates yield quality of the Al amalgam 

expanded from 157.10 MPa to 165.30 MPa, and 211.12 MPa 

separately. The development in YS of the composite is plainly 

a result of proximity of hard B4C particles which concede 

quality to the aluminum arrange achieving progressively 

conspicuous opposition of the composite against the 

associated load. Because of particles fortified composites, the 

dispersed hard particles in the matrix make impediment to the 

plastic stream, along these lines giving redesigned quality to 

the composite. 

D. Percentage Elongation 

Figure 8 showing the effect of nano B4C content on the 

elongation (malleability) of the composites. It tends to be seen 

from the diagram that the adaptability of the composites 

decreases basically with the 4 and 8 wt. % B4C sustained 

composites. This reducing in rate prolongation in connection 

with the base amalgam is a most often happening method in 

particulate invigorated metal cross section composites.  

Fig. 8 showing the percentage elongation of Al2218 alloy-4 

and 8 wt. % B4C nano composites 

E. Compression Strength 

 
Fig. 9 Showing the compression of Al2218 alloy-4 and 8 

wt.% B4C nano composites 

Figure 9 shows variation of compression strength (YS) of 

Al2218 alloy matrix with 4 and 8 wt. % of nano B4C 

reinforced composite. By adding 4 and 8 wt. % of B4C 

particulates compression strength of the Al alloy increased 

from 587.4 MPa to 684.97 MPa and 793.77 MPa 

respectively. This increase in compression strength is 

primarily due to the presence of hard ceramic particles in the 

Al2218 alloy matrix. 

F. Fracture Studies 

 
 

(a) 
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(b) 

 
(c) 

Fig. 10 Showing the tensile fractured specimens of (a) 

Al2218 alloy (b) Al2218-4 wt.% B4C (c) Al2218-8 wt. %  

 

B4C nano compositesTensile fracture of as cast compound 

and composite examples after tensile testing were examined 

by utilizing SEM pictures of crack surfaces (figure 10 a-c).  

Figure 10b and 10c demonstrates that 4 and 8 wt. % B4C 

strengthened MMCs fracture surfaces respectively. The 

brittle fracture has been observed in the case of B4C 

reinforced composites. The surface indicates the particle full 

out during the tensile loading. 

IV. CONCLUSIONS 

In this exploration, Al2218-B4C nano composites have 

been manufactured by stir casting technique by taking 4 and 8 

wt. % of secondary particles. The microstructure, hardness, 

UTS, yield quality, rate prolongation, compression quality 

and fractography of arranged examples are examined.  

The framework or composite is free from pores and 

uniform dispersion of nano particles, which is apparent from 

SEM microphotographs. The EDS and XRD examination 

affirm the nearness of B4C particles in the Al2218 matrix. The 

mechanical properties of Al2218-4 and 8 wt. % nano B4C 

composites are improved as compared to Al matrix material. 

The tensile fractured surfaces of the composite material 

indicate ductile and brittle fracture in Al matrix and its 

composites respectively. 
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Zinc-Aluminum alloys are employed as a bearing material in various machinery. In the present work zir-
con sand microparticles of size, 100 mm are dispersed in ZA-27 alloy with weight fractions of 1.5 wt%,
3.0 wt%, 4.5 wt%, and 6.0 wt% to synthesize ZA-27 metal matrix composites by stir casting.
Microstructure studies using, SEM/EDAX conducted to determine the morphology of the particles and
the ZA-27composites. Physical properties like density and porosity of the zircon sand microparticulate
reinforced ZA-27 are evaluated and their effect on strength and ductility of the composites are evaluated
using the tensile test. dispersion of zircon sand is seen in the SEM micrographs and EDAX confirms the
same. The results obtained revealed an increase in tensile strength and yield strength at 3.0 wt%,
4.5 wt and 6.0 wt% at the cost of a reduction in percentage elongation when compared to ZA-27 alloy.
The tensile behavior of ZA-27 composites is found to be affected by the dispersion of reinforcement in
the matrix arising due to dislocation density.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 3rd International Con-
ference on Materials, Manufacturing and Modelling.
1. Introduction

Researchers worldwide now paying attention and interest in
developing Metal-Matrix Composites (MMC) due to their unique
physical/mechanical properties and performance. MMC exhibits
elevated temperature strength, high thermal conductivity, specific
strength, and low coefficient of thermal expansion (CTE), wear
strength, and good damping characteristics. MMC comprises of
metal or alloy as matrix and ceramic fillers as reinforcements in
various shapes and sizes [1,2]. The zinc family of alloys such as
ZA-8, ZA-12, and ZA-27 had exhibited exceptional mechanical
and tribological properties giving competition to cast-iron and
bronze as a traditional bearing material. ZA-27 is a less dense
and low melting alloy among the ZA family and possesses good
strength, ease of casting, and machinability. One of the shortcom-
ings of this ZA alloy is the instability of dimension at a temperature
of more than 100 �C. Performing thermal treatment and inclusion
of ceramic particles to the alloy will improve the properties of
the ZA-27 alloy but with reduced machinability, with the addition
of solid lubricants machinability and wear characteristics are
enhanced [3–5]. Apart from synthetic ceramic particles such as
alumina, boron carbide, silicon carbide garnet, graphite, agricul-
tural by-products, and Industrial waste are nowadays explored as
reinforcement agents in fabricating both ZA-27 MMC and ZA-27
hybrid MMC [5–9]. ZA-27 alloy research reports containing more
than one reinforcement for the manufacture of composites such
as a synthetic ceramic filler and dry lubricant like graphite are fab-
ricated to counter the problems of ease of machining [10,11].
Recent researchers are also carrying out studies on introducing
nanofillers to the ZA-27 alloy using different composite prepara-
tion techniques namely, stir casting, double stir casting, squeeze
casting, powder metallurgy and ultrasonic agitation to obtain
sound casting and better properties [1,10]. There are very few
research articles on the characterization of ZA-27 MMC reinforced
with zircon sand microparticles. Especially, beyond the micro-
mechanical behavior of such composites exceeding 5.0 wt% [6].
The coefficient of thermal expansion (CTE) plays a key role in the
performance of ZA-27 composites as bearing material and needs
to be evaluated and understood. However, the challenges in
matrix

https://doi.org/10.1016/j.matpr.2021.01.896
mailto:gurunagendra.gn@gmail.com
https://doi.org/10.1016/j.matpr.2021.01.896
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Fig. 1. Diagram of stir casting set up.
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obtaining composites include low ductility, poor particle–matrix
bonding, particle cracking, particle pull out agglomeration are
some of the difficulties in the preparation of composites [3,12].

In the present work, ZA-27 MMC is fabricated by a stir casting
route that is widely adopted in preparing ZA-27 composites owing
to its ease of mass manufacturing, simplicity, and low cost. There is
also ample scope to investigate the behavior of microparticle zir-
con sand containing ZA-27 as main reinforcement and organic or
solid lubricant as secondary reinforcement.

2. Experimental procedure

2.1. Matrix

ZA-27 alloy containing a high percentage of aluminium content
is used as a matrix alloy in the present work. This alloy is a promis-
ing material for bush and bearing applications. The chemical com-
position of the matrix alloy is shown in (Table 1).

2.2. Reinforcement

Zircon sand (ZrsiO4) of particle size 100mesh is used in this
work as a key reinforcement in the ZA-27 matrix. Zircon sand’s
chemical composition is 65 percent zircon oxide and hafnium
and 24 percent silica with traces of Alumina, oxides of iron, and
Titanium [13] (Fig. 6).

2.3. Preparation of composite by stir casting

The stir casting process is known to be inexpensive and suitable
for a large volume of production compared to other manufacturing
techniques, produced composite. In preparing 2000 g of ZA-27
alloy, 1.5 wt%, 3 wt%, 4.5 wt% and 6 wt. % percent of Zircon sand
was calculated. Zircon sand particles were preheated to about
200 �C to remove any moisture. In the graphite crucible, ZA-27
alloy ingots are placed and superheated to a melting temperature
of 550 �C, and stirring was performed after the temperature was
reduced to 450 �C (semi solid-state) for homogenization. The rein-
forcement particles are now fed slowly around 20 g/min and con-
tinuously stirred at a rate of 350 rpm for 3 min to get vortex to
achieve proper particle distribution., 10 g of borax powder is added
to improve wettability, before which the melt is degassed using
hex chloroethylene tablets to minimize void and eradicates the for-
mation of air bubbles. The ZA-27 composite is poured at 500 �C
onto the preheated cast iron die [14] for achieving solidification
of the casting (Fig. 1).

2.4. Density and void fraction

Density has a profound impact in many engineering applica-
tions where low weight is desirable. The relative proportion of
both the matrix and the reinforcements affects the value of density
obtained. Density difference of experimental and theoretical value
exists due to the inclusion of voids during castings. Mechanical and
endurance strength of composites have a direct bearing on the
presence of voids in the composites.

Rule of mixtures is used to compute theoretical density,

qtheoritical ¼
100

Pn
i¼1

xi
pi

ð1Þ
Table 1
Composition of ZA-27 alloy.

Al Mg Cu Fe silicon Zinc

25.60% 0.07% 2.10% 0.04% 0.001 Remainder

2

Experimental density is determined by measuring the known
volume of water displaced by the base alloy and composite speci-
mens using the Archimedes principle.

Density (q) is the ratio of the mass of the composite samples to
the volume of water displaced

%Porosity ¼ qth � qexp

qth
X100 ð2Þ
2.5. X-Ray diffraction

X-ray diffraction works on the principle of Bragg’s law. Various
phases present in the composite samples are determined by XRD
studies.

2.6. Microstructure studies

Scanning electron microscopy studies are performed on com-
posite samples prepared as per the metallographic procedure. Elec-
tron backscattered diffraction (EBSD) arrangement attached to the
spectroscopy detector is used to observe the morphology of the dif-
ferent composition of composites as well as elemental
composition.
2.7. Hardness test

Hardness is the resistance to indentation by the material. The
hardness of a material is the property that makes it withstand
deformation, scratching, abrasion. Brinell hardness number (BHN)
of the samples of the ZA-27 composites is measured for a dwell
time of 15 s using indentation of a 10 mm ball indenter under a
load of 500kgf. An average value was calculated and tabulated
for the readings obtained during the experiments.

2.8. Tensile strength

Tensile testing is a destructive test procedure that provides
knowledge about the material’s tensile strength, yield strength,
and ductility. The force needed to crack a composite is determined
and also the degree to which the specimen elongates to that break-
ing point.

Tensile strength is evaluated as per ASTM E8 standard on a
computerized universal testing machine by applying a uniaxial
tensile load on a cylindrical dog bone specimen as shown in
Fig. 2. Three specimens were tested, and the average reading of
the strength was obtained.



Fig. 2. Tensile specimens as per ASTM E8 before the test.
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3. Results and discussion

3.1. Physical properties

From Fig. 3(a) It is found that the value of experimental density
decreases with an increase in Zircon sand particles as reinforce-
ment for the ZA-27 composites. It was found from Fig. 3(b) that
the porosity of the composite increased with the 3 wt% zircon sand
and reduces at 4.5 wt% and 6 wt% of the reinforcement. During the
mixing, shrinkage, and presence of air bubbles in the composite
slurry, increases the porosity [15].
Fig. 3. (a) Experimental density with weight. % zircon sand reinforcement

Fig. 4. XRD of 3 wt% of Zirc

3

3.2. XRD analysis

XRD of the ZA-27 composites reported the presence of elements
such as zircon, silicon, and oxygen in the reinforcements shown in
Fig. 4. The presence and compounds of zirconium silicate are
shown by the XRD of ZA-27 composites containing 3 wt% of zirco-
nium sand percentage. The compounds are situated at the interface
of the matrix and particles because of the chemical reaction of
zinc-aluminum to zircon sand.
3.3. Hardness

Understanding the mechanical behavior of MMCs that are
strengthened by particles play a significant role in various engi-
neering applications. The Brinell hardness number (BHN) is found
to increase compared to ZA-27 base alloy and is maximum at 3 wt%
zircon sand as shown in Fig. 5 and later there is a drop in the hard-
ness value beyond 3 wt% (Fig. 6).
3.4. Microstructure studies

A scanning electron microscope was used to observe the struc-
ture of the ZA-27 composites. The micrographs reveal the presence
and distribution of the zircon particles. The average size of the Zir-
con sand particles distributed in the ZA-27 alloy matrix was found
to be 100–150 mm as shown in Fig. 7(a). The electron dispersive
spectroscopy detector (EDAX) confirms the existence of aluminum,
. (b) Porosity variation with the weight. % zircon sand reinforcement.

on sand in ZA27 MMC.



Fig. 5. Variation of Hardness with the composition of reinforcement.

Fig. 7. SEM of (a) dispersion of zircon sand microparticles of 1.5 wt% in ZA-27 alloy
and (b) interface at 3 wt% zircon sand.
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zirconium, silicon, and oxides at the interface due to reaction as
shown in Figs. 8 and 9.

3.5. Tensile test

Fig. 10(a). shows the Tensile strength (TS) values with zircon
sand addition to ZA-27 matrix whereas Fig. 10(b) shows Yield
strength (YS) values with increase in weight percentage of zircon
sand and Fig. 11 reveals Percentage Elongation values of the ZA-
27/zircon sand composites. with the increase in zircon sand con-
tent the tensile strength and yield strength increase for 3 wt%,
4.5 wt%, and 6.0 wt% composition but at 1.5 wt% because of the
poor particle–matrix interface. Porosity and particle cracking seen
from Fig. 7(a) in 1.5 wt% zircon sand reinforcement depicts a low
value of strength compared to 3 wt%, 4.5 wt%, and 6.0 wt% zircon
sand. It is confirmed from the work done by several researchers
that the ductility of composites is reduced with an increase in rein-
forcement content. The reduction in percentage elongation shown
in Fig. 11 may be ascribed to the zircon sand particles increasing
the localized stress concentration. The strength obtained for a
given matrix material depends largely on the particle–matrix wet-
ting of the liquid metal and reinforcement, which needs a tight
bond for efficient load transfer [16].

3.6. Strength and dislocation density of the composites

Dislocation density is the average dislocation length of thick-
ness of the crystal. macroscopic deformation is influenced by the
microscopic dislocation motion. The influence on strength and
Fig. 6. SEM of (a) Zircon sand microp

4

hardness of ceramic particles present in the ductile alloy matrix
was previously studied by theories such as quenching reinforce-
ment, Orowan reinforcement, work hardening, grain reinforcement
/ Hall Petch strengthening [17].

Coefficient of thermal expansion (CTE) mismatch at the inter-
face due to work hardening gives rise to dislocations produced dur-
ing composite cooling whose movements are arrested. This is due
to the high interface dislocation density increasing the strength of
the composites [17].
4. Conclusion

ZA-27 composites with 1.5 wt%, 3.0 wt%, 4.5 wt% and 6.0 wt%
zircon sand are fabricated by stir casting and the microstructure
articles. (b) EDAX of Zircon sand.



Fig. 8. EDAX results from 3 wt% Zircon reinforced ZA-27 composites.

Fig. 9. EDAX results from 6 wt% Zircon reinforced ZA-27 composites.

Fig. 10. (a). Effect of zircon sand weight fraction on tensile strength (b). Effect of zircon sand weight fraction on tensile strength.

Fig. 11. Percentage elongation with the increase in weight percentage of zircon sand.
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reveals the distribution of zircon sand particles. Experimental den-
sity is less for composites which is desirable for weight-sensitive
applications. The porosity increases with an increase in zircon sand
content and is maximum for 3 wt% zircon sand. SEM pictures
graphs indicate the distribution of particles and the interface of
matrix and particles. EDAX confirms the elements found in the
composites. Tensile strength and yield strength are found to
increase at 3.0 wt%, 4.5 wt% but reveal a slight drop in value at
6.0 wt% zircon sand. Tensile strength increases by 32% for 4.5 wt
% zircon sand. The ductility is low for 4.5 wt% reinforcement but
improves at 6.0 wt% zircon sand of course with slightly better
strength that is desirable in engineering applications. The disloca-
tion density of the composites is calculated and shows an upward
trend with an increase in zircon sand particles but at 6.0 wt% its
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value drops and correlates with the tensile strength of the 6.0 wt%
ZA-27 composites.
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During the last few years, ZA-27 alloys are commercially used as a bearing material due to their excellent
tribological properties. This alloy also possesses advantages like good mechanical properties, low energy
consumption, and ease of machining. It is found that ZA-27 alloys lose their dimensional stability above
100 �C during its usage. This has inspired many researchers in recent years to explore the possibility of
reinforcing ZA-27 alloy with synthetic ceramic reinforcement like SiC, Alumina, boron carbide
Agricultural and industrial wastes along with solid lubricant such as graphite for tribological applications.
This article reviews the microstructure, physical, mechanical, wear, and corrosion properties of ZA-27
hybrid MMC reinforced with microparticles like SiC, and Alumina, Rice husk ash, Groundnut ash,
Quarry dust, and Bamboo leaf ash fabricated by stir casting technique. This paper summarizes the work
done by several researchers in optimizing the stirring parameters for better distribution of micropartic-
ulate reinforcements and mechanical, corrosion and wear behavior of the hybrid ZA-27 composites.
� 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the 3rd International Con-
ference on Materials, Manufacturing and Modelling.
1. Introduction

In recent times, there is a huge demand for stronger, light, and
low-cost engineering materials. Components in service are
required to be made of materials that are required to possess niche
properties that are difficult to obtain using conventional metals
and alloys. Metal matrix composites are found to possess such
unique properties for various industrial applications. Some of these
properties include load-bearing ability, Low values of coefficient of
thermal expansion, fatigue resistance, wear strength and good
damping. To improve the properties of MMC compared to mono-
lithic metals/alloys, the matrix made of monolithic metal or alloy
is embedded with hard particles. Matrix materials based on alu-
minum, magnesium, titanium, copper, and zinc are also used in a
variety of applications.

Studies on zinc-based alloys have been performed over the last
few decades and have shown excellent tribo-mechanical proper-
ties, apart from the low melting point, good casting ability, and
machinability. In contrast, to cast iron, bronze, and plastics, several
studies have shown that the Zinc-Aluminum family of alloys such
as ZA-12 and ZA-27 possess greater strength as components having
relative motion like bearings working at moderate temperature.
The limitations of ZA alloy are that it exhibits dimensional instabil-
ity at a temperature greater than 100 �C, despite good tribo-
mechanical characteristics. This limitation can be overcome by
heat treatment techniques and the addition of ceramic particles
to the alloy at the cost of a decrease in machinability, which can
be minimized by adding dry lubricants [1,2].

In preparing this review article it is found that researchers are
motivated to improve the strength of ZA alloys by adding rein-
forcement particles and whiskers like synthetic ceramics such as
Alumina, silicon carbide, Garnet, Glass, boron carbide, Graphite,
and Agricultural/Industrial Waste. Also, some researchers had tried
to combine synthetic ceramic particles and industrial waste/Agri-
cultural waste to develop a new class of materials called hybrid
composites to achieve improved mechanical, wear, and thermal
characteristics. Hybrid composites such as ceramic fillers and solid
lubricants are also tried to reduce the effects of ceramic fillers on
ease of machining [3,4]. To obtain casting with enhanced proper-
ties researchers are recently adding fillers of nano size to the as-
cast ZA27 alloy and synthesize the MMC using various metallurgi-
ZA-27

https://doi.org/10.1016/j.matpr.2021.01.892
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cal processes such as stir casting, double stir casting, squeeze cast-
ing, powder metallurgy, and also ultrasonic-assisted stir casting
[4].

Hybrid MMCs are promising materials consisting of two or
more reinforcing agents tailored for highly demanding applica-
tions. Hybrid MMCs fabricated using stir casting route is a good
prospect for low cost and mass production of castings.

This paper aims to review the studies carried out on the differ-
ent combinations of reinforcing microparticles used in the produc-
tion of hybrid ZA-27 MMC by stir casting method and their
behavior which paves the way for developing low-cost and sus-
tainable hybrid ZA-27 MMC for various engineering applications.

1.1. Processing of ZA-27hybrid MMC by stir casting and
characterization:

Fig. 1 outline the fabrication of ZA-27 hybrid MMC by stir cast-
ing and characterization techniques. Due to its ease, large quantity
of castings made the Stir casting technique is the less expensive
process for manufacturing ZA27 hybrid MMC. Although there have
been widely documented concerns about the homogeneous distri-
bution of reinforcing particles, formation of pores, wettability clus-
tering and the development of undesirable secondary phases,
methods for containing these problems have been well reported.
By optimizing mixing parameters such as stirring speed, time of
stirring, pouring temperature [5] segregation of reinforcement par-
Fig. 1. Flow chart of fabrication and characteriz

Table 1
The chemical compositions of ZA-27 alloy.

Al Mg Cu
25.60% 0.07% 2.10%

2

ticles and cluster formation can be avoided. Grain refiners, degas-
sers, covering flux and wetting agents like borax and magnesium
are used to obtain quality ZA-27 composites.

Once the casting is obtained the ZA-27 composite samples are
subjected to various characterization techniques. To begin with,
Microstructure evaluation using Scanning electron microscopy
(SEM) which gives the information about interface/bonding
between particles and matrix and reinforcement particles distribu-
tion in the ZA-27 alloy. A strong interface is essential for distribu-
tion of the load in matrix and reinforcement resulting in
enhancement of strength required for structural applications.
Energy dispersive spectroscopy (EDAX) gives the chemical con-
stituents of the composites. Physical properties like density and
void fraction helps in identifying the quality of composites pro-
duced for structural and machine members. A very important
requirement for a bush and bearing applications are high strength,
low coefficient of thermal expansion (CTE), thermal conductivity,
wear resistance and corrosion strength that needs to be evaluated
and optimized [6,7].
1.2. Materials

In the present review ZA-27 is used as a matrix material. ZA-27
is the lightest alloy in the family of zinc alloy Table 1. It is widely
used as bearing material in high load and low-speed applications in
ation of ZA 27 hybrid MMC by stir casting.

Fe Silicon Zinc
0.04% 0.001 Remainder
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the areas of agriculture machinery, construction machinery,
machine tools and wear parts.

1.3. Reinforcement materials:

The reinforcement materials are generally stronger, discontinu-
ous, and harder than matrix materials. Several researchers have
used varieties of synthetic ceramic filler materials like Silicon car-
bide, Alumina, ZrO2, garnet, TiC, TiB2. In recent years for structural
and tribological applications researchers are adding more than one
reinforcement material along with addition of dry lubricants for
nullifying the effects of hard fillers during machining and for
improved tribological properties. In recent times researchers are
also adding Agri waste like bamboo leaf ash (BFA), Rice Husk ash
(RHA) Ground nutshell ash (GSA) and industrial wastes like fly
ash and Quarry dust. These are also called green hybrid composites
due to the recycling of by-products of Agri and industrial wastes.

Alumina(q = 3.96 g/cc) and silicon carbide(q = 3.18 g/cc) are
synthetic ceramic particles used as reinforcement due to better
interfacial bond between matrix and reinforcement resulting in
increased strength of the ZA-27 composites. Alumina is a hard
and possess high thermal conductivity find its use as insulator.
whereas silicon carbide which is expensive and limited in terms
of availability is the most widely used reinforcement in weight
sensitive and electronic packaging industries [8]. Both these parti-
cles enhance wear resistance required in Journal bearing applica-
tions. In addition to silicon carbide and alumina. Graphite is
added as secondary reinforcement to optimize the wear properties
in hybrid ZA-27 MMC as it is a very good solid lubricant also aug-
ment machinability of the hybrid composites [9].

Rice husk ash (RHA), Bamboo leaf ash (BLA), Ground nutshell
ash (GSA) obtained by burning of dry husk, bamboo leaf and
ground nut an agricultural by-product used as organic reinforce-
ment materials in ZA-27 composites. They are of low cost and
abundantly available in developing countries reducing the depen-
dence on exorbitant synthetic ceramic particles. The density of
RHA (q = 0.31 g/cc), BLA (q = 0.36 g/cc) and GSA (q = 1.54 g/cc)
are low when compared to synthetic ceramic fillers. These Agri
waste contain oxides of aluminium, iron, and silicon suitable for
replacing synthetic ceramic fillers with a good cost advantage.
GSA contain low silica content compared to RHA and BLA but with
high alumina content also density resulting in less dense compos-
ites for weight sensitive applications [10].

Quarry dust (q = 1.9 g/cc) obtained by crushing rock is an
industrial waste and found to be a substitute for synthetic cera-
mic like silicon carbide when added to ZA-27 alloy matrix helps
in achieving specific strength with improved tribological proper-
ties suitable for journal bearing applications [11]. It consists of
oxides of silicon, aluminium and iron and purchased at low cost
when compared to silicon carbide. The use of quarry dust as rein-
forcement reduces the problem of disposal thereby reducing envi-
ronmental pollution.
2. Literature review

The literature review is carried out under the following
categories

1. Hybrid ZA-27 MMC containing two synthetic ceramic particles.
2. Hybrid ZA-27 MMC containing synthetic ceramic particles and

Agricultural wastes in different proportions.
3. Hybrid ZA-27 MMC containing synthetic ceramic particles and

industrial wastes in different proportions.
3

2.1. Hybrid ZA27 MMC containing synthetic ceramic particles

There are a lot of research articles published on ZA-27 MMC
reinforced with various synthetic ceramic particles like SiCp, Alu-
mina, garnet, ZrO2, boron carbide, graphite, MoS2, etc. But there
are very few articles published containing two synthetic ceramic
particulates in ZA-27alloy they are silicon carbide with alumina,
silicon carbide with graphite, and Alumina with graphite are most
studied.

Kiran [12] has discussed the influence of silicon carbide with
graphite addition on ZA-27 alloy for journal bearing with the
increase in silicon carbide content from 0 to 9 wt% and keeping
graphite with 3 wt% constant. Tensile strength was found to
increase due to the dislocation density of reinforcement in the
matrix whereas ductility dropped marginally as shown in Fig. 2.
The addition of graphite in ZA27 matrix along with silicon carbide
resulted in low coefficient of friction.

Kiran [9] has conducted wear test under dry sliding conditions
on ZA-27 hybrid metal matrix composite reinforced with 9 wt%
silicon carbide and graphite 3 wt% by stir casting. It is found that
Thermal treatment of the traditional ZA alloys enhance the
dimensional stability and ductility of the dimensions. Most of
the heat treatments lead to a decrease in hardness and tensile
strength, at the same time achieve enhanced tribological charac-
teristics, despite decreased hardness. In regulating the structural,
mechanical, and tribological properties of ZA alloys, the tempera-
ture and period for homogenization and ageing play the dominant
role. For all applied loads, the heat-treated alloy samples exhib-
ited increased tribological performance (reduced friction coeffi-
cient and wear rate) over the cast ones. Despite decreased
hardness, the enhanced tribological performance of the heat-
treated alloys could be attributed to finer and more uniform dis-
tributed micro constituents and decreased cracking propensity
[13].

The castings were subjected to thermal processing (T6 heat
treatment) to reduce residual stresses and the authors have also
optimized the wear test results using Taguchi techniques. L27
orthogonal array with three factors of load, sliding distance and
three levels of load (15 N, 45 N, 75 N), Sliding distance (1000 m,
3000 m, 5000 m) and sliding speed (0.63 m/s, 1.88 m/s, 3.14 m/s)
ANOVA was performed to understand the interactions of various
factors. The hybrid composites exhibited mild wear where as
ZA27 alloy exhibited severe wear as per the SEM studies of worn
surfaces as shown in Fig. 3. Graphite as secondary reinforcement
along with SiCp improved the wear strength forming a protective
layer for wear loss.

Shravan Kumar Yadav [14]conducted experiments to determine
hardness, impact strength and tensile strength of ZA-27 alloy con-
taining Alumina and graphite as reinforcement particles. The alu-
mina weight percent was varied from 0 to 3 wt% keeping
graphite content as 3 wt% constant. Hardness value is found to
be high for 3 wt% Alumina but decreased with the addition of gra-
phite. Tensile strength and impact strength increased with increase
in Alumina content.

Ajith G Joshi [15] studied the tribological properties of ZA-27
reinforced with Alumina and Graphite. The composite was pre-
pared by stir casting route. Microstructure details revealed good
bonding with ZA27 matrix and particle despite the high residual
strength developed due to coefficient of thermal expansion mis-
match between matrix and reinforcement particles and a uniform
distribution is noticed. The highest wear resistance was observed
for hybrid MMC with 9 wt% Al2O3 and 3% graphite. At high loads
of 50 N severe form of wear was observed. Increasing the sliding
distance also resulted in wear loss. worn surface SEM revealed a



Fig. 2. (a) Microstructure of ZA27 MMC containing SiC and graphite. (b) Variation of strength with SiC content (c) Percentage of elongation with increase in SiC content [12].

Fig. 3. (a) Worn out particles of ZA27 alloy (b) Worn out particles of hybrid
composite [9].
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tribo-film layer due to the presence of solid lubricant graphite.
Whereas at a higher percentage of reinforcement Alumina (9 wt
%) clustered with graphite particles and caused pullout of alumina
particles by ploughing mechanism and there was an abrasive (3-
body) wear observed instead of adhesive (dry sliding) wear
mechanism.

Swati Gangwar [16] In this work ZA-27 alloy (99% parts) is
mixed with same size graphite particles (30 mm) and alumina
(30 mm) in the preparation of hybrid MMC to obtain better bonding
at the interface.

ZA-27 alloy reinforced with graphite alumina hybrid MMC were
fabricated using stir casting method. From phase diagram melting
range of ZA-27 lies between 350 �C�450 �C. Since solidification
occurs during pending eventually resulting in casting defects, the
temperature of melting is increased to 540 �C. Preheated alumina
and graphite are mixed with continuous stirring at 400 rpm for
30 min and poured into a hardened steel die and then samples
are quenched water. Rockwell hardness number, compression
strength, and impact strength increased with an increase in gra-
phite and alumina weight percentage. Density values of the com-
posites showed differences in experimental and theoretical one
due to the pores resulting in lower fatigue strength and water pen-
etration.10.5 wt% of hybrid reinforcement in the matrix alloy
shows high porosity. At higher graphite presence hardness
reduces. The compressive strength increased with increase in wt.
% of reinforcement particles. But at a high rate of reinforcement,
the compression test revealed reduction strength due to the
4

agglomeration effect presence of a huge amount of graphite pres-
ence in the composite. Sliding wear studies of composites is con-
ducted using a Pin-on-disc machine for four loads of 10 N to
40 N in steps of 10 N for different sliding speeds of (1.309, 2.618,
3.927, and 5.236 m/s) with constant 1000 m of sliding distance.
The wear rate of ZA-27/Alumina/Graphite MMC reduced with an
increase in reinforcement content because of presence of alumina
and graphite micro particulates as dry lubricant further reduce
the wear rate of composites. Alumina and graphite will impart
strength and lubricating qualities in the composites since the Alu-
mina has the same HCP crystal structure as boron nitride a good
solid lubricant [17].

Although many research articles and review papers exist on
microstructure, tensile, wear, and corrosion behavior of ZA27 com-
posites with single synthetic ceramic particles as reinforcement.
There is a scope to explore the effect of two or more synthetic cera-
mic fillers of a different type, size, and shape on distribution, ten-
sile, wear, and corrosion characteristics of ZA27 hybrid MMCs.
2.2. Hybrid ZA27 MMC with synthetic ceramic particles and
agricultural wastes in different proportions

Due to the high cost of synthetic ceramic materials and lack of
availability, a combination of agricultural waste and conventional
ceramic fillers can be used in the production of Hybrid ZA-27
MMC. Agri waste offers the advantages of ease of availability,
low cost, sustainability, and eco-friendly. In countries like India
and other developing countries which are the agrarian economy,
Agri waste/by-products are generated in large amount and can
be used as reinforcement in making new composites. This paper
gives an overview of some of the Agri waste used in the prepara-
tion of hybrid ZA-27 MMC like Bamboo leaf ash (BLA), rice husk
ash (RHA), and Ground nutshell ash (GSA) in mix ratio with con-
ventional ceramic particles.

Kenneth kanayo Alaneme [5] investigated the rice husk ash
(RHA), silicon carbide, and graphite particles reinforced ZA-27 alu-
minum alloy reinforced with fabricated by liquid metallurgy route.
The microstructure and mechanical properties of. RHA (Rice husk
ash) an Agri waste during rice production of particle size
(50 mm), SiC (30 mm) and graphite (30 mm) is determined with
weighs of reinforcement in the ratio of 7 wt% and 10 wt% with
(RHA; SiC; graphite) in the composites. With an increase in rice
husk ash, hardness is found to decrease even though RHA contains



Fig. 4. Industrial applications of ZA27 hybrid composites.
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traces of oxides like silica, ferric oxides, magnesium oxides whose
hardness is less than the silicon carbide. Both the 7 wt% and 10 wt%
reinforced composites showed decreased hardness values with an
increase in the weight percent of RHA but with reduced SiCp

weight percent in the reinforcement phase of the composites.
The strength for 7 wt% and 10 wt% reinforced composites reduced
with an increase in the weight ratio of RHA and SiCp in the compos-
ites. With 40 wt% of Rice husk ash, reduction of 8.5% in tensile
strength was found.

K.K. Alaneme [18] investigated the mechanical and corrosion
behavior of hybrid Zn-Al composites containing 7 wt% and 10 wt
% of Ground nutshell ash (GSA) and SiC varied weight ratios(GSA:
SiC). It is found that the hardness of hybrid composites and ulti-
mate tensile strength reduced with an increasing weight percent
of GSA. Even though the elongation percentage decreased some-
what with the GSA content increasing, the trend was not as consis-
tent as that of hardness and tensile strength. With an increase in
the GSA in the composites, the fracture strength of the hybrid com-
posites improved.

Kenneth Kanayo alaneme [19] investigated the strength and
corrosion properties of ZA-27 alloy reinforced with Bamboo leaf
ash (BLA) and SiC. The tensile strength, percentage elongation
and corrosion performance of composites based on Zn-27Al alloy
reinforced with 7wt. %and 10wt. % percent Bamboo leaf ash
(BLA) and SiC in different weight ratios (BLA: SiC) was investigated.
mechanical strength has improved although a slight decrease in
ductility was found as the BLA contains silicon oxides as a major
element that is softer than silicon carbide particles. It is found that
the presence of BLA and SiC as reinforcement in Zn-27Al compos-
ites showed good corrosion resistance in acidic environments
when compared with the use of synthetic ceramic fillers SiC rein-
forced Zn-27Al composite.
2.3. Hybrid ZA27 MMC containing synthetic ceramic particles and
industrial wastes in different proportions

Industrial wastes/by-products are generated during various
processing activities like red mud in aluminium refineries, quarry
dust in rock crushing plant, fly ash in thermal power generation
to name a few. These wastes contain various oxides that help make
hard, wear-resistant, and strong composites. There are a lot of
research articles on incorporating these industrial wastes as pri-
mary reinforcement in synthesizing composites for understanding
the mechanical, tribological, thermal, and corrosion properties.

Davies Oladayo Folorunso [20] investigated the effect of indus-
trial waste i.e., quarry dust (QD) and SiC particles with 8 wt% and
10 wt% of QD:SiCp in the ZA27 hybrid MMC. The hybrid composites
is synthesized by stir casting. Metallographic studies revealed the
distribution of quarry dust and SiC particles in the dendritic
ZA27 matrix. Void fraction was low in the produced composites
samples paving the way for improved strength in the composites.
The fracture toughness values of the composites increased with
the increase in QD and SiC particles which is a good sign for the
composites applied in shock load applications. The wear properties
of hybrid composites containing 50% and 75% quarry dust for both
8 wt% and 10 wt% was encouraging.
3. Industrial applications of ZA-27 hybrid metal matrix
composites

Zinc Aluminum alloy itself has proved to be commercially suc-
cessful due to its superior and low cost antifriction alloy compared
to traditional bronze alloys like leaded bronze and phosphor
bronze and also cast iron. ZA-27 composites are developed to over-
5

come the shortcomings of deterioration of strength and ductility
above 100 �C.

Composites of ZA-27 are potential candidate for industrial
applications especially as bush and bearing elements, wear plates
for high load and low speed conditions in construction machiner-
ies, Agriculture machineries, paper and pulp industries, cement,
oil industries, refineries, automotive, defense and marine engineer-
ing due to its excellent structural, tribological and corrosion prop-
erties as illustrated in Fig. 4.
4. Conclusion

This paper has tried to discuss in detail the different reinforce-
ments like conventional/synthetic micro-ceramic fillers and Agri
and industrial waste by-products in fabricating ZA-27 hybrid com-
posites by conventional stir casting route only. Stir casting is the
easy way of fabricating ZA-27 composites due to its advantages
of simplicity, and economical manufacturing. It is found that cera-
mic particles are extensively used as reinforcement and use of
fibers are not attempted much due to their interfacial strength
and distribution of particles are better in the composite, mechani-
cal strength are seen to improve with the increase in reinforce-
ment, but percentage elongation is found to decrease. Fracture
toughness value decreased with increasing reinforcement content
for hybrid ZA-27 MMC. Wear and corrosion studies carried by
few authors are revealing encouraging results in terms of improve-
ment in wear strength and reduced corrosion rate in these compos-
ites. There is still enormous scope for further exploring the
material of ZA-27 by reinforcing with different oxides, carbides
of various sizes and shapes with different Agri wastes and indus-
trial waste both as primary and secondary reinforcement for syn-
thesizing ZA-27 hybrid MMC and conduct test to evaluate the
material for mechanical corrosion and wear characteristics.

The above review reveals that there is scope for exploring the
properties of hybrid metal matrix composites for various Engineer-
ing applications. Even though there are very few papers on ZA-27
hybrid MMC processed by stir casting route. There is scope to
research ZA-27 alloy by including solid lubricants along with cera-
mic particles as reinforcement. There are researchers evincing
interest in adding Agri waste like Rice husk ash (RHA), bamboo leaf
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ash (BLA), Groundnut shell ash (GSA), and industrial wastes like
quarry dust particles (QD) as reinforcement replacing synthetic
oxides and carbides widely researched by various authors. This
paper does not review the research articles on alternate fabrication
routes of making the ZA-27 hybrid composites like powder metal-
lurgy, squeeze casting, spray forming, Rheo-casting, electromag-
netic stir casting, etc.

The mechanical wear and corrosion properties of ZA- 27 hybrid
MMC obtained by the above literature review is encouraging in
applying these materials in highly demanding applications at an
affordable cost. The review also highlights the ample scope for
using recycled waste as reinforcement particles in varied weight
percentages thereby reducing the problem of disposal of industrial
waste and improving sustainability.
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Abstract 

In the present work stir casting route is used to fabricate the ZA27 Metal ma-
trix composites containing 3 wt%, 6 wt%, 9 wt%, and 12 wt%. Zircon sand 
particulates of size 100 mesh. Microstructure studies using Optical Micro-
scopy, SEM-EDAX are carried out to ascertain the distribution and mor-
phology of particulates in the composites. Effect of zircon sand as reinforce-
ment on bulk density, porosity, of the fabricated composites is studied. SEM 
studies are carried out to understand the behavior of as-cast ZA27 alloy rein-
forced with zircon sand. The dislocation density of the fabricated composite 
affects the strength of the composites and depends on the strain due to ther-
mal mismatch and is found to increase with increase in weight% of zircon 
sand. However, it does not consider casting defects of voids/clustering ob-
served in micrographs of the fabricated composite. Porosity in composites 
does not have influence on Coefficient of thermal expansion (CTE) of the 
ZA27 composites studied using thermoelastic models like Kerner and turner 
model and rule of mixtures of composite.  
 

Keywords 

Density, Porosity, Dislocation Density, Thermoelastic Models,  
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1. Introduction 

Over the years, Metal matrix composites are playing a significant role in aero-
space, automotive, space engineering and other industrial applications due to 
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their superior mechanical, tribological and thermal properties. 
Matrix is made of monolithic Metal or alloy and embedded with hard parti-

culates to augment the properties of MMC compared to the monolithic met-
als/alloys. Aluminum, Magnesium, titanium, copper and Zinc based alloys are 
widely employed as matrix materials in various applications.  

Over the past few decades research on zinc-based alloys are being carried out 
and found to exhibit excellent tribo-mechanical properties apart from low melt-
ing point, good cast ability and machinability. Several research have proved the 
Zinc-Aluminum family of alloys like ZA12 and ZA27 are possessing better 
strength when compared to cast-iron, bronze and plastics as tribo-elements for 
operating at moderate temperature condition. In spite of good tribo-mechanical 
properties The ZA alloy exhibits dimensional instability at temperature greater 
than 100˚C. With heat treatment techniques of cast alloy and addition of high 
melting point ceramic particles to the alloy the properties of the alloy can be im-
proved at the expense of reduction in machinability which can be reduced by 
addition of dry lubricants [1] [2]. 

Nowadays researchers are inspired to reinforce these alloys with reinforce-
ment particles and whiskers like Al2O3, Sic, Garnet, glass, Tic, graphite, Agri and 
industrial waste etc. to achieve better mechanical, wear and thermal characteris-
tics. There are research reports of ZA27 alloy containing more than one rein-
forcement to produce hybrid composites like a ceramic filler and a solid lubri-
cant like graphite to offset the negative effects of ceramic fillers on machinability 
[3] [4]. Also in recent times, researchers are adding nanofillers in recent times to 
the as-cast ZA27 alloy and fabricating the MMC using different metallurgical 
processes like, stir casting, double stir casting, squeeze casting, powder metal-
lurgy and also ultrasonic-assisted stir casting for obtaining better casting and 
improved properties [3] [5]. There is not much work carried out on characteri-
zation of zircon sand reinforced with ZA27 alloy especially beyond 5% weight 
fraction also micro-mechanical behavior of such composites [6]. Coefficient of 
thermal expansion (CTE) plays an important role in ZA27 materials used as tri-
bo-elements and needs to be estimated for better performance of the elements. 
Thermoelastic models are used to predict the CTE of the ZA27/zircon sand 
composites [7]. Effects of presence of voids on dislocation density of composites 
and cracking/agglomeration of zircon particles in ZA27 matrix with increased 
weight fraction on CTE of composites and their effects on strength is addressed 
[8]. preparation of composites by various routes and its processing, matrix- 
reinforcement bonding and characterization poses significant challenge in the 
end use of composites, also decrease in ductility, poor matrix-reinforcement in-
terface, particle cracking, debonding/pull out of particles and agglomeration of 
particulates are some of the challenges in preparation of composites. composites 
are subjected to age hardening to obtain better strength and improved ductility 
as well as tribological properties [2] [9]. 

Stir casting is widely adopted route in preparing these composites due to their 
advantages like bulk manufacturing, ease of fabrication and economy. Also, 
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there is enough scope to investigate and understand the behavior of ZA-27 con-
taining microparticulate zircon sand as primary reinforcement and hybrid 
composites with dry lubricants as secondary reinforcement. 

2. Experimental Procedure (Figure 1 and Table 1) 

In this work Zircon sand (ZrsiO4) of particle size 100 mesh is used as a primary 
reinforcement in the matrix of ZA-27. Chemical composition of Zircon sand is 
Zircon oxide and hafnium of 65% and silica of 24% with traces of Al2O3, TiO2 

and Fe2O3 [10]. The thermal coefficients of zircon sand is low compared to other 
oxides of ceramics improving the interface strength, also the density of zircon 
sand (ρ = 4.56 g/cc) is in close proximity with the density of ZA-27 (ρ = 4.5 g/cc) 
alloy which reduces the problems of gravity segregation due to large density dif-
ference between matrix phase and dispersed phase (Figure 2 and Table 2). 
 

    
(a)                                (b) 

Figure 1. (a) Zircon sand particles (b) ZA-27 ingot. 
 

 

Figure 2. Particle size by sieve analysis. 
 
Table 1. The chemical compositions of ZA-27 alloy. 

Al Mg Cu Fe silicon Zinc 

25.60% 0.07% 2.10% 0.04% 0.001 Remainder 

 
Table 2. Properties of zircon sand. 

Melting point (˚C) 2500 

Hardness (Mohs) 7.5 

Density (g/cc) 4.5 

linear coefficient of expansion (10−6 K) 4.5 

crystal structure Tetragonal 
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Preparation of ZA27 MMC by Stir Casting 

Composite was fabricated by stir casting method regarded as the most economi-
cal and suitable for mass production compared to other techniques of fabrica-
tion. The setup is as shown in Figure 3. To begin with the weight of reinforce-
ments for 3 wt%, 6 wt%, 9 wt% and 12 wt% Zircon sand to prepare 2000 g of 
ZA-27 alloy was calculated. Zircon sand particles were preheated to around 
200˚C in an oven to remove presence of moisture in it ZA27 alloy ingots were 
placed in the graphite crucible and super-heated to a melting temperature and 
stirring was done for homogenizing temperature later the temperature was re-
duced to 450˚C (semi solid state) Now, the reinforcement particles are fed at a 
rate of 20 g/min and the mixture with continued heating is stirred at a speed of 
350 rpm to create vortex for 5 minutes for better distribution of particles. 10 g of 
Magnesium rod was added to improve wettability and the melt is degassed using 
C2Cl6 (hex chloroethylene tablets) in order to eliminate porosity and remove air 
presence in the mixture. The composite was poured at 500˚C into the preheated 
cast iron die for better solidification [6].  

3. Results and Discussion 

Theoretical density and experimental density of the base alloy and composite 
with different weight percentage of composite is evaluated. There will be differ-
ence in the values of densities due to the voids and pores generated during cast-
ing. Due to the presence of voids mechanical properties will get reduced so it is 
obvious to determine the density and porosity of the composites for ascertaining 
the quality of composites produced. Theoretical density is calculated using the 
rule of mixture,  

1

100
theoritical n

i

i i

x
p

ρ

=

=

∑
                        (1) 

 

 

Figure 3. Diagram of stir casting set up. 
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Experimental density is determined using the Archimedes principle by mea-
suring the known volume of water displaced by the base alloy and composite 
specimens. The mass of the specimen is measured using a weighing balance 
(make: shimadzu-Electronic balance) of readability of 0.0001 grams. 

ρ = mass of the specimen/volume of water displaced 

%Porosity 100th exp

th

ρ ρ
ρ
−

×=                   (2) 

From the values of density of base alloy and composite it is observed that den-
sity decreases with increase in reinforcement as shown in Figure 4. Porosity of 
the composite was found to increase with the reinforcement content (Figure 5). 
The increase in porosity is attributed to gas entrapment during mixing, shrin-
kage, and presence of air bubbles in the composite slurry. 

3.1. Hardness Test (Figure 6) 

Hardness is the ability of the material for indentation. Rockwell Hardness num-
ber of the bulk specimen of the base alloy and composites is measured using in-
dentation of 1/16' ball indenter under a load of 100 Kgf for dwell time of 15 
seconds. An average of values of readings obtained during the tests were taken 
and tabulated. The hardness was found to increase with increase in weight (%) 
of zircon sand particles. 
 

    

Figure 4. Variation of measure density with composition of reinforcement. 
 

 

Figure 5. Porosity with increase in weight percentage of zircon sand. 
 

 

Figure 6. Brinell Hardness for the ZA-27 composite. 
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The ZA27 alloy is strengthened due to solid solution strengthening, while the 
ZA27 composite is dispersion strengthened due to presence of zircon sand par-
ticulates in the zinc aluminum matrix. The hardness testing is compressive in 
nature and the area under the indentation is work hardened, resulting in en-
hanced values.  

3.2. Microstructure Studies 

When the Zinc alloy is solidified it results information of various phases like, α + 
L, β, α + β and α + η as shown in Figure 7 The microstructure in Figure 2(a) of 
ZA-27 alloy reveals the Aluminum rich matrix (α FCC) and dendrite Zinc phase 
(η HCP), CuZnO4 at 382˚C and Al4Cu3Zn at 275˚C [11] (Figure 7, Figure 8 and 
Figure 9). 

The wavelength of X-rays is in the range of 0.01nm to 10nm that can pene-
trate through the crystal structure to reveal the properties of material while exit-
ing out of it. XRD is are used to characterize different types of materials. Inter-
planar spacing (d) = Order of Reflection (n) × Wavelength (λ)/2 × sinθ using 
Braggs law. 
 

 

Figure 7. Phase diagram, of ZA-27 alloy. 
 

 

Figure 8. Optical microscope pictures of zircon sand reinforced ZA-27 (100× Magnifica-
tion). 
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Figure 9. EDAX of ZA-27. 

3.3. SEM/EDAX Studies 

To study the morphology of the different composition of composites SEM (Make: 
TESCAN VEGA3) was used with EBSD arrangement attached with EDS detec-
tor. The micrographs reveal the presence of distribution of zircon particles and 
their distribution. The average size of the zircon sand particles is found to be 100 
- 150 microns distributed in the matrix of ZA27 alloy and confirms the sieve 
analysis shown in Figure 2. The EDS detector confirms the existence of zinc, 
aluminum, zircon, and silicon along with the oxides due to chemical reactions at 
the interface.  

Principle of Bragg’s law is the basis for X-Ray diffraction. XRD is conducted 
to identify different phases present in the ZA27 composite samples using 
PAN-Analytical-Xpert3 powder XRD fitted with Ni filter operated at 30 mA and 
40 kV generator settings using Cu-kα radiation with a wavelength of 1.5418 Å. 
The diffraction angle (2θ) range is varied from 20˚ to 90˚. 

XRD of the zircon sand and composites confirmed the presence of elements 
like zircon, silicon, and oxygen in the reinforcement as shown in Figure 10. 
XRD of ZA-27 composites containing 3% and 12% zircon sand reveals the pres-
ence of zirconium silicate and their compounds. The compounds are found at 
the interface of matrix and particles due to chemical reaction of Zinc aluminum 
with zircon sand (Figure 11, Figure 12 and Figure 14). 

The presence of voids will bring down the strength of the composite devel-
oped. With increase in zircon sand reinforcement content there occurs agglom-
eration of particles because of which voids get accumulated during deformation. 
The agglomeration of particulates is undesirable in fabrication of metal matrix 
composites due to which strength of the fabricated composites certainly reduces. 
The strength is also obtained by good wetting of the zircon sand and ZA27 alloy, 
resulting in strong interface for efficient load transfer [12].  

The bonding strength at the interface will affect the mechanical and physical 
properties like coefficient of thermal expansion, thermal conductivity, and  
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Figure 10. XRD of Zircon sand particles. 
 

  
(a)                                        (b) 

Figure 11. (a) SEM of Zircon sand particles (b) EDAX of Zircon sand particles. 
 

  
(a)                                        (b) 

Figure 12. (a) SEM for ZA-27 composite containing zircon sand (b) EDAX for ZA-27 
composite containing zircon sand. 
 
damping. Coefficient of thermal expansion is a major criterion for the ZA27 
composites with good dimensional stability. To obtain better interface charac-
teristics there are process variables that need to be controlled such as processing 
technique, pouring temperature, stirring time, stirring speed etc. as well as rein-
forcement content and chemical properties of matrix and reinforcement [13]. 

It follows from SEM pictures in Figure 13 that the multiple microcracks ob-
served in the regions of particle agglomeration will results in reduction in ductile 
region of the composite The addition of the hard zircon particles as reinforcement 
in the ductile soft ZA-27 alloy matrix results in resistance to deformation. Subse-
quently, causing triaxial stress state ZA27 matrix results in the formation of voids 
and growth in the matrix and also debonding at the interface of the particle  
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(e) 

Figure 13. (a) SEM images of ZA27 composites of magnification 100×, 200×, 300×, 
1000× for 3 wt%; (b) SEM images of ZA27 composites of magnification 100×, 200×, 300×, 
1000× for 6 wt%; (c) SEM images of ZA27 composites of magnification 100×, 200×, 300×, 
1000× for 9 wt%; (d) SEM images of ZA27 composites of magnification 100×, 200×, 300×, 
1000× for 12 wt%; (e) Size of the particles distributed in ZA-27 alloy (Magnification: 
100×). 
 
and the matrix [12] Shrinkage cavities are seen in the micrographs due to poros-
ity linking to reduction in strength of the composite. Hence, distribution of the 
particles is an important factor governing the behaviour of the composites. It is 
very essential to control particle clustering and voids to in the microstructure of 
the composite [6] (Figure 14). 

Apart from the above challenges in processing of composites by liquid metal-
lurgy route it is necessary to understand strong chemical bond that exists be-
tween reinforcement and matrix. It is very important to know the various ad-
vantages and limitations of fabrication techniques like liquid metallurgy, powder 
metallurgy, spray deposition or in-situ route of preparation of composites. Also, 
due consideration to be given to the disparity in the physical properties of Zir-
con sand as reinforcement and ZA27 matrix in order to obtain a satisfactory in-
terface between the reinforcement and matrix [14]. Large differences in the coef-
ficients of thermal expansion in the reinforcement and matrix lead to the forma-
tion of residual stresses in the composite during the fabrication process. 

3.4. Dislocation Density of the Composite Due to Difference in CTE 

Dislocation density is total length of dislocation to volume of the crystal. It is 
well known that microscopic movement of dislocation will be having significant 
effect on the macroscopic deformation of materials. Effect of ceramic particles 
present in ductile alloy matrix on strength and hardness has been studied earlier 
[15] by theories like, quench strengthening, Orowan strengthening, work har-
dening, grain strengthening/Hall Petch mechanism of the composites. During 
solidification and cooling of composite to room temperature if the par-
ticle-reinforcement interface bonding is good then tensile and compressive 
stresses is developed in ZA27 alloy and zircon sand particles, respectively. Be-
cause of large difference of coefficient of thermal expansion (CTE) and temperature  
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Figure 14. EDAX conforming the presence of reinforcement. 
 
difference (ΔT) due to cooling of composites, plastic deformation of ZA27 alloy 
matrix is likely to occur in order to accommodate elastic residual stress that 
forms in matrix, CTE mismatch will be large at interface due to work hardening 
setting up dislocations formed during cooling of composite whose movements 
are arrested at particle and matrix interface and exhibits large hardness which 
decreases with increasing distance from interface. This is due to high density of 
dislocation at the interface and can be predicted using the model of [15] The 
dislocation density of particulate composite at the interface is given by Equation 
(3) where b = 0.26 nm burgers vector for zinc alloy [15] d = particle size. 

( )
12

1
p

p

C TV

bd V
ρ

∆ ∆
=

−
                        (3) 

Themal mismatch strain, 

m pC α α∆ = −                          (4) 

∆T = Temperature difference during cooling of casting from solidus temper-
ature. 

It is understood that coefficient of thermal expansion of the composites de-
pends on several material parameters like the composition, the microstructure of 
the matrix, the reinforcement volume fraction and distribution as well as resi-
dual stresses formed due to the CTE mismatch, porosity, volume fraction, and 
the interface strength [16].  

Thermo-elastic models like Kerner and Turner have been used to understand 
the behavior of thermal expansion of composites. It is important to note that 
these models can predict the CTE relying on the reinforcement content and elas-
tic nature of the matrix [16] [17], however, they do not take into account the 
case of plasticity of the matrix nor the voids formed in the composites [18]. 

By Rule of mixture CTE (α) of composites are calculated using,  

c p p m mV Vα α α= +                         (5) 

Based on Turner model,  
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                    (6) 

Based on Kerner’s model. 
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α α α α α
−

= + + − ×
+ +

     (7) 

where, α, E, G, K, V are CTE, Youngs modulus, Shear modulus, bulk modulus, 
and volume fraction, respectively. Subscripts m, p, c indicates matrix, particles, 
and composites.  

The Bulk modulus of the material is calculated using,  

3 3

EK
E
G

=
 − 
 

                      (8) 

It is important to understand the mechanism of the reduction in CTE values 
in the ZA27 composites due to presence of voids. From Table 3 it is found the 
CTE and elastic modulus of the reinforcement are lower and higher than those 
of matrix resin, respectively. When this composite is subjected to temperature 
rise, Thermal mismatch strain, m pC α α∆ = −  is induced. This mismatch strain 
initiates the formation of compressive and tensile stress in the matrix and rein-
forcement (Table 4 and Table 5, Figure 15 and Figure 16). 
 

 

Figure 15. Variation of dislocation density vs weight percent of zircon sand. 
 

 

Figure 16. CTE comparison of composite using by thermoelastic models. 
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Table 3. Elastic constants and CTE of ZA27 and zircon sand. 

Material E GPa G Gpa K Gpa CTE/˚C 

ZA27 77 31 49.7 26 × 10−6 

Zircon sand 97.1 36.5 95.27 4.5 × 10−6 

 
Table 4. Results of dislocation density. 

Slmo. Sample Weight (%) zircon sand Dislocation density (ρ) 

1 A 0 - 

2 B 3 5.69 × 1011 

3 C 6 7.89 × 1011 

4 D 9 1.19 × 1012 

5 E 12 1.57 × 1012 

 
Table 5. Comparison of CTE values using thermo elastic models. 

Sl No Sample 
Weight (%) 
zircon sand 

CTE 
(Rule of mixtures) 

CTE 
(Turners model) 

CTE 
(Kerner’s model) 

1 A 0 - - - 

2 B 3 2.10 × 10−5 1.81 × 10−5 1.67 × 10−5 

3 C 6 1.97 × 10−5 1.65 × 10−5 1.56 × 10−5 

4 D 9 1.78 × 10−5 1.42 × 10−5 1.60 × 10−5 

5 E 12 1.62 × 10−5 1.28 × 10−5 1.45 × 10−5 

 
If micro voids are dispersed in the matrix, they are subjected to the compres-

sive stresses, resulting in the shrinkage of the void volume. Hence, the overall 
CTE of the ZA27 composite is reduced and shape of the voids results CTE re-
duction. The reduction of CTE values of the composite is also due to low volume 
fraction of the matrix and existence of voids in the composite. Hence, the ZA27 
matrix, with large CTE value is reduced with increase of volume fraction of vo-
ids, affecting the overall CTE value of ZA27 composites [7] [8] [16]. 

If the interface between zircon sand and matrix of ZA27 is good, then a sig-
nificant amount of the reduction of CTE value of the composite occurs. Howev-
er, it is more likely that these high thermal stress values induce fracture at the 
interface. So the compressive thermal stress, which is the main driving force of 
the composite CTE reduction due to voids, is relaxed in this respect so that the 
effect of voids on CTE values are reduced [13]. 

4. Conclusions 

The experimental density is reduced with increase in weight fraction of zircon 
sand and the bulk hardness of the ZA27/zircon composite prepared by stir cast-
ing route is found the increase with increase in zircon sand reinforcement. The 
Optical microscopy studies of the ZA27/zircon composites and microstructure 
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obtained from SEM/EDAX and XRD studies indicate the presence and distribu-
tion of zircon sand particles and intermetallic compounds in the ZA27 matrix 
along with agglomeration.  

The SEM pictures also show the presence of voids and particle clustering in 
the matrix. The role of particle-matrix interface as revealed from the micro-
structure of the composite is studied to understand the thermal expansion beha-
vior of composites. Strengthening of composites due to mechanism of disloca-
tion density is obtained analytically. 

 From the analytical results obtained by the rule of mixtures it is found that 
the value of CTE decreases with the increase in zircon sand reinforcement. The 
values are closely predicted by thermoelastic energy principles like Turners and 
Kerner’s model using Equation (6) and Equation (7) in comparison to rule of 
mixtures Equation (5). The reason for decrease in CTE values is due to the 
presence of voids and agglomeration during the fabrication of the ZA27 MMC. 

The dislocation density is found to increase with the increase in reinforcement 
content and depicts the inverse relation with CTE values. Thermoelastic models 
reveal that Zircon sand particles as reinforcement is affecting the augmentation 
of strength of the composites due to increase in dislocation density arising out of 
large difference in CTE values during solidification of the composites. But it does 
not consider casting defects like voids or poor interface between ZA27matrix and 
Zircon sand particulates. 
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Abstract
[entTertiary Education System in India has the largest number of Higher Education Institutions in the world (33,723) and the

second highest student enrolment in the world (26.7 Million). Since independence the number of Universities in India has increased from

20 Universities in 1947 to 819 Universities in 2017. Apart from these Universities, autonomous institutes like 23 IITs, 31 NITs, 23 IIITs,

20 IIMs and 43 other Institutes of National importance have also been established. In a 30 year period from the year 1950 to1980 the

average growth rate of management institutes is 4 per annum. While in a 7 year time frame from 2000 to 2007, 1528 new management

institutes have been opened, that is an average of 218 institutions per year. From the year 2007 to 2011, 1300 new management institutes

have been added with an average growth rate of 325 colleges per year. According to EY Analysis, it is expected to increase to

42 million in the coming years. However, today management education has crossed its pre-set boundaries and new technologies are

acting as catalysts for change and educational mergers are creating large, ingenious competitors. Employability skills and survival skills

of the students play an important role in effectively managing complex work situations that are science and technology driven, along

with progression in work-life practices. Common challenges faced by Indian Business Schools include rapid increase in competition,

decrease in funding from government sources, greater government scrutiny, inability in delivering corporate consultancy assignments,

retention of quality faculty members who are the right blend of academics, research and consulting, managing student placement

opportunities. There is a need for Business Schools to reposition themselves to manage the present wave of change in the business

because management education has entered an era of perceptive transition driven by technology. Therefore, faculty needs to analyze

and upgrade their skills and abilities to be able to provide MBA students with the necessary skills and talents to help them accept the

challenges and compete in the global scenario. To be a successful performer at the job, the faculty has to be competent in the domains of

curriculum and pedagogy; research and consultancy; administration and governance; and knowledge dissemination. There is a need to

recognize the competencies of Business School faculty in the domain of knowledge, skills, and abilities. This study attempts to explore

the competencies of Business School faculty in the realm of knowledge, skills, and abilities. For the study the roles and responsibilities

for HEIs by AICTE and the API developed by UGC has been used as the standard for developing the framework.er Abstract Body]
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Abstract
Purpose: Employee Retention is a buzz topic in today’s Knowledge basedera, Very few empirical studies were carried out in the rapid-growing Startup sector and
this present study address the gap in the literature. The Comprehensive literature reviews reported that Job Satisfaction is an important contributor of retention.
Work environment and training are the topmost pertinent factors in raising the level of job Satisfaction towards organization. This paper investigates the impact
of the above factors over Job satisfaction and explores the effects of Job satisfaction on retention and verifies the mediating effect of Job satisfaction on the
relationship between proposed antecedents and employee retention.


Design/methodology: A Structured Questionnaire framed, consisting of elements acquired from earlier literatures were used to collect the data. A Simple random
sampling technique employed in selecting the sample size. Questionnaire has been circulated to various employees working in Startups located at Bangalore in
India, 270 responses have been recorded and used for the analysis.


Findings: Findings discloses that Job satisfaction influences retention and among the above factors work environment has significant relation with retention. In
addition, Job satisfaction acts as a mediator between the proposed factors and outcome variable. However, mediation analysis indicated that training did not have
any direct effect on retention.


Research limitations: This present study was carried out at startups in Bangalore. Sample size is not very large, since startups are having less manpower very
difficult to increase sample size.


Practical implications: This paper suggests few recommendations to the Startups in employee retention as it is very essential to sustain. If Startups provide healthy
work environment and effective training in order to increase Job satisfaction and leads to increase the level of retention in the organization.


Originality/value: This research paper highlights the significant factors that contribute to employee retention in startups
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Abstract

Intrusion Detection System (IDS) is an important security tool for safeguarding the network from

both internal and external threats. Conventional IDSs employ signature-based methods or

anomaly-based methods which rely on dataset for training and testing the system. KDD CUP 99 is

one such widely used dataset. Artificial Neural Networks (ANN), Machine learning, Data mining,

Evolutionary computing, Statistical methods, Computational Intelligence, etc., algorithms make use

of this KDD CUP 99 dataset for testing. The dataset consists of symbolic, binary, numeric, and

continuous features scattered in different range of values. In statistical methods such as Euclidean

distance, the larger value dominates the distance measurement. In clustering algorithms, the larger

values shift the cluster center. Such disadvantages could be overcome by ensuring uniformity to the

dataset while retaining the exactness of the features mapped which could be achieved by a process

known as Normalization. Data normalization is a data preprocessing stage which maps data from

different ranges on to a common scale. In this paper, a detailed analysis of the existing various data

normalization techniques that can be applied on KDD CUP 99 dataset is presented along with the

illustration. From the analysis, it was found that different normalization techniques are suitable for

different subsets of KDD CUP 99 dataset. The problem under investigation is to prove that the new

dataset generated on application of various normalization techniques exhibits the same

characteristics as that of the original KDD CUP 99 dataset. Also, the effect of data normalization

techniques, viz., of Min-max, Z-Score, Log, and Sigmoid on the neural Network algorithm in terms of
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Abstract: In proposed research Paper we are classifying the process of data intensive business and image scheduling through 

data computational techniques. The process of Image scheduling  computing are having an  advantage of tracking  data from  

all available image  using data computational  specification. In such a domain, computing, data stockpiling and image 

transformation changes into a utility. It is a sensible form of computing which allow image data for optimal cost of processing 

operations as in task distribution specification. Since, the classification of present industry are increasing the efficiency of 

computing was not the aim; instead the goal was to facilitate faster computing by packing more power of computational 

hardware in form of distributed computing, grids architecture, parallel computing and cloud image transformation . Thereby, 

the power consumption of such high performance computing architectures lead to increase of power usages and heat which is 

accompanied by equal amount of energy. Similarly we are going to develop Image scheduling data transformation to achieve 

required goals  

Keywords : Energy efficiency , Cloud Data Server , Parallel Computing , Computational Data System  

 

1. Introduction  

As a fact, the cooling frameworks often require more energy usage than that required for the IT data centre 

(S. Zhang et al. 2013). In IT server farms, to guarantee such elevated level of regular power consumption, readily 

available is stockpiling, power dissemination along with cooling units. In this way, the utilization of energy is 

unaccountable to give a quantifiable values corresponding to the workload to process. To gauge this waste of 

energy, the Green Grid Consortium formed two types of metrics to be deployed i.e, the Power Usage 

Effectiveness (PUE) and the Data Center Infrastructure Efficiency (DCIE) Together PUE and DCIE represent 

the level of energy consumed by the IT server farms with respect to the aggregate power utilized by it. As of 

now, almost 40% of the aggregate electrical energy is aggressively utilized by the IT server farms .Different 

computational frameworks adding to the energy utilizations of servers are cooling and power circulation 

frameworks which in turn average around 50% and 25% of aggregate energy utilization.The previous technique, 

ordinarily alluded to as Dynamic Power Management (DPM) which brings about the vast amount of the external 

investment or funds because the normal workload usually remains beneath 40% in cloud computing server farms 

. The second option relates to the Dynamic Voltage and Frequency Scaling (DVFS) technique to facilitate lower 

power usage by coordinating the comparing attributes of the given workload. Here, we present a learning based 

method for an energy aware cloud computing framework which streamlines the utilization of power at the cloud 

server farm while dynamically adjusting the computational workload. A successful dissemination of system 

activity enhances Quality of Service (QoS) by lessening processing delay. The system is tested and simulated on 

GreenCloud simulator to give best performance as per need of system . 

  

In particular, the principle commitments of our work are the accompanying: Devise of a scheduler that 

improves energy proficiency along with load adjusting of system activity in cloud computing server farms. 

Devise of a conventional model is based on Q-Learning based scheduler for the scheduling and dissemination of 

processing load on a cloud server farm workload on continuous basis. The procedure of deploying scientific 

workflow load in the simulation is exponentially conveyed to imitate reasonable scheduling of the clients as in 

actual workflow setting as shown in Figure 5.1. The presented scheduler uses Q-learning based approach to 

manage resource allocation based on best configuration for minimal cost. Here, the computational job is divided 

into several IP bundles and sent over the IT cloud server farm and there it got rearranged based on the 

configuration set by the scheduler to accommodate three IP parcels having 1500 bytes. When the process reach 

at the server, the execution of computational job begins. Upon execution, the process returns the results to the 

end client, which is sent over the server farm and through the central switches. The way of executing job in each 

section relates itself to the wide-range attributes which dictate the association between the availability of server 

farm and the end client. To and fro of information is carried out through Transmission Control Protocol (TCP) 

and is used to dictate sending rate in order to match transmission capacity (stream control) and resolve any clog 

or connection related information. The underlying conflict among various information streams in the given cloud 

topology is multiplexed to focus in similar fashion as with rack-switch or a total switch as shown in Figure 2. 
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Figure 1: Cloud Architecture Module distribution 

 
Figure 2:  Comparison of the performance data Analysis methods  

  

The energy consumption analysis of the cloud server image transformation with different activities is defined 

by a comparison of data transformation with different methods and their equivalent values. To use the maximum 

and minimum scheduler activities to perform image transformations we can transmit the data segments and its 

co-components. The cloud server farm in the simulation initially used full capacity because no power 

management was enabled. Using the proposed algorithm for scheduling and power management has resulted in a 

78 percent reduction in overall power consumption for the system and its Learning-based schedulers. The 

Learning based scheduler significantly facilitates a reduction of roughly 37 percent when image administration is 

activated in switches. It's not common practice to use a scheduler to manage power in switches. 

 

Server farm switches, in general, operate in unison, particularly in the centre and complete systems, to 

provide a reliable communication network.   
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Figure 3:  System performance energy saving by the presented algorithm 

  

Figures 2 and 3 shows the data classification system that is used to generate energy-aware scheduling. As 

seen in Figure 2, various measurements are used to distinguish between the earliest execution before the deadline 

and the computing work performed on the server. The cost of operation, the time taken by the device minute task 

is effectively coordinated out of the server farm. Despite what one would anticipate, the proposed strategy limits 

the postponement of individual jobs with extended deadlines to a minimum of 40-50 milliseconds, which is 

significantly less than the spread deferral of a device filled with transmission queues. 

 

                2.  Task Allocation using GPU Image Scheduling   

  

Modern multi-core graphics processors Tesla are having highly parallel, fully programmable architectures 

with up to 230 processor cores and 1 TFLOP peak performance. Since GPUs are difficult to programme, their 

current applications are usually limited to physics simulation and scientific computing. The GPU's powerful 

architecture is restricted to its full-fledged use in much other fields.In reality; the best sorting method for GPUs is 

currently the subject of heated debate. Recent research has been conducted in this area, and as a result, the 

comparison-based Thrust Merge method has emerged. Later, its sort method emerged, which outperformed the 

previous sorting method. It does, however, have one drawback.  

 

In this paper, we examine a different sorting method for GPUs that overcomes the drawbacks of sorting 

methods by operating even with dynamic data flow. It also performs well when it comes to sorting and has a 

higher memory quality. 

  

Let the state of a task can be explained  by two parametric sets i.e., states corresponding to set of  each tasks 

and actions a -1 or +1 required to reduce the overall ranking within the sets of tasks T.        

 For proper VM-PM process functioning, the overheads incurred during communication along with 

the job scheduling time need to be reduced. Hence, the transformation of  tasks can be achieved using algorithm 

below:  

 

Algorithm: Reinforced Learning based Spatial Sorting Algorithm 

Input: An array. 

Output: Structure of Sorted Array of tasks. 

Step 1. Divide the array into m array  

Step 2. Perform Sub Sort 

Step 3. Perform Local Sort 

Step 4. Perform sorting of all samples 

Step 5. Perform Data Relocation: 

Step 6. Rep steps 1-5 

End 

 

 

The first step in the algorithm is to split the array   n/m   . Which are having items each where n/m  is the 

shared memory . The second step is performing the Sub sort. In this step, Sort is performed on distribution of 

occupied image  memory as a cache unit with master Node with system data transformation. 

 

The Initialization steps are as follows: 

By using the same  history sets for different  steps to update history for reinforced learning for the state and 

activities associated with each mission. The local sort is performed as the third step:  

Multiple stacks are chosen, and a p Insertion sort is performed in parallel with the total number of P samples 

by subdividing the task yields the centroid (C) of the linked dimension (CC). The data relocation is the fifth 

phase. All P sorted positions of the changed array consisting of Cut sub sort are swapped here. The sixth step is 

to repeat the previous five steps until all subsorts have been divided into local sort and the sample size has been 

met.  
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Figure 4:  GPU Measurement statuses 

 

The memory mapping is decreased which leads to the allocation of assigned data jobs by rank prioritization. 

The assigned data source are having 64 bit image transform data identification with minimal data occurred 

during   Grade-I GPU processors. The simulator result of GPU measurement assign multiform data 

transformation using numbers of cores and its measurement Speed.  

 
Figure 5:  Runtime  Algorithm with System Applications . 

 
Figure 6:     Performance of spatial sorting for three types of operations 
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Figure 7: Performance of Visualization  

 

3. Data Transformation and its Applications   

 

Data transformation with visualized effects is having classification ranking to adopt multiple visualization 

method with minimum efficiency control system. For such linked microprocessors, there is no pre-existing 

infrastructure. It can be determined by the network to be enforced. End nodes have no limits in MPI networking. 

Multi-memory hops may be present in node-to-node routes.  

 

There are some points related to cloud computing MPI networking, such as a) Nodes act as processors to 

forward packets for each other, and b) Node mobility can cause routes to change. Routes are modified based on 

networking mobility. c) This is a very useful strategy for MPI routing. On the current architecture, a simulation 

was run to run a costly workload. This job generates a large number of pipelining threads, each of which 

performs a specific task for the slaves.  

 

When we raise the number of worker threads from 1-6, we see a drastic change in computation and execution 

time (as shown in Figure7).  

 

 

 
 

Figure 8: Comparison plot while using different method 

  

The micro benchmarking operations, on the other hand, are carried out using three different protocols. The 

energy consumption plot in Figure 7 shows that the threading mechanism achieves optimal threading for efficient 

computation in Bluetooth data stream parallelization. In addition, the performance of the RRNN allowed 

parallelization shows that it is best suited for cloud infrastructure. The higher consumption of the other process 

results in significant overheads in workload data streams. Since it necessitates data transformation in order to 

resolve compatibility issues. For each of the four setups: A total of 100 free instances were generated, each 

recreating the system's output for 1000 seconds. A single M2M class is considered for each machine event, 

involving 100 M2M devices. The objective and the actual QoS output are indistinguishable if enough M2M 

bandwidth is considered. The following is noted in each of the four set-up results.The relative contrast of the two 

algorithms is shown in Figure 8.  

  



Turkish Journal of Computer and Mathematics Education                  Vol.12 No.11 (2021), 4689-4694 

                                                                                                                                        Research Article                                                                        

4694 

 

 
Figure 9: Comparison of the performance of hierarchy based models 

 

4. Conclusion  

 

The main goal of this method is to provide a complete Image transformation  which will enable to design 

more new schemes in order to evaluate and improve the transformational  workload traffic behavior and 

distribution on network topologies defined by the user. The presented approach enables generation of 

procedurally generated hub-spoke topologies for routing mechanism and performs better when put in comparison 

with other methods such as Locality, Waxman, Barabasi-Albert and hierarchical models. It also takes in 

consideration of mobility patterns as per the model layout of random walk model in an unidentified networked 

topology. Hence, we have developed a learning based pipelining in image structural  strategy for efficiently 

employing the resources offered by multi-core architectures embedded system in parallel with the networked 

devices in the localized area using a custom modelled learning protocol for pipelining and communication 

between running cores for assigning computing jobs in parallel. However, this idea has been novel in this field of 

research which restricts the heavy citations of preliminary approach for Image scheduling transformational 

activity . 
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Abstract 

Intrusion Detection System (IDS) is an important security tool for safeguarding the network from 

both internal and external threats. Conventional IDSs employ signature-based methods or anomaly-

based methods which rely on dataset for training and testing the system. KDD CUP 99 is one such 

widely used dataset. Artificial Neural Networks (ANN), Machine learning, Data mining, Evolutionary 

computing, Statistical methods, Computational Intelligence, etc., algorithms make use of this KDD 

CUP 99 dataset for testing. The dataset consists of symbolic, binary, numeric, and continuous 

features scattered in different range of values. In statistical methods such as Euclidean distance, the 

larger value dominates the distance measurement. In clustering algorithms, the larger values shift the 

cluster center. Such disadvantages could be overcome by ensuring uniformity to the dataset while 

retaining the exactness of the features mapped which could be achieved by a process known as 

Normalization. Data normalization is a data preprocessing stage which maps data from different 

ranges on to a common scale. In this paper, a detailed analysis of the existing various data 

normalization techniques that can be applied on KDD CUP 99 dataset is presented along with the 

illustration. From the analysis, it was found that different normalization techniques are suitable for 

different subsets of KDD CUP 99 dataset. The problem under investigation is to prove that the new 

dataset generated on application of various normalization techniques exhibits the same 

characteristics as that of the original KDD CUP 99 dataset. Also, the effect of data normalization 

techniques, viz., of Min-max, Z-Score, Log, and Sigmoid on the neural Network algorithm in terms of 

detection rate and false alarms were compared and it was experimentally found that the log and 

sigmoid data normalization techniques result in better detection rate. 

 

Keywords - IDS, Data Normalization, KDD CUP 99 

 

1. Introduction 

Intrusion is an act by which a person enters another person‘s/organization‘s computer network 

without rights or permission. Over a decade, intrusion detection system (IDS) has got considerable 

importance in the field of network security. One important attribute to the growth of IDS is the 

paradigm shift of the mentality of attackers from script kiddies to sophisticated spy network agents 

who are politically and monetarily motivated. This has led to strengthen the security premises of 

network using firewall, IDS [1], Intrusion Prevention System (IPS), etc. IDS can be broadly classified 

into two methods, viz., signature-based or misuse detection and anomaly-based detection. In misuse 

detection techniques, signature or pattern of previously seen attack is calculated and configured in to 

the IDS which in turn alerts the administrator in case of similar attacks. On the other hand, anomaly 

detection techniques [2], calculate the normalcy of network behavior/activity and fix the activity as an 

attack on finding any deviating activity from the normal behavior. Misuse detection has high 

detection rate where as anomaly detection aides in detecting zero day attacks which are never seen 

before. Anomaly detection and misuse detection are orthogonal to each other. 

1.1 KDD CUP 1999 dataset 

KDD CUP 99 dataset is the most popular IDS dataset [3]. It consists of a large labeled training data 

and testing data. Testing data consists of attacks which are not present in the training dataset. The 

algorithms developed for anomaly detection systems can be tested using this dataset [9]. The dataset 

contains the four different types of attack data, viz., DoS, Probe, Remote-to-Local (R2L), and User-

to-Superuser (U2R) attacks. The dataset is a U*A matrix where U is the set of data instances and A, 
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the set of features. There are 41 features which are extracted from network packets and classified into 

four different categories. In this, the first 9 features 1-9 are extracted from the header of network 

packets. Features 10-22 represent the content area/payload portion of network packets. The next two 

categories are time window (2 seconds) based features (23-31) and connection-window (100 

connections) based features (32-41). The dataset contains 4 lakhs training instances and 2 lakhs 

testing instances. The training dataset contains 24 different attack vectors and the testing dataset 

contains 14 extra attack vectors. 

 

2. Data Normalization 

Data preprocessing is an important step in knowledge discovery process. It is considered as the 

fundamental block of data mining. Feature Extraction, Transformation, and Loading (ETL) are the 

three steps performed before loading the dataset to the learning algorithm. Data normalization 

technique, a sub division of data analysis, is a process where the attribute data or features are scaled 

so as to fall within a specific range such as -1.0 to 1.0, or 0.0 to 1.0, has the following advantages: 

 enables data mining algorithms to be applied easily  

 improves the effectiveness and the performance of mining algorithms 

 makes data suitable for a specific analysis to be performed 

 improves the normality of the variables/features 

 reduces Type I (overestimation/false positives) and Type II (underestimation/false negatives) 

errors 

In many practical applications, the dataset has features which lie in different range of values. Features 

are not uniform throughout the dataset. It contains both nominal [7] and numeric features with 

different range values. This results in the feature having larger values dominating the cost function 

than the features with smaller values, leading to the deterioration in the performance of the algorithm. 

Therefore the dataset could not be used in non-parametric models, where data does not belong to any 

particular distribution, such as neural networks, support vector machines, classification algorithms, 

clustering algorithms, etc., without data 

Normalization 

The study on intrusion detection is widely spread on the application of Artificial Neural Networks 

(ANN), data mining algorithms, statistical methods, etc. In statistical methods, Euclidean distance 

method has been used for grouping the inputs into clusters. In Euclidean distance calculation, the 

squared distance between two data instances are calculated, on non normalized data instances. A large 

deviation between instances which are statistically in the same category could be observed. This large 

deviation, in terms of distance, is due to the large range feature in the data set. Therefore, in order to 

minimize the large deviation, large range values of the instances must be normalized necessitating the 

need for normalization techniques. 

In neural network algorithms, the need for data normalization arises because the output is normally 

represented by -1, 0, and 1. So the input to the neural network should be in the range of [-1, 1] or [0, 

1]. Hence, data normalization is a prerequisite for neural network algorithms. 

Data Normalization [8] is a technique by which data values in different ranges are mapped on to a 

common scale, preferably in the range [0-1]. The process of normalization [4] should maintain two 

main properties, viz., robustness and efficiency [6]. Robustness is the property of ensuring that the 

outliers, data instances which behave in an unexpected way or have abnormal properties, not affect 

the normalization process. Efficiency of normalization determines the quality by which the exact 

nature/property of features are retained and not lost in the new range. 

Figure 1 shows the taxonomy of data normalization techniques. The data normalization schemes 

are classified into two schemes, viz., Feature-based schemes and Input vector-based schemes [5]. 

In feature-based schemes, the normalization is done feature wise. This helps to map each feature 

value in the dataset to the corresponding value in the new range. Feature-based schemes are further 
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divided into two methods, viz., linear methods and non-linear methods. The distribution of data 

around the mean 
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Figure 1. Taxonomy of Data Normalization Techniques 

 

differentiates between the two methods. 

 

2.1 Linear Methods 

 

Linear methods are those where the data lie equally distributed around the mean. The following are 

the linear method feature-based data normalization schemes: 

 Min-max normalization 

 Z-score normalization 

 Median and MAD normalization 

 Decimal scaling normalization 

  

A. Min-max Normalization 

 

Min-max Normalization performs a linear interpolation using (1). The underlying distribution of the 

corresponding feature with the new range of values is sustained. 

 

x'= 

x 

min  

f   

(n _ max f   n _ min  f )   n _ min  f  

(1) 

  

max f min  f 
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x - Feature value to be normalized 

x‘  - Normalized feature value of x. 

minf -  Actual minimum value for feature ‗f‘ in 

    the given dataset 

maxf -  Actual maximum value for feature ‗f‘ in 

    the given dataset 

n_minf - Lower value in the new range 

n_maxf - Upper value in the new range 

 

B. Z-score Normalization 

 

Z-score normalization is the most commonly used method in normalization. The values are mapped 

using (2) and (3) to a scale where the mean, the local estimator, is zero and the standard deviation, the 

scatter estimator, is one. It obeys the standard normal distribution principle. An important aspect of Z-

score normalization is the ability to reduce the effect of outliers in the dataset. 

x' 

x       

(2) 

       

       

           

  

1 N 

  
N
 (x )2   

    i  1  

(3) Mean, 

  

xi S.D. 

  

  

N 1    N i  1     

 

x - Feature value to be normalized 

 

 

x‘ - Normalized feature value of x. 

 

 

µ - Mean value for feature ‗f‘ 

 

 

σ - Standard Deviation (S.D.) for feature ‗f‘ 

 

 

N - Number of data instances 

 

C. Median and Median Absolute Deviation (MAD) 

 

Median and Median Absolute Deviation is a rehashed form of Z-score normalization done using (4). 

MAD is suitable if the feature values are continuous in the given range. 

x' 

x   median 

where, MAD = median(|xf – median|)(4) 

 

MAD   
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D. Decimal Scaling Normalization 

   

Decimal Scaling Normalization transforms the data into [0, 1] range by moving the decimal point of 

values of the attribute, using (5). The capability of this normalization lies in the mapping of very large 

values in the range [0, 10000] to the range [0, 1]. 

x' 

x 

where, s = log10 (maxf) (5) 10
s 

x - Feature value to be normalized  

x‘ - Normalized feature value of x. 

 

2.2 Non-linear Methods 

 

In non-linear methods the data are not evenly distributed around the mean and the deviations are very 

large. In such cases, transformations are based upon non-linear functions such as sigmoid or 

logarithmic to map the data within the specified interval of [0, 1]. Such transformations are known as 

Softmax scaling. The functions sigmoid and logarithmic are known as squashing function which is 

used to limit the data in the range of [0, 1]. 

 

A. Logarithmic Normalization 

 

In many cases the values of features are exponentially distributed. The logarithmic process of 

normalization using (6) enables to get more resolution to the lower feature values. If 

 

TABLE I. KDD CUP 99 FEATURES 

 

Sl. Features Type Range 

No    

1 Duration Discrete 0-100000 

2 Protocol_type Symbolic NA 

3 Service Symbolic NA 

4 Flag Symbolic NA 

5 Src_bytes Discrete 0-10000000 

6 Dst_bytes Discrete 0-10000000 

7 Land Binary 0/1 

8 Wrong_fragments Discrete 0-25 

9 Urgent Discrete 0-30 

10 Hot Discrete 0-35 

11 Num_failed_logins Discrete 0-35 

12 Logged_in Binary 0/1 

13 Num_compromised Discrete 0-1000 

14 Root_shell Binary 0/1 

15 Su_attempted Binary 0/1 

16 Num_root Discrete 0-1000 

17 Num_file_creations Discrete 0-28 

18 Num_shells Discrete 0-40 

19 Num_access_files Discrete 0-60 

20 Num_outbound_cmds Discrete 0-60 

21 Is_host_login Binary 0/1 

22 Is_guest_login Binary 0/1 

23 Count Discrete 0-1000 

24 Srv_count Discrete 0-1000 

25 Serror_rate Continuous 0-1 
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26 Srv_serroro_rate Continuous 0-1 

27 Rerror_rate Continuous 0-1 

28 Srv_rerror_rate Continuous 0-1 

29 Same_srv_rate Continuous 0-1 

30 Diff_srv_rate Continuous 0-1 

31 Srv_diff_host_rate Continuous 0-1 

32 Dst_host_count Discrete 0-255 

33 Dst_host_srv_count Discrete 0-255 

34 

Dst_host_same_srv_ra

te Continuous 0-1 

35 Dst_host_diff_srv_rate Continuous 0-1 

36 

Dst_host_same_src_p

ort_rate Continuous 0-1 

37 

Dst_host_srv_diff_hos

t_rate Continuous 0-1 

38 Dst_host_serror_rate Continuous 0-1 

39 

Dst_host_srv_serror_r

ate Continuous 0-1 

40 Dst_host_rerror_rate Continuous 0-1 

41 

Dst_host_srv_rerror_r

ate Continuous 0-1 

 

the minimum values are known a priori, it might be a good idea to use it as in (6) for initialization 

during the normalization. 

x‘ = log(x - m+1) where m = min (xf) (6) 

x - Feature value to be normalized  

 

B. Sigmoid/Logistic Normalization 

 

Sigmoid normalization as shown in (7) not only normalizes the current dataset values in the range [0, 

1] but also ensures  

Table II. Subset-1: Attribute Values For Decimal Scaling Norm 

 

Decimal Scaling 

 

Features Value of x’ 

 ‘s’  

1 4.766 0.087 

5 6.710 1.000 

6 6.712 0.000 

13 2.946 0.000 

16 2.997 0.000 

23 2.708 0.002 

24 2.708 0.002 

32 2.407 0.000 

33 2.407 0.000 

 

Table III. Subset-2: Attribute Values For Z-Score Norm 
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Z-Score 

 

Featur

es 

Mean 

Standard x’ 

 Deviatio

n 

 

   

8 0.035 0.782 0.044 

9 0.000 0.006 0.000 

10 0.000 0.006 0.000 

11 0.000 0.016 0.000 

17 0.001 0.096 0.028 

18 0.001 0.096 0.028 

19 0.001 0.036 0.028 

20 0.001 0.036 0.028 

 

that any larger data value than the present set maps to [0, 1]. The transformation is more-or-less linear 

in the middle range around mean value, and has a smooth nonlinearity at the end which ensures that 

all values are within the range. Values away from the mean are squashed exponentially. 

 

x' 

1 

where,  y 

x 

(7) 

   

1  e 
y 

r 

 

and ‗r‘ is a user defined value . 

 

C. Input vector-based: Energy Normalization 

 

Energy normalization is an input-vector based normalization scheme where normalization is 

performed on each data instance independently using (8). 

xi
' 

xi where, M n (x)   

n  N 

 

x
i 

 

n  

(8)  

 

M n (x) 

   

   i 1       

 xi - Each feature in a data instance  

 xi‘ - Normalized data instance  

Mn(x) - Minkowski norm, n=1, 2 

 

 

N - Number of features 

 

It is based on Minkowski Norm. In (8), if the value of n=1, then it is L1 or Taxicab norm. If n=2, then 

it is L2 or Euclidean norm. 

 

3. Normalization On Kdd Cup 99 Dataset 

 

Table I shows the feature type and the range of values the features possess in the KDD CUP 99 

dataset. This facilitates to choose the appropriate data normalization technique for a particular feature. 

From the Table I it can be noticed that 3 features are symbolic and 6 features take binary values 

(either 0 or 1). Out of the 32 features which are numeric, 15 features are continuous in the desired 

range of [0-1]. So the process of data normalization should be applied on the remaining 17 features, 

which are discrete, whose value lie in different ranges of the order of [0-1000] and [1-10000000]. 

These features if not normalized will not give good support to the modeling algorithms. One of the 
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data instances considered for normalization with 41 features along with the data class, r2l from the 

training dataset of KDD CUP 99 is as follows: 

 

Data Instance before normalization: 5059,1,14,1,5133876,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,1,0.00, 

0.00,0.00,0.00,1.00,0.00,0.00,0,0,1.00,0.00,1.00,0.17,0.00,0.0 0,0.00,0.00,r2l 

 

3.1 Illustration for Min-Max Normalization – Subset-1 

 

Eqn. (1) is applied for the features 1,5,6,13,16,23,24,32, and 33 of Table I. The resultant values 

obtained are -0.000981,  -0.99.0,0,0,0,-0.00000094, -0.00000094,0, and 0. 

 

3.2 Illustration for Z-Score Normalization – Subset-1 

 

Eqn. (2) is applied for the features 1,5,6,13,16,23,24,32, and 33 of Table I. The resultant values 

obtained are 7.08,7253.73, -0.07, -0.00576, -0.0057,-0.07,-0.07,-3.58, and -1.77. 

 

3.3 Illustration for Median and MAD Normalization – Subset-1 

 

Eqn. (4) is applied for the features 1,5,6,13,16,23,24,32, and 33 of Table I. The resultant value for 

features 1,6, and 13 cannot be determined as the median and MAD equals to zero and hence the graph 

is not plotted for this technique. 

 

3.4 Illustration for Decimal Scaling Normalization – Subset-1 

 

The value of ‗s‘ is calculated from the expression in Eqn. 

 

(5). Decimal Scaling normalization is applied on the features 1, 5, 6, 13, 16, 23, 24, 32, and 33. The 

corresponding value of ‗s‘ is substituted in Eqn. (5) and the new values obtained are 0.087, 1.000, 

0.000, 0.000, 0.000, 0.002, 0.002, 0.000, and 0.000. 

Table II shows the attributes of Subset-1 as a result of application of Decimal Scaling Normalization. 

The value of ‗s‘ gives the log values which is used for normalizing the feature values. x‘ gives the 

new value in the range [0-1]. 

3.5 Illustration for Z-Score Normalization – Subset-2 

 

The Mean and Standard Deviation for the features 8, 9, 10, 11, 17, 18, 19, and 20 are obtained using 

Eqn. (3). Then the corresponding value of mean and standard deviation are substituted in Eq. (2). The 

modulus of the negative values are taken to map it into [0, 1] range. The new values are 0.044, 0.000, 

0.000, 0.000, 0.028, 0.028, 0.028, and 0.028. 

The results of application of the Mean and Standard Deviation on these features of Subset-2 are 

tabulated in Table 

III for Z - Score Normalization technique. x‘ gives the new value in the range [0-1]. 

 

3.6 Resultant Instance of the dataset after Normalization 

 

The data instance, Subset-1 and Subset-2, after applying the Decimal scaling and Z-score 

normalization techniques is as follows: 

Data Instance after normalization: 

0.087,1,0.218,1,1,0,0,0.044,0,0,0,1,0,0,0,0,0.028,0.028,0.028, 

0.028,0,0,0.002,0.002,0.00,0.00,0.00,0.00,1.00,0.00,0.00,0,0,1 

.00,0.00,1.00,0.17,0.00,0.00,0.00,0.00,r2l 
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4. Comparison Of Distribution 

 

This section compares the distribution of the KDD CUP 99 dataset before and after normalization. 

SOM toolbox, a software library for MATLAB, is used to perform the data normalization techniques 

on the KDD CUP 99 training dataset. The dataset consists of 4,94,021 data instances. X-axis 

represents the data instances and Y-axis represents the feature values in Figures 2 to 5. 

 

4.1 Feature-6 of KDD CUP dataset 

 

Feature 6, dst_bytes in KDD CUP 99, denotes the number of bytes transferred from destination 

address-port pair to source address-port pair. Figure 2 shows the plot of the distribution for feature 6, 

dst_bytes, and its feature values. The resultant distribution of dst_bytes on application of Min-max, 

Z-score, and Decimal scaling normalization techniques are plotted in Figures 3, 4, and 5 respectively. 

 

It can be seen from Figure 3 that the application of Min-max data normalization technique on feature 

6 maps the data instances into the range [-1,0] without disturbing the underlying data distribution. 

The range from -1 to 0 could be mapped into 0 to 1 by taking the modulus values. 

 

Figure 4 shows the distribution of Z-Score normalization on Feature 6. It can be seen from Figure 4 

that the range is still high from -20 to 160. 

 

Figure 5 shows the distribution of Decimal scaling normalization on Feature 6. 

 

Therefore it could be concluded that both Min-max and Decimal scaling normalization techniques 

preserve the distribution. Further it indicates that either Min-max or Decimal scaling normalization 

technique is suitable as the range is 0 to 1 in both cases. 

 

5. Experiment And Results 

 

Under Matlab 7.6, Network Pattern Recognition Tool, npr tool, was used to conduct the experiments. 

KDD CUP 99 training dataset was used. The dataset was split in the ratio 0.70, 0.15, and 0.15 for 

training, validation, and testing purposes. The parameters chosen to conduct the experiment, common 

for all the four data normalization methods, are 

as follows: 

 Training function: Scaled conjugate gradient, trainscg 

Error function: Mean Squared Error, mse 

Validation: 6 rounds 

The experiment was conducted as shown in Figure 8. The measured performance metrics, viz., 

detection rate, sensitivity, specificity, and error are tabulated in Table IV. 

 

Detection rate : It is the combined ratio of true positives and 

  true  negatives  to  the  total  number  of 

  instances 

Sensitivity : Proportion of actual positives which are 

  correctly classified 

Specificity : Proportion  of  actual  negatives  which  are 

  correctly classified 

Error : Low error attained during training iteration 

Epochs : Number of iterations performed 

Time : Time taken, in minutes, to complete the 

  training  process 

 



International Journal of Advanced Science and Technology 

Vol. 29, No. 7s, (2020), pp. 5083 - 5093 

   

 

 

ISSN: 2005-4238 IJAST 

Copyright ⓒ 2020 SERSC 
5092 

From the Table IV it can be inferred that non-linear methods such as log and sigmoid normalization 

are the best normalization methods for KDD CUP99 Intrusion Detection dataset, which result in a 

detection rate of 99.9%. 

 

 

 

 

 

TABLE IV. COMPARISON OF NORMALIZATION TECHNIQUES 

 

Norm 

Detecti

o 

Sensi

t Speci Error Epoch Time 

Metho

d n Rate ivity ficity    

Min-

max 99.8 99.6 99.9 

0.0001

7 181 25 

Z-Score 99.6 99.3 99.7 

0.0028

0 295 90 

Log 99.9 99.9 99.9 

0.0003

9 200 29 

Sigmoi

d 99.9 99.8 99.9 

0.0005

1 170 28 

 

6. Summary 

 

In this paper a detailed survey on the various data normalization schemes that can be applied on KDD 

CUP 99 dataset where the features lie in different range of values is presented. This non uniformity in 

data which when used in pattern recognition algorithms leads to biased output depending only on a 

subset of the feature space. These data normalization techniques even out the dataset and ensure a fair 

representation of all features with the actuality preserved. The application of Min-max, Z-Score, and 

Decimal Scaling techniques on the KDD CUP 99 dataset has been illustrated. The results are seen to 

be in the desired range. Further, it has also been shown that the resultant dataset on application of 

normalization techniques retains the original property as that of the original dataset. Moreover, it is 

seen that non-linear methods such as log and sigmoid data normalization techniques result in better 

detection rate. 
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Abstract— Application is deliberate and intent to bring out, 

clarify , examine or analyzes the essentials, and overseeing the 

parts of budgetary requirements of complex association. The 

monetary status, processing, execution and any changes made 

in budgetary value position of a given ventures being 

explained, given clarity and identified with a money related 

association stand.   Explanations increasing their productivity, 

extensive variety of clients for financial opinion on settling 

down. All the complicated related queries of budgetary 

information can be caught at a single hub which is clubbed 

together under single software. Includes assets list and claims 

in  balance sheets, trial balances, income related multi product 

and client based reports, tax management and cash flow  

reports. The software  is provided with  a customized opinion 

for each and every individual client who is using, as a impact 

on or for style of working. Automated and complication 

related financial calculations can be obtained and maintained. 

The desire , needful ,an exposure to automate the bank feeds 

and  account statements management and tracking, the error 

detection is made simpler and easier. Here live updating  

shown and managed, the payment integration with security 

encryptions is managed. 
 

Keywords— Databases, User interface, System Reports, Analysis, 

and Dashboard. 

I. INTRODUCTION 

Businesses are often found large and small, hence requirement 

to keep accurate records of their finances regularly made easy 

and must[1],[2] to avoid such confliction around. in some 

situation, a part is forked, but the thing is most detailed about 

records and specific records of financial analysis that are fine 

good practices.[3] it might be  impossible to completely 

eradicate  error made by humans and bugs in any endeavor, 

[4]but financial analysis software can simplify aspects of 

keeping records, invoicing, reporting, billing.[3]-[5] “Manage 

all your finances from one place in a centralized way and 

Organizes your business with application and get the financial 

information you need to retrieve is accessed faster”. 

 

A financial forecasting is a money related statements that is 

been estimated, for the future financial outcomes for the 

betterment of a a company or for money based markets.  

historical based internal financial analysis and  data related to 

sales, including to external markets for a financial 

forecast ,based on historic data, an economist's  decisions to 

predict the estimates to the  company that, whats going to 

happen in  terms of finance for a given duration 

 

 
Fig. 1 Financial planning Process. 

 

The desire ,needfull ,an exposure to automate the bank feeds 

and  account statements management and tracking, the error 

detection is made simpler and easier. Here live updation 

shown and managed, the payment integration with security 

encryptions is managed. In the process of  Business  

Management process and Notation, which offers for a new 

template of the Requirement Selection Process Management 

to assist the companies .its being understood and known that 

the employees are structured and branched at different 

position with different wages allowances allotted so the 

software is so automated in such  situation a report as to be 

generated exactly correct and  exact wages by calculating the 

work done, even the time based calculation is possible, 

automated tax and provident fund calculations are done, not 

only calculations but helps to fix liabilities with detailed 
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reportings, also helps to get loans from the financial 

institutions as it requires complete report and detailed 

information about the company’s activities includes 

profit ,loss, investment and expenses. The data security is 

taken with great concern to protect by using encryption 

algorithm, the data is transferred encrypted also data auto 

synchronization on few related platform is taken care. 

The advent and main motto of business world is to eradicate 

the doing of  manual reentering of data related accessing by 

the users, lessened the need for custom interfaces between 

systems,because the dashboard made it simple to understand, 

simple way of cross departmental transaction processing, the 

full touch of  business cycle processes has enabled real-time 

information analysis and reporting easier 

The process covers: 

 

a. Related user can check the reports in 

different format of budgetary information 

details. 

 

b. Transfer and integration of banking system 

 

c. Live updates will be managed. 

 

d. Time based wages calculation. 

 
 

II. LITERATURE SURVEY 

 

In the year 1994 two person named Jog and 

Srivastava  took a study that seems the financial 

status by using decision-making model, few of the 

abroad companies like the Canadian companies, the 

usual techniques they made in used to do decisions 

on money budget, financing. 

The funding opportunity are nearly related to 

investment results decision and the cost effective 

method they used are as simple as they do, the 

methods used are internal rate of return and the 

netvalue. 

 

 

 
Fig. 2 decision model 

 

In decision making model the analysis of shorterm financial 

solvency which gives chance to check increased expenditure 

is there ,to check the credit terms,sales levels and dividend 

policy are made.after being analysed,the implementation 

which is being related to money workings.later on 

implementing can be done based on  two decisions are made 

one is investment decisions and second one is funding 

decisions also they follow few strategies such as intense 

strategies, integrated strategies and diversified strategies. 

 

 

 

III  Existing System: 

The traditional ways to manage various activities of 

finance is the existing or current scenario followed 

in the existing system. As the current scenario 

makes use of the traditional process to manage 

financial activities, the automation and 

synchronization off the data related to business falls 

lack in the management of the system.   

 

Lack of automate in synchronization 

Lack of graphical and visual output. 

Use of multi-application or tools. 

Unaffordable and Expensive in nature. 

Human power required to do manual entries to 

manage the financial analysis system . 

Lack of Security concerns, unauthentication. 

Insufficient knowledge to define the structure. 

Complication in integrating banking system. 

 
IV  Implementation and Result Analysis   

 

The proposed system is essential to provide 

centralized place for all activities related to business 
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that can be managed and organized. Proper data 

resource of business related planning can be 

managed, also the applications are provided with 

graphical reporting facility system. Few 

considerations are taken as main points are as 

follows. 

 

Centralized work platform and cloud support, 

Automation of synchronization mechanism  

Multi teen collaborative work and Centralized 

workspace  

Graphical Reporting system generated for analysis 

and static reasons. 

 Bank Integration with banking system that is bank 

reconciliation.  

Use of encryption for secure data transfer, data 

sharing and data management  

Scheduled process to enhance the invoicing  

Customized design approach for uniqueness.  

Structured management of the functionalities as 

needed 
 

 
Fig. 3 context diagram of the system 

 

 
         Fig. 4 Interaction of  admin and user 

 

 

 

1. MODULES 

a) Budgetary  

 

In this module, all the complicated budgetary 

information is managed and clubbed at the one place by the 

software,related people can check the reports in the proper 

way.all the entities related can be checked in different 

format.the main reports it After implementing the proposed 

system the results obtained are as follows: 
helps to check are balance sheet,trial sheet,tax management 

report,cash flow detailed report,profit and loss account.  

 

b) Automated rule 

 

In this module, the automated rule based invoicing, analyzed. 

Based on the analyzed results bills are generated. Automated 

financial calculation,template option are provided to save the 

template. 

 

c) Wages calculation 

 

In this modulet,the employees are structured in different 

formats management is also very complicated to mange so in 

the software we can easily calculate wages and automate the 

management. time based calculation,time frame based ,always 

encrypted data transfer,device data integrated for the auto 

calculations,form based self service and data 

management,benefit calculation. 

 

d) Transfer and  integration 
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In this module, all the need for tracking for the budgetary 

information can be tracked with full claritysoftware will help 

to automate the bank feeds and statements management and 

track ,the error detection is easy, encrypted transfers and 

information gathering will be done by using the 

encryption ,direct connect will be managed with the banking 

platforms. 

 
 

 

 
Fig.5: Block diagram for Proposed System 

 

 

 

 
                  Fig. 6:  Managing  Transaction 
 

Managing any number of transaction under single hub. 

 

 
       Fig .7: invoice management 

    Billing is made eaier 

 

 

 

 

 
 

            Fig.8:  Account management and Billing Report  

 

VII CONCLUSION 

 

This paper proposes Our application helps in managing 

overall invoicing, accounts, payrolls and reporting for easy 

managing, synchronizing, and tracking and analyzing business 

activities. Application benefits realized included for worked 

area that is a Increased discount as each time the account is 

earned or received.There is reduction of costs of cost rates . 

As reports are generated at  timely bases so there is 

Improvement in working capital ie money .Reports are 

collected for Improved accounting practices.Everything is 

done computerized way they cannot be any loss of  document. 

Development of  relationships between the 

stakeholders. Development can be seen at  internal controls. 

 

Automated year end reporting is also being generated,few 

reports are archived such as pay slips and annual reports 

which may be needed in later enhancement.the application 
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helps us to incorporate,orit gets integrated with timesheet 

systems ,the information about how long hours worked,  

Application generates the following general-purpose, external, 

financial statements: 

 

1. The outcomes of the operations workings or the 

earnings are meant to be shown under income 

statement. 

2. The position of financial reviews and statements are 

clearly specified in balance sheet. 

3. The benefits and loss  are shown in the statement of 

cash flow which is being given very clearly 

 

VIII. Future Enhancement 

 
With the fast technique used and advancement in technology for this logic 
environment world it is being waste of  time to say what is going to happen in 

the real world of business how its  going to work with improvement and there 

will be expansion in the coming years. From the working of current project , 
plan of advancement is done for enhancing future enhancement. We can  do 

the implement for practicing  mode so that the upcoming new technique for 

unknown users can have a some idea of management what it is meant to be 
developed, user gets a clear picture to understand. 

 Can do the inclusion of  more features of data regression and modelling 

techniques in the application so that the analytics part is more flexible. We 
can do the inclusion of  tax calculating part for future enhancement.. 
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Abstract -Emerging demands of applications andcapabilities of network technologies are 

often conflicting and contradicting. The diversity of applications on Internet requires flexible 

and customizable network technologies. Changing protocol of TCP/IP stack is a complex task 

because of its implicit dependencies between layers and tight coupling. Demand of flexible 

Internet architecture is arising to see that protocols can be easily added and removed from a 

pool of protocols without disturbing rest of the services. Service Oriented Network 

Architecture (SONATE) provides flexible Internet architecture in which protocol selection 

and composition is based on the application and network constraints. In this paper the author 

proposed an agent based multicast infrastructure for SONATE which is being explored as one 

of the possible Architecture Framework for Future Internet. 
 
Keywords—Internet Architecture, SOA, Future Internet,Multicast, SONATE. 
 
I NTRODUCTION 
 
In the early 1980’s with the objective of computers connectivity in network TCP/IP protocol 

suite was developed. Still today, the same Internet technology protocol is being in use by 

Internet community. Looking at future demands of applications and network technologies 

many workaround have been introduced from time to time like cross-layer composition, 

multiple protocol layer switching at layer 2.5, transport layer switching at layer 4.5. Many 

types of end-to-end model are already introduced such as Middle Boxes, Firewalls and 

Network Address Translator (NAT) etc., [4]. Because of these developments in Internet 

resulted in increased complexity and hard to modify anything in the current system of TCP/IP 

protocol suit. The following main reasons to identify  for this identifications , such as:  
i. Adhere to the strict layering policy of current TCP/IP protocol suit which prevented from 

cross layer communication and resulted in hard coupling between layers.  
ii. One Protocol header is placed inside the header of another protocol that led to sequential 
processing of protocols which is principle of layered structure. 
Selection of Protocol is hard coded in the application, that is application will select the 
protocol  with different data. 
it should be used for completion of the task. Because of this type of dependency the 

developer has to know the architecture of a system well in advance on which the application 

is intended to be run during the development phase of the application [2].  
Future Internet architecture must be flexible enough to support variant types of network 

devices and applications from user perspective. Thus can increase by changing or adding new 
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Abstract— Driven by a grievous push from Communication Service Providers and with the 

advent of 5G, Network Function Virtualization is maturing towards reality from being a mere 

buzz word. Communication Service Providers (CSPs) are racing towards adoption via Proof-of-

Concepts (POCs) and trials. On the one side, significant investment is being made for defining 

and implementing the Network Function Virtualization (NFV) platform, Virtual Network 

Function (VNF) vendors are making severe investments to virtualize network functions which 

will be deployed on the NFV platform and on the other side CSPs and VNF vendor are finding it 

difficult on how to define the requirements in a standard manner. The framework proposed and 

described here is on VNF onboarding, deployment, reporting, and publishing system – a means 

to industrialize the process end-to-end. The solution will produce repeatable artifacts which can 

be used to redeploy the VNFs and will help reduce the Total cost of ownership (TCO) as well as 

time-to-value of the VNFs and the network services that are composed within VNFs. 

Keywords -NFV, CSP, on-boarding, VNF, NFV-I. 

 
I. INTRODUCTION 

Telecom operators are adopting NFV and are looking for means to accelerate deployment of 

virtual network functions independent of the underlying hardware, thereby reducing the capex 

and opex involved in the maintenance and implementation of network services [1]. Network 

Function Virtualization Infrastructure provides the foundation for the deployment of Virtualized 

Network Functions. With VNF services being the end product of a successful NFV deployment, 

in the absence of a common standard for defining and deploying a VNF, Communication Service 

Providers are faced with challenges concerning their implementation. The solution proposed and 

described here averts these challenges and provides a means to rapidly define VNF deployment 

requirements, generate reusable, error-free deployment templates in multiple formats and hence 

assist a Telco attain the objective of time to value through the adoption of NFV. Deployment of 

VNF is achieved using orchestration templates, which contains information on resource 

requirements. As the first step to VNF deployment, there should be a means to define the 

resource requirements of the VNF. This includes standard resource requirements, and specific 
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Abstract: Human body suffers from many ailements and diseases, identifying them is critical to 

treat the disease. Diagnosis of disease is done in many ways, Electro Photonic images help in 

diagnosing disease. Electro photonic imaging is capable of measuring the energy fields.  We can 

measure energy fields of water, crystals, plants and humans. A specialized camera used to 

capture these images also referred to as EPI camera. This paper gives insight into the 

classification of Thyroid Electro Photonic Images using Backpropagation Algorithm. Different 

ANN methods can be used to for detecting diseases, images were processed using 

Backpropagation Algorithm used to detect and classify Thyroid patients. 

Keywords: kirlian photography, Medical diagnosis, Energy, Aura, Chakras, Thyroid 

1. Introduction 

According to modern science human organism made of molecules, these molecules need energy 

which is provided in the form of food, light and water the overall energy in the body creates an 

energy field we are leaning to measure this energy fields using Kirlian cameras. 

Diagnosis of disease is done in many ways methods, also using some devices. Electro photonic 

images can be used to for measuring out the energy levels of the body. Diseases can be identified 

using these images.Images collected from Non Thyroid and Thyroid. These images are classified 

using backpropagation Neural Network method as Non Thyroid andThyroid. 
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Abstract
Let G=(V,E) be a connected simple graph with n vertices. A set of vertices D is called a Transitive Dominating set if every vertex in V-D is adjacent to at least one of
the vertices in D through a path of length at most two [4]. Transitive domination number, denoted by γ_trd (G) is the minimum of the cardinalities of all possible
transitive dominating sets of the graph. In this paper, we introduce a new domination polynomial called Transitive Domination Polynomial of a graph. The
transitive domination polynomial of a graph G with n vertices is denoted by D_trd (G,x)and is defined as:


D_trd (G,x)= ∑_(j=γ_trd (G))^n▒〖d_trd (G,j)〗 x^j, where d_trd (G,j) represents the number of transitive dominating sets of cardinality j. The roots of transitive
domination polynomial are called transitive dominating roots. In this paper, we have obtained transitive domination polynomials of some standard graphs. Also
transitive dominating roots of some graphs are obtained.
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 

Abstract: In this article, we have obtained vertex polynomial of 

Middle, Line and Total graphs of some standard graphs namely 

complete graph, star, path, cycle and wheel graph.  

Keywords: Vertex polynomial, Middle graph, Line Graph, Total 

Graph 

I. INTRODUCTION 

In this paper, we have considered only finite graphs which are 

non-trivial, undirected, having no self- loops and having no 

parallel edges. Two edges of a graph are adjacent if they have 

a common vertex. If a vertex 𝑣 is an end vertex of an edge 𝑒, 

then edge 𝑒 is incident on vertex 𝑣. Vertices and edges are 

called elements of a graph and are neighbors if they are either 

incident or adjacent. 𝐾1,𝑛  represents a star. A wheel graph  

𝑊𝑛  and is defined as 𝑊𝑛 =  𝐾1 + 𝐶𝑛−1.  A graph 𝐺  is  𝑘 − 

regular if each vertex has degree 𝑘. If 𝑥 = 𝑢𝑣 is an edge of a 

graph 𝐺,  and 𝑤  is not a vertex of  𝐺 , then 𝑥  is said to 

subdivided if it is replaced by the edges 𝑢𝑤 and 𝑣𝑤.  For 

terminologies and notations, we refer [1]. The vertex 

polynomial of the graph G [2] is defined as  𝑉 𝐺; 𝑥 =

 𝑣𝑘𝑥
𝑘△(𝐺)

𝑘=0 , where △  𝐺 = max⁡{𝑑 𝑣 : 𝑣 ∈  𝑉 𝐺 } and 𝑣𝑘  

is the number of vertices of degree 𝑘 . The roots of a vertex 

polynomial are called vertex polynomial roots. 

II. MIDDLE GRAPH, LINE GRAPH, TOTAL GRAPH 

AND VERTEX POLYNOMIAL WITH AN EXAMPLE. 

In this part, we list the definitions of Middle graph, 

Line graph and Total graph of a graph with an example. Also 

we show their vertex polynomials. 

Let 𝐺 be a graph with  𝑉 = 𝑚 and  𝐸 = 𝑛 . Its line 

graph 𝐿(𝐺) contains vertices which are edges of 𝐺 and edges 

in 𝐿(𝐺) are drawn between vertices if they have common 

vertex in 𝐺. Middle graph 𝑀(𝐺) has vertex set containing all 

vertices and all edges of 𝐺 and edges of 𝑀(𝐺) between new 

vertices are drawn only when the edges corresponding in 𝐺 

are adjacent. Total graph 𝑇(𝐺) has vertex set containing all 

vertices of 𝐺  and all edges of 𝐺  and two vertices of total 

graph are adjacent if they happen to be neighbors in 𝐺. The 

following figures show a graph, its line graph, middle graph 

and total graph with their vertex polynomials. 
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Figure 1− Graph 𝑮. 

 

In this graph, we find 1, 2 and 1 vertices of degrees 1, 2 and 3 

respectively. Thus 𝑉 𝐺; 𝑥 = 𝑥 + 2𝑥2 + 𝑥3 . Now we 

consider its line graph as in Figure 2. 

 

 
Figure 2−𝑳(𝑮) 

We note that 𝐿(𝐺) has four vertices of which two are of 

degree 2 and remaining two are of degree 3. Thus  

𝑉 𝐿(𝐺); 𝑥 = 2𝑥2 + 2𝑥3 

Now, we consider middle graph 𝑀(𝐺) as shown in Figure 3.  

 
Figure 3−𝑴(𝑮) 

 

The middle graph has one vertex of degree 1, two vertices of 

degree 2, one vertex of degree 3, two vertices of degree 4 and 

two vertices of degree 5. Thus 𝑉 𝑀(𝐺); 𝑥 = 𝑥 + 2𝑥2 +
𝑥3 + 2𝑥4 + 2𝑥5 . Now we consider total graph 𝑇(𝐺)  as 

shown in Figure 4. 

 
 

Figure 4−𝑻(𝑮) 
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𝑇 𝐺 , the total graph has1, 4, 2 and 1 vertices of degrees 2, 4, 

5 and 6 respectively. 

 

 Thus 𝑉 𝑇(𝐺); 𝑥 = 𝑥2 + 4𝑥4 + 2𝑥5 + 𝑥6 

III. MAIN RESULTS 

Theorem 3.1: If  𝑀 𝐾𝑛  is middle graph of 𝐾𝑛 , then  

𝑉 𝑀 𝐾𝑛 ; 𝑥 = 𝑛𝑥𝑛−1 +
𝑛(𝑛 − 1)

2
𝑥2𝑛−2 

 

Proof: We note that 𝐾𝑛  has 𝑛 vertices, whereas its middle 

graph 𝑀 𝐾𝑛  has  
𝑛2+𝑛

2
  vertices by definition of middle 

graph. We can partition vertex set of 𝑀 𝐾𝑛   into two disjoint 

subsets 𝑉1 and 𝑉2 as follows: 

𝑉1: Vertex set with  𝑉1 = 𝑛, degree being (𝑛 − 1)  for each 

vertex and 

𝑉2: Vertex set with 𝑉2 =
𝑛2−𝑛

2
 , degree being (2𝑛 − 2) for 

each vertex. 

Hence 𝑉 𝑀 𝐾𝑛 ; 𝑥 = 𝑛𝑥𝑛−1 +
𝑛(𝑛−1)

2
𝑥2𝑛−2 

 

Theorem 3.2: If  𝑀 𝐾1,𝑛  is middle graph of 𝐾1,𝑛 , then  

𝑉 𝑀 𝐾1,𝑛 ; 𝑥 = 𝑛𝑥𝑛+1 + 𝑥𝑛 + 𝑛𝑥 for 𝑛 ≥ 2 

 

Proof: We note that 𝐾1,𝑛  has (𝑛 + 1) vertices, whereas its 

middle graph 𝑀 𝐾1,𝑛  has  (2𝑛 + 1)  vertices by definition 

of middle graph. We can partition the vertex set of 𝑀 𝐾1,𝑛   

into disjoint subsets 𝑉1 𝑉2and 𝑉3 as follows: 

 

𝑉1: Vertex set containing 1 vertex of degree n, 

 

𝑉2: Vertex set with  𝑉2 = 𝑛, each vertex being pendant  and 

 

𝑉3: Vertex set  𝑉3 = 𝑛,degree being (𝑛 + 1) for each vertex. 

Thus 𝑉 𝑀 𝐾1,𝑛 ; 𝑥 = 𝑛𝑥𝑛+1 + 𝑥𝑛 + 𝑛𝑥 

 

Theorem 3.3: If  𝑀 𝑃𝑛  is the middle graph of  𝑃𝑛 , then 

𝑉 𝑀 𝑃𝑛 ; 𝑥 =  2𝑥 +  𝑛 − 2 𝑥2 + (𝑛 − 1)𝑥3,𝑛 ≥ 3 

 

Proof: We note, by definition of middle graph that, 𝑀(𝑃𝑛) 

contains  2𝑛 − 1 vertices. We can partition the vertex set 

of 𝑀(𝑃𝑛) into three disjoint subsets 𝑉1 𝑉2and 𝑉3 as follows: 

 

𝑉1: Vertex set containing 2 vertices, each of degree 1, 
 

𝑉2: Vertex set with  𝑉2 = 𝑛 − 2, degree being 2 for each 

vertex  and 

 

𝑉3: Vertex set with  𝑉3 = 𝑛 − 1 , degree being 3 for each 

vertex. 

Thus  𝑉 𝑀 𝑃𝑛 ; 𝑥 =  2𝑥 +  𝑛 − 2 𝑥2 + (𝑛 − 1)𝑥3 

 

Theorem 3.4: If 𝑀 𝐶𝑛    is the middle graph of 𝐶𝑛 , then 

𝑉 𝑀 𝐶𝑛   ; 𝑥 = 𝑛𝑥2 + 𝑛𝑥4 
 

Proof: We note, by definition of middle graph that, 𝑀(𝐶𝑛  ) 

contains 2𝑛 vertices. We can partition the vertex set 

of 𝑀(𝐶𝑛  ) into 𝑉1and 𝑉2 as follows: 

 

𝑉1: Vertex set containing 𝑛 vertices of 𝐶𝑛 , each  of degree 2 

and 

 

𝑉2:  Vertex set containing 𝑛  new vertices obtained by 

definition of middle graph, each of degree 4. 

Thus 𝑉 𝑀 𝐶𝑛   ; 𝑥 = 𝑛𝑥2 + 𝑛𝑥4 

 
Corollary 3.5:  The vertex polynomial roots of  𝑀(𝐶𝑛) are 0, 

0 and ±𝑖  
 

Proof: In view of Theorem 3.4, vertex polynomial roots of  

𝑀(𝐶𝑛) can be obtained by taking  

           𝑛𝑥2 + 𝑛𝑥4 = 0       ⇒   𝑥 = 0,0 𝑎𝑛𝑑 ± 𝑖 
 

Theorem 3.6:  If 𝑀 𝑊𝑛   is the middle graph of  𝑊𝑛 , then 

𝑉 𝑀 𝑊𝑛 ; 𝑥 =   𝑛 − 1 𝑥𝑛+2 + 𝑥𝑛−1 +  𝑛 − 1 𝑥6 +
 𝑛 − 1 𝑥3, for 𝑛 ≥ 5 

 

Proof: We note, by definition of middle graph that, 𝑀(𝑊𝑛  ) 

contains (3𝑛 − 2) vertices. We can partition vertex set 

of 𝑀(𝑊𝑛  ) into four disjoint subsets 𝑉1 , 𝑉2, 𝑉3 and 𝑉4 as 

follows: 

 

𝑉1: Vertex set containing a single vertex of degree (𝑛 − 1), 
 

𝑉2: Vertex set with  𝑉2 = 𝑛 − 1, degree being 3 for each 

vertex,   

𝑉3: Vertex set  𝑉3 = 𝑛 − 1 ,  degree being 6 for each vertex, 

and 

𝑉4: Vertex set  𝑉4 = 𝑛 − 1 ,  degree being 𝑛 + 2 for each 

vertex. 

Thus 𝑉 𝑀 𝑊𝑛 ; 𝑥 =   𝑛 − 1 𝑥𝑛+2 + 𝑥𝑛−1 +  𝑛 − 1 𝑥6 +
 𝑛 − 1 𝑥3 

Theorem 3.7: If 𝐿(𝐾𝑛) is the line graph of 𝐾𝑛  ,then 

𝑉 𝐿 𝐾𝑛); 𝑥  =
𝑛(𝑛 − 1)

2
𝑥𝑛 

 
Proof: Using definition of line graph, we easily understand 

that 𝐿(𝐾𝑛)  is a 𝑛 − regular graph with  
𝑛2−𝑛

2
 vertices and 

every vertex will be of degree 𝑛.  

 

Thus 𝑉 𝐿 𝐾𝑛 ; 𝑥  =
𝑛(𝑛−1)

2
𝑥𝑛 . 

 

 

Theorem 3. 8: If  𝐿(𝐾1,𝑛) is the line graph of 𝐾1,𝑛 , then 

𝑉  𝐿 𝐾1,𝑛); 𝑥  = 𝑛𝑥𝑛−1 

 

Proof: By definition of line graph, of a graph, we easily 

understand that 𝐿(𝐾1,𝑛) is a complete graph 𝐾𝑛and therefore 

every vertex will be of 

degree(𝑛 − 1). 
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Thus 𝑉  𝐿 𝐾1,𝑛 ; 𝑥  = 𝑛𝑥𝑛−1. 

 

Theorem 3.9: If 𝐿(𝑃𝑛)   is the line graph of  𝑃𝑛 , then 

 𝑉 𝐿 𝑃𝑛); 𝑥  = 2𝑥 + (𝑛 − 3)𝑥2, 𝑛 ≥ 3 

 

Proof: By definition of line graph, we easily understand that 

𝐿(𝑃𝑛)  is a path graph 𝑃𝑛−1.  
Thus  𝑉 𝐿 𝑃𝑛); 𝑥  = 𝑉(𝑃𝑛−1; 𝑥).  

It is easy to note that path graph 𝑃𝑛−1 will have 2 pendant 

vertices and remaining (𝑛 − 3) internal vertices will be of 

degree 2.   

Thus   𝑉 𝐿 𝑃𝑛); 𝑥  = 2𝑥 + (𝑛 − 3)𝑥2. 

 
Theorem 3.10: If 𝐿(𝐶𝑛)is the line graph of 𝐶𝑛 , then is 

𝑉 𝐿 𝐶𝑛) ; 𝑥  = 𝑛𝑥2. 

 

Proof: By definition of line graph , we easily understand that 

𝐿 𝐶𝑛 = 𝐶𝑛  itself. As degree of every vertex of 𝐶𝑛  is 2 and as 

it has 𝑛 vertices, we find   𝑉 𝐿 𝐶𝑛) ; 𝑥  = 𝑛𝑥2. 

 

Corollary 3.11:  The vertex polynomial root of  𝐿(𝐶𝑛) is  0 

with multiplicity 2. 

 

Proof: In view of Theorem 3.10, vertex polynomial roots of  

𝐿(𝐶𝑛) can be obtained by taking  

           𝑛𝑥2 = 0       ⇒   𝑥 = 0,0  as 𝑛 ≠ 0 

 

Theorem 3.12: If 𝐿(𝑊𝑛) is the line graph of 𝑊𝑛 , then  

𝑉 𝐿 𝑊𝑛  ; 𝑥  =  𝑛 − 1 𝑥4 +  𝑛 − 1 𝑥𝑛 , 𝑛 ≥ 4 

 

Proof: We know, a wheel graph 𝑊𝑛  will have 𝑛 vertices and 

(2𝑛 − 2)edges. The vertex set of 𝐿(𝑊𝑛) will have (2𝑛 − 2) 

vertices and we can partition the vertex set into two disjoint 

subsets 𝑉1 and  𝑉2 as follows: 

 

𝑉1: Vertex set with  𝑉1 = 𝑛 − 1, degree being 4 for each 

vertex   

 

𝑉2: Vertex set with  𝑉2 = 𝑛 − 1, degree being 𝑛  for each 

vertex   

Thus 𝑉 𝐿 𝑊𝑛  ; 𝑥  =  𝑛 − 1 𝑥4 +  𝑛 − 1 𝑥𝑛  

 

Theorem 3.13: If 𝑇(𝐾𝑛) is the total graph of  𝐾𝑛 , then 

𝑉 𝑇 𝐾𝑛 ; 𝑥 =
𝑛(𝑛 + 1)

2
𝑥2𝑛−2 

Proof: We note that 𝐾𝑛will have 𝑛  vertices and 
𝑛 𝑛−1 

2
 

edges. By definition of total graph of a graph, we note that, 

total graph 𝑇 𝐾𝑛  will have 𝑛 +
𝑛 𝑛−1 

2
=  

𝑛 𝑛+1 

2
 vertices 

and each vertex will be of degree  2𝑛 − 2 . 
 

Thus  

𝑉 𝑇 𝐾𝑛 ; 𝑥 =
𝑛(𝑛 + 1)

2
𝑥2𝑛−2 

Theorem 3.14: If 𝑇(𝐾1,𝑛)  is the total graph of  𝐾1,𝑛  , then 

𝑉(𝑇 𝐾1,𝑛 ; 𝑥 = 𝑛𝑥2 + 𝑛𝑥𝑛+1 + 𝑥2𝑛  

Proof: We know a star graph 𝐾1,𝑛will have 𝑛 + 1 vertices 

and 𝑛 edges. We note that total graph 𝑇(𝐾1,𝑛) of star graph 

𝐾1,𝑛will have (2𝑛 + 1) by the way in which total graph is 

defined and we can partition this the vertex set into 3 disjoint 

subsets  𝑉1, 𝑉2and  𝑉3 as follows: 

 

𝑉1: Vertex set containing a single vertex of degree 2𝑛, 
 

𝑉2: Vertex set with  𝑉2 = 𝑛 − 1, degree being 2 for each 

vertex  and 

 

𝑉3: Vertex set  𝑉3 = 𝑛 ,  degree being 2 for each vertex. 

Thus 𝑉(𝑇 𝐾1,𝑛 ; 𝑥 = 𝑛𝑥2 + 𝑛𝑥𝑛+1 + 𝑥2𝑛  

Theorem 3.15: If  𝑇 𝑃𝑛  is the total graph of 𝑇(𝑃
𝑛
), then 

𝑉 𝑇 𝑃𝑛 ; 𝑥 = 2𝑥2 + 2𝑥3 +  2𝑛 − 5 𝑥4, 𝑛 ≥ 3 
 

Proof: We know, a path graph 𝑃𝑛 will have 𝑛 vertices and 

(𝑛 − 1)edges. By definition of total graph, we note h 𝑇(𝑃𝑛) 

will have (2𝑛 − 1) vertices and we can partition this vertex 

set into 3 disjoint subsets  𝑉1, 𝑉2and  𝑉3 as follows: 

 

𝑉1: Vertex set containing 2 vertices, each of degree 2, 
 

𝑉2: Vertex set containing 2 vertices, each of degree 3  and 

 

𝑉3: Vertex set containing (2𝑛 − 5) vertices, each of degree 

4. 
 

Thus 𝑉 𝑇 𝑃𝑛 ; 𝑥 = 2𝑥2 + 2𝑥3 +  2𝑛 − 5 𝑥4 

Theorem 3.16: If 𝑇 𝐶𝑛  is the total graph of 𝐶𝑛 , then 

𝑉 𝑇 𝐶𝑛 ; 𝑥 = 2𝑛𝑥4 
 

Proof: We know, a cycle graph  𝐶𝑛  has 𝑛  vertices. By 

definition of total graph of a graph, we note that,  𝑇 𝐶𝑛  of 𝐶𝑛  

is a 4− regular graph with 2𝑛 vertices and each vertex will be 

of degree 4. Thus  𝑉 𝑇 𝐶𝑛 ; 𝑥 = 2𝑛𝑥4. 

 

Corollary 3.17: The vertex polynomial root of  𝑇(𝐶𝑛) is 0 

with multiplicity 4. 

 

Proof: In view of Theorem 3.16, result is obvious. 

 

Theorem 3.18: If 𝑇(𝑊𝑛) is the total graph of 𝑊𝑛 , then 

𝑉(𝑇 𝑊𝑛 ; 𝑥 =  2𝑛 − 2 𝑥6 +  𝑛 − 1 𝑥𝑛+2 + 𝑥2𝑛−2,  
for 𝑛 ≥ 5 

 

Proof: We know a wheel graph 𝑊𝑛  has 𝑛  vertices and 

2𝑛 − 2  edges. By definition of total graph, we note that 

𝑇(𝑊𝑛)  of 𝑊𝑛 will have (3𝑛 − 2)  vertices and we can 

partition this vertex set into three disjoint  subsets  𝑉1, 𝑉2and  

𝑉3 as follows: 

 

𝑉1: Vertex set containing  (2𝑛 − 2)  vertices, each of degree 

6, 
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𝑉2: Vertex set containing a single vertex of degree (2𝑛 − 2)  
and 

 

𝑉3: Vertex set containing (𝑛 − 1) vertices, each of degree 

(𝑛 + 2). 
 

Thus 𝑉(𝑇 𝑊𝑛 ; 𝑥 =  2𝑛 − 2 𝑥6 +  𝑛 − 1 𝑥𝑛+2 + 𝑥2𝑛−2 

IV. CONCLUSION  

Vertex polynomial is one of the possible ways in which we 

can represent a graph algebraically. We can compare this 

polynomials with other polynomials associated with graph 

also. 
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